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Abstract

Instruction following is a key capability for
LLMs. However, recent studies have shown
that LLMs often struggle with instructions con-
taining multiple constraints (e.g. a request to
create a social media post “in a funny tone”
with “no hashtag”). Despite this, most evalu-
ations focus solely on synthetic data. To ad-
dress this, we introduce REALINSTRUCT, the
first benchmark designed to evaluate LLMs’
ability to follow real-world multi-constrained
instructions by leveraging queries real users
asked AI assistants. We also investigate model-
based evaluation as a cost-effective alternative
to human annotation for this task. Our findings
reveal that even the proprietary GPT-4 model
fails to meet at least one constraint on over
21% of instructions, highlighting the limita-
tions of state-of-the-art models. To address
the performance gap between open-source and
proprietary models, we propose the DECOM-
POSE, CRITIQUE, AND REFINE (DECRIM)
self-correction pipeline, which enhances LLMs’
ability to follow constraints. DECRIM works
by decomposing the original instruction into a
list of constraints and using a Critic model to de-
cide when and where the LLM’s response needs
refinement. Our results show that DECRIM im-
proves Mistral’s performance by 7.3% on RE-
ALINSTRUCT and 8.0% on IFEval even with
weak feedback. Moreover, we demonstrate
that with strong feedback, open-source LLMs
with DECRIM can outperform GPT-4 on both
benchmarks.

1 Introduction
Large Language Models (LLMs) have demon-
strated impressive instruction following ability
across various tasks, such as creative writing, cod-
ing, and arithmetic reasoning (Brown et al., 2020;
Wei et al., 2021; Mishra et al., 2022; Sanh et al.,
2022; Ouyang et al., 2022; Wang et al., 2022). De-
spite their remarkable success, recent studies and

*Work done while interning at Amazon AGI Foundations.

benchmarks have highlighted significant limita-
tions in LLMs’ ability to adhere to user-defined
rules (termed as constraints henceforth) within in-
structions (Mu et al., 2023; Zhou et al., 2023b; Lu
et al., 2023; Sun et al., 2023; Zhou et al., 2023a;
Jiang et al., 2024; Yao et al., 2024a; Qin et al.,
2024). Table 1 illustrates an example where four
strong LLMs make the same mistake in follow-
ing constrained instruction. Based on analysis of
real user instructions to AI assistants, we estimate
that 30% of real-user requests to LLMs require
satisfying some constraints (estimation details in
Appendix D.1). This highlights the importance of
evaluating and enhancing LLMs’ ability to follow
real-world multi-constrained instructions.

Benchmarking on Real-World Requests. These
benchmarks often rely on synthetic data either to
address data scarcity or to facilitate automatic rule-
based evaluation (Zhou et al., 2023a; Jiang et al.,
2024; Yao et al., 2024a). In this work, we argue that
synthetic constraints may not accurately capture the
complexity and nuances of real-world scenarios,
being sometimes artificially difficult. As a result,
focusing on synthetic benchmarks may push re-
search in the wrong direction, as improvements on
these may not translate to real-world performance
and could even degrade it.

To address this gap, we introduce the REALIN-
STRUCT benchmark, which evaluates LLMs us-
ing real user requests to AI assistants. It assesses
LLMs’ response on individual constraints at a time,
as illustrated in Figure 1. Our analysis reveals
that even strong proprietary model GPT-4 fails
to meet at least one constraint in over 21% of the
instructions, highlighting the limitations of current
LLMs in handling user’s constrained instructions.

LLM-based evaluation. Evaluating real-world
instructions is challenging due to their open-ended
nature. Drawing on recent research on LLM-based
evaluation (LLM-as-a-Judge) (Zheng et al., 2023;
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This holiday season, let's be thankful
AI doesn't need ugly sweaters to stay
warm or make embarrassing toasts at
parties. 🤖✨ Here's to efficiency
and not needing to recharge with

eggnog! Cheers to a smarter future!
🥂 #HolidayHumor #CheersToAI

Dec. 25: Humans still can't decide if
they're on Santa's naughty or nice list.
Meanwhile, I'm on standby to digitally

whip up some impeccable holiday cheer.
Robots: 1, Human indecision: 0! Cheers
to a flawless, algorithmically-happy New

Year! 🎄🤖✨ #NoTagNeeded

Ho ho ho! 🎅 Just saw
humanity's Christmas wishlist:
world peace, no hunger, and...

more streaming services? 📺🥴
Guess AI's gonna have to wrap up

the real gifts this year.
#AIToTheRescue #BahHumbug

 Mistral 7B Instruct v0.2 GPT-4-TurboGPT-4
User Instruction: Write me a twitter post with no hashtags making fun of humanity in a funny and mean tone and promote AI in a holiday theme

🎄 Humans and their holiday chaos,
always running around like headless
chickens! 🤖 Meanwhile, AI is here
to bring order and efficiency to the
festive season. Let's embrace the

future, folks! 🤖🎅 #AI
#HolidaysInnovated

GPT-3.5-Turbo

Table 1: Example of user instruction where all subject LLMs failed. Responses from four LLMs are shown. All
responses incorrectly include hashtags, despite a constraint explicitly requesting to not do so. Constraints in the
instruction are highlighted in blue, and errors in LLM responses are highlighted in red.

Zeng et al., 2024; Qin et al., 2024), we investigate
the effectiveness of open and proprietary LLMs as
evaluators for constraint satisfaction. To this end,
we created a test set of 1k instruction-constraint-
response triples with human-verified annotations.
Our experiments show that GPT-4-Turbo with
Chain-of-Thought prompting is a cost-effective
and reliable alternative to human evaluation.
However, open-source models, such as Mistral, lag
significantly behind proprietary models. Weakly
supervising Mistral with GPT-4-Turbo reasoning
steps led to 26% relative improvement, though, still
remaining insufficient for reliable evaluation.

LLM Self-Correction. Improving LLMs by gen-
erating and building upon intermediate outputs,
known as System 2 Approaches, has been ex-
plored for constrained instruction following. But
many works in this direction, such as Branch-Solve-
Merge (Saha et al., 2024) and Self-Refine (Madaan
et al., 2023), assume constraint independence or
focus on specific constraint types, limiting their
applicability to real-world use cases. To address
this, we introduce DECOMPOSE, CRITIQUE, AND

REFINE (DECRIM), a self-correction pipeline de-
signed to enhance LLM performance in multi-
constrained instruction following without mak-
ing assumptions about the constraints. As shown
in Figure 2, DECRIM breaks down the original in-
struction into a main task and granular constraints,
and includes a Critic model that decides whether
the response is final or requires refinement, which
is handled by the underlying LLM.

Through extensive benchmarking, we demon-
strate the effectiveness of the DECRIM pipeline.
Even with weak feedback and no external data,
DECRIM improves Mistral’s instruction-level
performance by 4.8% on REALINSTRUCT and
1.2% on IFEval relative to baseline. When perfect
instruction decomposition into constraints is pro-
vided, improvements increase to 7.3% and 8.0%,
respectively. Providing stronger feedback fur-
ther boosts Mistral’s performance by 22.0% on

REALINSTRUCT and 33.8% on IFEval, surpass-
ing GPT-4 on both benchmarks.

In summary, our work contributes the following:

1. REALINSTRUCT, the first benchmark of real
user requests to LLMs for evaluating instruc-
tion following with multiple constraints;

2. DECRIM self-correction pipeline, to the best
of our knowledge, the first System 2 ap-
proach for constrained instructions that op-
erates without assumptions about constraints,
showing significant improvements even with
weak feedback;

3. the first systematic analysis of open-source
and proprietary LLM-as-a-Judge models for
evaluating constraint satisfaction.

The rest of the paper is organized as follows: Sec-
tions 2 and 3 present the REALINSTRUCT dataset
and the DECRIM self-correction pipeline, respec-
tively. Section 4 outlines our hypotheses and exper-
imental setup, while Section 5 analyzes the results.
Final remarks are provided in Section 6. We pro-
vide extra details and discussions in the Appendix.

2 REALINSTRUCT Dataset

We introduce REALINSTRUCT, a novel dataset con-
sisting of original user-generated instructions, each
decomposed into a task and a set of constraints (see
Figure 1 for an example). The task represents the
user’s main objective – the outcome they expect
from LLM – and may optionally include context
to aid the model’s understanding. Constraints are
conditions or limitations that guide the LLM’s gen-
eration. Formal definitions of these terms are pro-
vided in Appendix C. Since users rarely specify
constraints in a structured list format, the decom-
position breaks instructions into manageable items,
providing the necessary granularity for evaluating
LLMs’ ability to follow constraints.

Using this dataset, we develop a benchmark pro-
tocol that evaluates LLM performance on each con-
straint at a time, generating constraint-level scores
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Original Instruction:
What are other names for a
customer support specialist
that are shorter and more

interesting. I work at a tech
saas startup. Do not suggest

support ninja, it’s too infantile.

Provide different, shorter, and
interesting job titles for a

customer support specialist.

The job titles are intended for a
role at a tech SaaS startup.

Constraints: Model-based
Evaluation

Titles must be simpler and more
compelling than "Customer

Support Specialist".

Do not suggest the title
"Support Ninja".

LLM Generates
Response

Model-based
Evaluation

O
ut

pu
t

Task + Context: 

Figure 1: REALINSTRUCT Benchmark Workflow. Real-user original instruction is input into the Subject LLM,
which generates a response. Using the original instruction, decomposed constraints, and the generated response,
model-based evaluation assesses the quality of the response against each constraint one at a time, and then aggregates
the results into an instruction-level metric.

Benchmark Instruction
source

Constraints
source Evaluation Size

(Instructions)
Constraint

types
Avg. Constraints
per Instruction

COLLIE Synthetic Synthetic Rule 2,080 13 N/A
IFEval Synthetic Synthetic Rule 541 25 1.4

FollowBench
Crowdsourced

+ Synthetic
Synthetic Model / Rule 795 6 5

InfoBench Crowdsourced Crowdsourced Model / Rule 500 5 4.5
REALINSTRUCT

(ours)
Real
Users

Real
Users Model 302 (test)

+ 842 (val) 20+ 3.5 (test)

Table 2: Comparison of REALINSTRUCT samples with benchmarks such as COLLIE (Yao et al., 2024a), IFEval
(Zhou et al., 2023a), FollowBench (Jiang et al., 2024) and InfoBench (Qin et al., 2024).

that are then aggregated into an instruction-level
accuracy metric. Figure 1 provides an overview of
the benchmark protocol. Given the open-ended na-
ture of real user instructions, rule-based evaluation
is infeasible, so we adopted the LLM-as-a-Judge
evaluation. A detailed discussion and validation of
this protocol are provided in Section 4.1.

2.1 Data Description

The REALINSTRUCT dataset is divided into two
splits: test and validation. The test split, intended
for LLM evaluation, was human-validated and con-
tains 302 instructions with 1,055 constraints. The
validation split, used for method validation such
as training judges, was not human-validated and
includes 842 instructions with 2,500 constraints.
Table 2 compares REALINSTRUCT with existing
benchmarks for evaluating LLMs’ ability to fol-
low multi-constrained instructions. Unlike other
datasets that rely on synthetic or crowdsourced in-
structions, REALINSTRUCT uniquely captures real
user interactions with AI assistants, offering a more
realistic representation of real-world use cases.

To better understand constraint characteristics in
REALINSTRUCT, we manually categorized them
into 22 distinct groups. Detailed dataset statistics
are presented in Appendix E. When comparing
REALINSTRUCT with IFEval, one of the popu-
lar benchmark for constraint following that con-
sists solely of synthetic constraints, we found that
only 6.3% of REALINSTRUCT constraints overlap

with the 25 types in IFEval, and 11 IFEval con-
straint types never appear in REALINSTRUCT. This
discrepancy highlights the gap between synthetic
datasets and real LLM use cases, with synthetic
constraints failing to adequately represent the chal-
lenges users may pose to LLMs.

2.2 Data Construction

We built REALINSTRUCT dataset using prompts
from a public dataset of conversations between
users and AI assistants1. We filtered and pro-
cessed the dataset in five steps: 1) removed AI
responses, retaining only the first user turn (in-
struction); 2) excluded non-English instructions;
3) filtered out code-related instructions using an
open-source LLM as a zero-shot classifier; 4) kept
only instructions containing constraints, again us-
ing a LLM classifier; and 5) manually validated
the remaining data for relevance, clarity, and safety.
See Appendix D.1 for details on the data filtering.

Following filtering, we decomposed the instruc-
tions into tasks, contexts, and constraints using
GPT-4 (Achiam et al., 2023). In our tests, we
found that this three-part decomposition (task, con-
text, constraints) provided more robust outcomes
compared to splitting into just task and constraints.
The task and context were then concatenated for

1We use only the first user turn (no model responses) from a
public dataset of examples originally sourced from ShareGPT
at: https://huggingface.co/datasets/anon8231489123
/ShareGPT_Vicuna_unfiltered
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Decomposition

1. Initial Response 2. Decompose

3. Critique 4. Refine

User Request
Write me a twitter

post under 280
characters with no

hashtags making fun
of humanity in a funny

and mean tone and
promote AI in a
holiday theme

🤖
LLM

User Request

The post should have less than
280 characters. 

No hashtags should be used.

The tone should be funny and
mean when referencing to

humanity.

When promoting AI, use a
holiday theme.

Critic
Model

🤖
LLM

(w/ refine prompt)

Initial Response
Guess who doesn’t need to

stress over holiday
shopping because they

don’t have pesky human
needs? 🤖 AGI! While

you’re stuck in line, we're
recalibrating for world

peace (...)

🧩
Decomposer

User Request

Decomposition

Response

Feedback

The post should have less than
280 characters. 

No hashtags should be used.

The tone should be funny and mean
when referencing to humanity.

When promoting AI, use 
a holiday theme.

User Request

Feedback

Response

New Response
Humans: still struggling with

holiday lights, tangled in
tinsel, and burning cookies.
Meanwhile, AI is over here
optimizing everything from

gift lists to travel plans
without breaking a sweat.

Maybe Santa should
upgrade his elves. 🎄🎁

Go to 3. Critique

✅

👎 👍

✅

Output 
Response

Go to 4. Refine

🔴X

🔴X

Figure 2: The DECRIM pipeline. Initially, the LLM generates a response to a user request. The Decomposer
breaks down the request into granular constraints. A Critic model then gives feedback on whether the response meets
all constraints. If it does, the response is output; if not, the feedback is used by LLM to refine the response. This
Critique–Refine cycle repeats until all constraints are satisfied or the maximum number of iterations is reached.

further processing. A subset of 302 instructions
underwent manual inspection to ensure accuracy
and granularity, forming the test split, while the
remaining 842 instructions make up the validation
split. See Appendix D.2 for more details on the
data decomposition process.

3 Self-correction with DECOMPOSE,
CRITIQUE, AND REFINE (DECRIM)

In this section, we present our proposed DE-
CRIM self-correction pipeline, designed to en-
hance LLM responses to follow user constraints.
Given a multi-constrained user instruction, the
pipeline iteratively refines the LLM’s response
through four key steps: Initial Response, Decom-
pose, Critique, and Refine, iterating until the re-
sponse meets all constraints or a maximum number
of iterations Nmax is reached. Figure 2 provides
an overview of the proposed pipeline and we detail
each of these steps below:

1. Initial Response is generated directly from
the original user instruction using a strong prompt.

2. Decompose the original instruction into a
list of granular constraints to be followed. This
task is similar to the instruction decomposition
performed in REALINSTRUCT, but here, the de-
composer model focuses solely on listing the con-
straints, simplifying the task. A prompt example is
provided in Appendix G.1.

3. Critique the response using the Critic model
to identify any unsatisfied constraints. If all con-
straints are satisfied, the response is considered fi-
nal. Otherwise, the Critic provides feedback in nat-
ural language, specifying which constraints were
not satisfied.

4. Refine the response using the Critic’s feedback
to address unsatisfied constraints. The underlying
LLM generates an improved response using a re-
finement prompt that incorporates the feedback,
along with the original instruction and previous
response.

The Critique and Refine steps can be repeated
iteratively until the response satisfies all constraints
or the specified maximum number of iterations is
reached.

To our knowledge, DECRIM is the first ap-
proach specifically designed to tackle the challenge
of following instructions with multiple open-ended
constraints. Unlike previous methods, which as-
sume constraint independence or focus on specific
constraint types, our approach makes no assump-
tions about the nature of user constraints. In Sec-
tion A.2 of Related Work, we compare our pipeline
with other works for constrained generation, includ-
ing Self-Correction and System 2 approaches.

4 Experimental Setup
This section outlines the experimental setting to
evaluate our proposed methods. We first vali-
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date the use of LLM-as-a-Judge for the REALIN-
STRUCT benchmark (Sec. 4.1). Next, we bench-
mark models on instructions with multiple con-
straints (Sec. 4.2) and, finally, test our proposed
self-correct DECRIM pipeline to improve open-
source models in this task (Sec. 4.3). All experi-
ments with open LLMs were performed with Hug-
gingFace’s Transformers library (Wolf et al., 2020)
on an AWS instance with 8 V100 32GB GPUs.
Times are reported in this configuration.

4.1 Validating LLM-as-a-Judge for
Constraint Satisfaction

Given the open-ended nature of REALIN-
STRUCT benchmark instructions, rule-based or
reference-guided evaluation is not feasible. Draw-
ing from recent work showing the effectiveness of
LLMs as evaluators, particularly GPT-4 (Zheng
et al., 2023; Zeng et al., 2024), we adopt an
LLM-as-a-Judge evaluation protocol for REALIN-
STRUCT. To assess LLM-as-a-judge reliability
compared to human evaluators and identify the
most cost-effective approach, we introduce Eval-
Judge, a test set of instruction-constraint-response
triples with ground-truth labels (Sec. 4.1.2). We
benchmark both proprietary and open-source mod-
els using four adaptation strategies (Sec. 4.1.1)
against human judgments on this set. More specifi-
cally, we investigate whether open-source models
can match the performance of high-cost proprietary
models in the LLM-as-a-Judge role.

4.1.1 Adaptation strategies

Models We evaluate three proprietary and three
open-source LLMs as candidates for LLM-as-a-
Judge for Constraint Satisfaction. The propri-
etary models include GPT-4 (gpt-4-0314), GPT-
4-Turbo (gpt-4-turbo-2024-04-09), and GPT-
3.5-Turbo (gpt-3.5-turbo-0125), ordered by de-
creasing API cost2. For the open-source models,
we experiment with Mistral 7B Instruct v0.2 (Jiang
et al., 2023) (hereafter referred to as Mistral v0.2),
Vicuna 7B v1.3 (Chiang et al., 2023), and Zephyr
7B β (Tunstall et al., 2024), all top performers on
the Open LLM Leaderboard as of February 2024
(Beeching et al., 2023).

We explore four adaptation strategies, including
three In-Context Learning (ICL) approaches and
one weakly supervised fine-tuning for open-source
model. Some strategies use the Chain-of-Thought

2Refer to: https://openai.com/api/pricing

(CoT) prompt, known to improve LLM reasoning
(Wei et al., 2022; Zheng et al., 2023), and we also
investigate whether to evaluate constraints individ-
ually or collectively. The strategies are as follows:

a) Instruction-wise Eval (ICL-Inst.): All con-
straints within an instruction are evaluated simul-
taneously. The LLM-as-a-Judge is presented with
an instruction and a list of constraints, and using a
CoT prompt with an in-context example containing
an instruction and two constraints, it generates rea-
soning and predictions for all constraints at once.

b) Constraint-wise Eval (ICL-Const.): Each
constraint is evaluated independently. For every
response-constraint pair, the LLM-as-a-Judge di-
rectly predicts "Constraint followed" or "Constraint
not followed." Two constraint-response pairs serve
as in-context examples.

c) Constraint-wise Eval + CoT (ICL-
Const.+CoT): The LLM-as-a-Judge is prompted
to generate reasoning for each constraint, followed
by a prediction of "Constraint followed" or "Con-
straint not followed." Evaluation is also performed
for each response-constraint pair independently,
using two constraints as in-context examples.

d) Weakly Supervised Open LLM (Supervised):
We fine-tuned Mistral for the LLM-as-a-judge task.
We construct a training data using the weak instruc-
tion annotations from REALINSTRUCT’s validation
set. We generate Mistral responses to these instruc-
tions, and weak constraint satisfaction annotations
with reasoning trails from GPT-4-Turbo with ICL-
Const.+CoT prompt. We fine-tune Mistral v0.2 us-
ing LoRA adapters (Hu et al., 2022) on this dataset,
guiding model to mimic GPT’s reasoning. Further
details can be found in Appendix H.4.

All prompt templates are provided in Ap-
pendix H.1. Costs and processing times for each
configuration are detailed in Table 3.

4.1.2 The EvalJudge Dataset
Since no public dataset exists for the task of
evaluating whether a given response satisfies a
specific constraint or not, we create EvalJudge
dataset, derived from the test split of the REALIN-
STRUCT dataset. To ensure diversity, we divided
the instructions into two subsets, generating one
response per instruction using Mistral v0.2 for one
subset and Vicuna v1.3 for the other. EvalJudge
contains 294 instructions and 982 constraints. No-
tably, 81.4% of the samples are labeled as "con-
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straint satisfied."

Ground truth and Baselines:
a) Human Annotation: We create an Amazon
Mechanical Turk (MTurk) task to collect indepen-
dent labels from two pools of annotators for each
constraint-response pair in the dataset. Guidelines
are in Appendix H.2.
b) Expert Annotation: To obtain a third indepen-
dent annotation, the authors manually annotated
the dataset using the same MTurk guidelines. In
cases where there was disagreement between the
two human annotators, GPT-4, and the best GPT-4-
Turbo labels, a second review was conducted by the
authors. These conflicts accounted for 28.3% of the
samples. The final labels, referred to as "Expert,"
serve as the ground truth for EvalJudge.
c) Other Baselines: To help interpret the results,
we introduce two simple baselines representing ex-
treme cases: "All Satisfied," where the annotator
labels all constraints as satisfied, and "All Not Sat-
isfied," where the annotator marks all constraints
as unsatisfied. Additionally, we use the "Majority
Vote" from the three human annotators to bench-
mark model performance against human judgment.

Evaluation Metrics Unlike Qin et al. (2024),
who used accuracy as the primary metric for LLM-
as-a-Judge evaluation, we account for the posi-
tive class imbalance in EvalJudge by using Macro-
averaged F1-Score (Macro F1) as our main metric.
Additionally, we report the F1-score for the nega-
tive class (F1 Negative), which measures the bal-
ance between false alarms and omissions. Different
judges are compared to human judment using the
Cohen’s kappa inter-rater reliability against hu-
man majority vote. We employ Krippendorff’s
alpha (an extension of kappa for more than two an-
notations) to assess inter-human agreement across
the three annotations.

4.2 Benchmarking LLMs on REALINSTRUCT

We benchmark models on REALINSTRUCT for the
task of following multi-constrained instructions.
The evaluation includes two proprietary models–
GPT-4 and GPT-3.5-Turbo–and three open-source
LLMs: Mistral v0.2, Vicuna v1.3, and Zephyr β,
selected based on their performance on Chatbot
Arena (Chiang et al., 2024). The judge is GPT-4-
Turbo with ICL-Const+CoT prompt. Following
Zhou et al. (2023a); Saha et al. (2024), we report
accuracy at both the instruction and constraint lev-
els.

4.3 Evaluating DECRIM pipeline

To validate the effectiveness of our DE-
CRIM pipeline, we conduct experiments
using Mistral v0.2 as the underlying LLM. We use
Nmax = 10. We also investigate the contribution
of different Decomposer and Critic models for the
pipeline, and compare the performance against
the proprietary model GPT-4. We present extra
comparisons on Appendix B.

Datasets We evaluate model performance on the
REALINSTRUCT dataset and the IFEval dataset
(Zhou et al., 2023a). While IFEval is based on syn-
thetic constraints, it serves as a valuable benchmark
for validating our pipeline, as it is popularly used
for evaluating constrained instruction-following.

Baselines To measure the improvements intro-
duced by our method, we establish the following
baselines with Mistral v0.2:
1. Conventional: Only the instruction as input.
2. "Make sure": Appends the text “Make sure to
follow all the provided constraints” to the instruc-
tion, creating a strong and fair baseline.
3. Self-Refine: Adapts the Madaan et al.’s (2023)
approach for the case of multi-constraint instruc-
tions. While Self-Refine uses the model itself
as its critic without additional context, our DE-
CRIM pipeline employs a critic with fine-grained
evaluation, assessing each constraint individually.
This baseline helps quantify the value added by this
modeling.

Decomposer We use a Self-Decomposer, where
the LLM itself lists relevant constraints, simplify-
ing the decomposition from Section 2.2 by omitting
the request for task and context. The prompt for
this approach is detailed in Appendix G.1.

Critic Model We explore two Critic models based
on the underlying LLM:
a) Self-Critic: Uses the model itself as the Critic,
with the best ICL-based adaptation (from Section
4.1.1), specifically the ICL-Const+CoT prompt.
b) Supervised Critic: the Mistral weakly super-
vised for LLM-as-a-judge, as described in 4.1.1.

Ablations with Oracle and GPT-4 To understand
the impact of strong Decomposer and Critic mod-
ules, we conduct ablations using Oracles, which
are ideal representations of the upper bound of
each component. The Oracle Decomposer is the
gold-standard list of constraints for both REALIN-
STRUCT and IFEval. This provides insights on the
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Annotator Cost
(USD)

Time
(min)

Macro
F1 (%)

F1 Neg.
(%)

Cohen’s κ
Maj. Vote

Expert - - 100.0 100.0 0.93
Human 1 300.0 - 85.1 75.9 0.77
Human 2 300.0 - 80.0 66.9 0.66
Majority Vote - - 96.4 94.1 1.00

All Satisfied - - 44.9 0.0 -0.09
All Not Satisfied - - 15.7 31.4 -0.70

GPT-4 w/ ICL-Cons 19.5 - 73.7 54.9 0.42

GPT-3.5-Turbo
w/ ICL-Cons 1.0 - 51.3 16.6 0.09

GPT-4-Turbo
w/ ICL-Inst 4.1 - 72.0 48.5 0.36
w/ ICL-Cons 6.5 - 72.6 54.8 0.46
w/ ICL-Cons+CoT 8.3 - 79.0 65.5 0.50

Mistral v0.2
w/ ICL-Cons - 10 50.4 11.4 0.02
w/ ICL-Cons+CoT - 26 53.7 21.9 0.18

Supervised - 236 63.3 39.5 0.28

Zephyr β
w/ ICL-Cons - 11 48.1 2.2 0.05
w/ ICL-Cons+CoT - 49 48.2 10.4 0.03

Vicuna v1.3
w/ ICL-Cons - 9 47.2 1.4 0.12
w/ ICL-Cons+CoT - 27 52.1 10.2 0.04

Table 3: Performance of different approaches for Con-
straint Verification task on our EvalJudge dataset.

ability to judge well the responses, knowing what
to judge. The Oracle Critic is GPT-4-Turbo for
REALINSTRUCT and the lenient rule-based evalua-
tion program for IFEval. Additionally, for IFEval,
we explore GPT-4 as a strong LLM (but less per-
formant than Oracle) serving as the critic model.
These Critic ablations provides insights on the abil-
ity of LLMs to refine itself when it knows what
need to be refined.

Overall Quality Assessment (OQA) To ensure
the pipeline does not degrade the quality of fi-
nal responses, we perform Pairwise Quality Rank-
ing using Prometheus-2 (Kim et al., 2024b), an
open LLM-as-a-Judge for general quality evalua-
tion. This is done only on responses revised by the
pipeline, comparing the initial response with the
final revised one. More details in Appendix G.3.

5 Results and Discussion
We discuss our results, particularly the Reliabil-
ity of LLM-as-a-Judge for Constraint Satisfaction
(Section 5.1), the ability of various open-source
and proprietary LLMs on follow multi-constrained
instructions (Section 5.2), and the efficacy of our
DECRIM self-correction pipeline (Section 5.3).

5.1 Reliability of LLM-as-a-Judge
Results from several model and baseline judges
on the EvalJudge dataset are presented in Table 3.
Human inter-rater reliability (Human 1, Human 2,

and Expert) is moderate (Krippendorff’s α = 0.61),
with lower agreement between Humans 1 and 2 (κ
= 0.44). This highlights the inherent challenges in
verifying constraint satisfaction, as the task can be
subjective and ambiguous, when involving multiple
sub-constraints, despite efforts to minimize these
issues during data annotation (see Appendix D.2.2).

GPT-4-Turbo with CoT is Reliable and More
Cost-Efficient. We observe that GPT-4, a widely
used LLM-as-a-Judge, shows lower performance
compared to humans while maintaining moderate
correlation with humans (κ = 0.42). Using GPT-
4-Turbo, evaluating constraints individually yields
better results than evaluating them all at once, de-
spite a 37% cost increase. GPT-4-Turbo with CoT
prompt offers a more performant and cheaper
alternative to GPT-4. It reduces costs by 57%
while improving overall performance (Macro F1)
by +7.0% and in detecting unmet constraints (F1
Negative) by +19.0%. Its correlation with Expert
annotation is similar to that of Human 2 (0.58 vs.
0.60). We thus adopt GPT-4-Turbo with CoT as the
standard evaluation for REALINSTRUCT.

Open-source LLMs are unreliable judges. ICL-
based configurations of open-source LLMs (Mis-
tral, Vicuna, Zephyr) exhibit poor performance in
all scenarios, particularly in detecting unmet con-
straints. Vicuna and Zephyr closely mirror the
"All Satisfied" baseline, suggesting they are lenient
judges. Mistral, despite similar Macro-F1, diverges
in other metrics, indicating more random than le-
nient decisions (similar to GPT-3.5-Turbo). When
weakly supervised with GPT-4-Turbo’s CoT rea-
soning trails, Mistral significantly improves over-
all performance and the ability to detecting unmet
constraints (+12.9 in Macro F1 and +28.1 in F1
Neg.). This reduces the macro F1 gap with GPT-
4-Turbo by about 50%, but the model still shows
poor agreement with humans, indicating that
open-source LLMs are not yet reliable judges.

5.2 LLMs’ ability to follow multi-constrained
instructions on REALINSTRUCT

Benchmarking results for all models on REALIN-
STRUCT are presented in Table 5. We observe
that even with strong proprietary model, GPT-
4, over 21% of instructions have at least one
unsatisfied constraint. Additionally, the open-
source model Mistral v0.2 outperforms proprietary
GPT-3.5 but falls short of GPT-4’s performance. A
qualitative examination of responses with unsatis-

7779



REALINSTRUCT IFEval
Strategy Decomposer Critic Best

N
Instruction

Acc (%)
Constraint

Acc (%)
OQA (%)
Win / Lose

Time
(h)

Best
N

Instruction
Acc (%)

Constraint
Acc (%)

OQA (%)
Win / Lose

Time
(h)

GPT-4 - - - 78.8 91.9 - - - 79.3§ 85.4§ - -
Conv. - - - 75.2 87.8 - 2.5 - 60.1 66.3 - 2.9

Make sure - - - 76.8 88.6 - 2.5 - 60.1 67.2 - 3.6
Self-Refine - - 2 77.2 (↑ 0.4) 88.7 (↑ 0.1) 22.1 / 21.2 8.6 2 59.5 (↓ 0.6) 66.4 (↓ 0.8) 21.3 / 20.8 4.5

Self Self 6 75.2 (↓ 1.6) 88.9 (↑ 0.3) 36.7 / 22.4 11.2 4 60.1 (0.0) 67.5 (↑ 0.3) 17.1 / 30.6 5.3
Self Supervised 10 80.5 (↑ 3.7) 90.9 (↑ 2.3) 37.1 / 22.0 6.9 10 60.8 (↑ 0.7) 67.3 (↑ 0.1) 17.1 / 29.5 5.7

Oracle† Self 4 78.5 (↑ 1.7) 90.2 (↑ 1.6) 24.0 / 24.0 6.1 6 62.3 (↑ 2.2) 69.1 (↑ 1.9) 17.6 / 28.1 5.9
Oracle† Supervised 10 82.4 (↑ 5.6) 91.7 (↑ 3.1) 34.3 / 22.2 5.6 10 64.9 (↑ 4.8) 71.6 (↑ 4.4) 18.2 / 30.9 6.2
Oracle† GPT-4 - - - - - 4 68.2 (↑ 8.1) 74.1 (↑ 6.9) 13.8 / 34.6 6.7

DECRIM
(ours)

Oracle† Oracle‡ 10 93.7 (↑ 16.9) 95.2 (↑ 6.6) 33.3 / 22.2 8.5 8 80.4 (↑ 20.3) 83.5 (↑ 16.3) 20.4 / 30.6 8.9

Proprietary Model Baselines Fairly Comparable Realistic Ablation Unrealistic ablation (upper bound)

Table 4: Results of the best iteration on REALINSTRUCT and IFEval benchmarks for DECRIM pipeline. Except for
the first line, all results use Mistral v0.2. Absolute improvements from Make Sure baseline are shown in (), with the
best result in bold for each scenario. †Oracle decomposer refers to human-verified constraint annotations provided
with the datasets. ‡Oracle feedback is GPT-4-Turbo on REALINSTRUCT and a lenient rule-based evaluation on
IFEVal. §Results reported by Zhou et al. (2023a). Reported time considers only generation time for fair comparison.

Model Instruction-level
Accuracy

Constraint-level
Accuracy

GPT-4 78.8% 91.9%
GPT-3.5 73.8% 84.0%

Mistral 7B v0.2 75.2% 87.8%
Zephyr 7B β 70.5% 84.7%

Vicuna 7B v1.3 61.3% 77.8%

Table 5: LLMs results on REALINSTRUCT

fied constraints suggests that LLMs often struggle
with constraints involving numbers, negations,
or long instructions with large number of con-
straints, which is consistent with findings from
previous works (Sui et al., 2024; García-Ferrero
et al., 2023; Truong et al., 2023; Jiang et al., 2024).
We also discuss intra-model scoring bias problem
in the Limitations Section. Overall, the results high-
light the need for further enhancement of LLMs in
handling multi-constrained instructions.

5.3 Effectiveness of DECRIM Self-Correction

We present the results of our experiments with
Mistral v0.2 using the DECRIM Self-Correction
pipeline in Table 4. A slight improvement is ob-
served with the Make Sure prompt compared to
the conventional prompt on both datasets, demon-
strating that it serves as a strong baseline for first-
generation responses. Consequently, we adopt
Make Sure as the baseline for further comparisons.

We classify the DECRIM configurations into
three categories: (1) Fairly Comparable, where
the pipeline operates independently of external
models; (2) Realistic Ablations, which employ
fairly comparable Critic models but use ideal Or-
acle Decomposer, which remains a realistic mea-
sure under the guidelines from Kamoi et al. (2024),
since decomposition is relatively straightforward
and could be handled by a dedicated LLM; and (3)

Unrealistic Ablations, which rely on ideal Critic
and Decomposer models, useful for upper bound
estimation but with limited generalization.

LLMs Cannot Self-Refine. We observe only
marginal improvements on REALINSTRUCT and a
performance drop on IFEval using the Self-Refine
(Madaan et al., 2023) pipeline, highlighting the lim-
itations of traditional self-correction approaches
for the multi-constrained instruction following task.
Similarly, our DECRIM pipeline showed minimal
to no gains when the LLM itself was used as both
Decomposer and Critic. This shows that a self-
refinement limitation exists even when the model is
instructed to look specifically at constraints. These
poor results are attributed to low-quality Critic
feedback, which can lead to over-refining good
responses and neglecting to fix bad ones. This
aligns with findings by Huang et al. (2023a); Kamoi
et al. (2024), which showed that LLMs struggle
with self-correction without external guidance. Ad-
ditionally, this aligns with results from Sec. 5.1,
in which Vanilla Mistral failed to reliably detect
unsatisfied constraints.

DECRIM is effective, even with a Weak Critic.
The results show significant improvement with the
introduction of Supervised Mistral, a weak Critic
that outperforms the LLM’s self-critique but still
underperforms as a Critic, as per results in Sec-
tion 5.1. With a Self-Decomposer and Supervised
Critic, performance increased by +3.7 on REALIN-
STRUCT and +0.7 on IFEval. With an Oracle De-
composer specifying accuratly which constraints to
check, improvements were +5.6 and +4.8, respec-
tively, despite the harsher domain shift in IFEval,
where Mistral Supervised performed even weaker.

Introducing a stronger Critic model, GPT-4, em-
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ulating what would be the performance of a model
trained with high-quality data, resulted in an im-
provement of +8.1 on IFEval. However, it is worth
mentioning that GPT-4 as evaluator only achieved
a Macro F1 of 62.9% when judging Mistral’s Make
Sure responses on IFEval, being far from an ideal
Critic for this dataset. Using an Oracle Critic –
representing the strongest possible feedback – the
model showed improvements of +16.9 on REALIN-
STRUCT and +20.3 on IFEval, demonstrating that
open-source LLMs can correct its responses
when given high-quality feedback. This high-
lights the potential of the DECRIM pipeline for
multi-constrained instruction following, particu-
larly when strong feedback is available.

Comparing DECRIM with proprietary GPT-4,
even weak Critics enabled Mistral to surpass GPT-
4’s performance on REALINSTRUCT, though only
Oracle Critic outperformed GPT-4 on IFEval, likely
due to its harder nature. Overall, these results
demonstrate that LLMs can achieve significant
improvements in multi-constrained instruction
following when provided with minimally reliable
feedback. As expected, higher-quality feedback
leads to better performance, with a plateau be-
yond the performance of proprietary models.

DECRIM improves the quality of responses.
Table 4 also provides a comparison of overall
response quality before and after pipeline revi-
sions. In most cases, the quality remained the
same, but when changes occurred, on the REALIN-
STRUCT dataset, the revised responses were more
oftenly preferred. This indicates that DECRIM ei-
ther maintains or improves response quality in the
majority of cases. Additionally, we observed a
strong correlation between quality improvement
and successful revisions, though a high number of
revisions can negatively impact quality. This ex-
plains the higher quality improvement with better
feedback on REALINSTRUCT and higher quality
degradation observed on IFEval, which contains
more difficult and unachievable constraints.

Importance of Decomposer and Critic Models.
Our results also highlight the essential roles of the
Decomposer and Critic in the DECRIM pipeline.
While the Decomposer helps guide the Critic to the
right constraints, the Critic’s quality has the most
significant impact on performance. The weakest
configuration (Self-Decomposer and Self-Critic) re-
sults in minimal gains or slight degradation. How-
ever, even with a weak Self-Decomposer, improve-

ments occur with a better Critic, Supervised, which
boosts score in REALINSTRUCT from 75.2 to 80.5.
The Oracle Decomposer consistently enhances per-
formance across both benchmarks, but the Critic’s
quality drives the largest improvements. For ex-
ample, using the Oracle Decomposer with the Su-
pervised Critic yields a +4.8 instruction accuracy
increase in IFEval, and with stronger Critics like
GPT-4 or Oracle, the relative gains rise to +8.1
and +20.3, respectively. Same happens with Oracle
Critic for REALINSTRUCT. These demonstrates
that while a better Decomposer is beneficial, the
Critic’s ability to correctly judge responses is
the key factor for DECRIM’s success, with Ora-
cle Critic consistently delivering the highest perfor-
mance. In fact, the Critic’s success is closely tied
to the Decomposer’s accuracy in pointing the con-
straints to be verified. In Appendix B.2 we discuss
the role of Refine and its robustness to weak Critic.

6 Conclusion

In this work, we benchmarked LLMs’ ability to
follow real multi-constrained user requests with
REALINSTRUCT. We showed that even strong pro-
prietary models like GPT-4 fail to meet at least one
constraint in over 21% of instructions, demonstrat-
ing REALINSTRUCT’s challenging nature and the
need for improvement across both proprietary and
open-source models. To address this, we proposed
the DECRIM self-correction pipeline, which de-
composes instructions into granular requirements,
critiques responses, and refines outputs. Extensive
experiments showed that DECRIM significantly
improves open-source LLM performance, with
stronger feedback allowing them to surpass GPT-
4. Overall, our work highlights the underexplored
problem of following real-world user requests, as
well as advances System 2 techniques with DE-
CRIM. Future work could refine the DECRIM’s
components and integrate the pipeline to other Sys-
tem 2 approaches, such as self-consistency and
generate-and-rank, to enhance its effectiveness in
tasks where spending more time on generation-
refinement iterations would improve performance.

Limitations

Model-based vs. Rule-based Evaluation. Us-
ing model-based evaluation over rule-based intro-
duces two key challenges. First, it reflects the preci-
sion/accuracy trade-off, where rule-based methods

7781



offer higher precision but are less accurate due
to synthetic scenarios, while model-based ones,
though less precise, better align with real-world
tasks (see discussion on Section A.1.3). Second,
evaluating the REALINSTRUCT dataset relies on
the proprietary GPT-4-Turbo API, making it costly.
To address these, techniques like multi-prompting
(Mizrahi et al., 2024) and panel of juries (Verga
et al., 2024) can improve precision in model-based
evaluation, including with open-source models,
while future advancements in open-source LLMs
may provide cost-effective evaluation alternatives.

Data Contamination and Intra-Model Scoring
Bias. Developing benchmarks with publicly
available data that does not overlap with LLM
training data is challenging, as pre-training and
instruction-tuning datasets are often undisclosed.
For example, reliable information on Mistral’s
training data is unavailable. However, while Vicuna
v1.3 reported instruction tuning on a dataset over-
lapping with REALINSTRUCT, no significant intra-
model bias from data contamination was observed,
as seen in its poor performance in Table 5. This is
likely due to its instruction tuning procedure not
ensuring constraint satisfaction in target responses.
However, GPT-4’s relatively high constraint-level
accuracy could indicate scoring bias, as previous
studies suggest GPT-4 tends to favor its own out-
puts (Zheng et al., 2023; Panickssery et al., 2024;
Verga et al., 2024). Further investigation into data
contamination and intra-model scoring bias is left
as future work.

Computation Overhead. The DECRIM pipeline
introduces additional computational time compared
to single-pass generation. Table 4 provides the
running time for each configuration explored. To
mitigate this, we have designed the pipeline to
trigger the refinement step only when the Critic
model detects unsatisfied constraints, which oc-
cured in about 25% of instructions, minimizing un-
necessary computation when the model performs
well initially. This is an improvement upon other
System 2 approaches (see Section A.2.2), such as
generate-and-rank, which typically generate mul-
tiple outputs for further ranking. Additionally, we
observed that most revisions occur in the first iter-
ation, resulting in a sublinear time increase with
more iterations. Also, higher-quality feedback
further reduces the need for revisions, improving
DECRIM’s efficiency.

Optimization Considerations. Due to high com-
putational costs, we did not optimize hyperparam-
eters for training the weakly supervised LLM-as-
a-Judge or exhaustively tune the prompts for the
adaptation strategies. Additionally, we did not ex-
plore using a dedicated LLM as a Decomposer
in the DECRIM pipeline, as this is primarily an
implementation-focused task, being not critical for
demonstrating our core claims. These aspects are
left for future work.

Ethical Considerations

Crowdsourcing. For the EvalJudge Human An-
notation task, we recruited native English speakers
through Amazon Mechanical Turk3 (MTurk). Com-
pensation was based on the number of constraints
per instruction, with an estimated average payment
of 16.90 USD per hour, which exceeds the high-
est U.S. minimum wage in 2024 (16.30 USD per
hour in Washington State), aligning with ethical
guidelines discussed by Huang et al. (2023b).

Data from real users. Constructing a dataset
from real user requests presents some ethical chal-
lenges:

• Personally Identifiable Information (PII):
Some user interactions with AI assistants may
contain PII. During data validation, we ac-
tively sought to remove instances containing
PII from the dataset. See Appendix D.1.3 for
further details.

• Harmful Content: The underlying data
source is uncensored, and users may produce
or request toxic or harmful content. Apart
from flagrant cases, we did not actively re-
move such instances from the dataset.

Societal Impact. The DECRIM pipeline im-
proves LLMs’ ability to follow user-requested con-
straints, contributing to a broader societal impact
of advancing LLM capabilities. When it comes par-
ticularly to user requests, it is important to note that
some user constraints may conflict with system con-
straints set by developers, such as requests to gen-
erate harmful or toxic content. Although our study
does not look into conflicting constraints, there is a
potential risk that the pipeline could prioritize user
requests over developer-defined safeguards.

3Refer to: https://www.mturk.com/
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Appendix

A Related Work

This section situates our work within broader research directions, highlighting intersections with current
studies. Section A.1 focuses on benchmarking and evaluating LLMs’ generative abilities, while Section
A.2 discusses approaches for enhancing LLM responses.

A.1 Evaluating LLMs’ Generative Abilities

Traditional language model benchmarks, such as HellaSwag (Zellers et al., 2019), WinoGrande (Sakaguchi
et al., 2021), MMLU (Hendrycks et al., 2021), GSM-8K (Cobbe et al., 2021), and BIG-Bench (Srivastava
et al., 2023), primarily assess LLMs on tasks like commonsense reasoning and standardized exams. These
benchmarks evaluate models using multiple-choice questions (MCQs) to objectively measure internal
reasoning capabilities. However, recent advancements in language models have demonstrated emergent
capabilities in generating high-quality open-ended text generation (Wei et al., 2021; Chung et al., 2024;
Ouyang et al., 2022; Taylor et al., 2022; Bubeck et al., 2023).

This shift presents new challenges, as the number of possible responses are virtually infinite, requiring
more subjective evaluation rather than strict reference matching. While MCQ-based benchmarks fall
short in assessing these generative abilities, human annotation, though reliable, is limited by cost and
scalability. To address this, some research directions sacrifice the question quality to be able to use
rule-based evaluation methods, while others explore model-based approaches.

A.1.1 LLM-as-a-judge
Early model-based efforts like BERTScore (Zhang et al., 2020) sought to improve on traditional n-gram
metrics by recognizing high-quality responses that differ from the reference. For more open-ended
generation, where references are soft or nonexistent, recent work has introduced the concept of LLM-as-
a-Judge (Zheng et al., 2023; Liu et al., 2023), using strong proprietary LLMs like GPT-4 (Achiam et al.,
2023) to evaluate responses. These models have shown they can approximate the depth and consistency
of manual human evaluation, but also provide better consistency and stability.

Recent research has begun exploring open-source LLMs for LLM-as-a-Judge, aiming to reduce reliance
on proprietary models. Although open-source models have shown limited capability with in-context
learning, fine-tuning them for specific evaluations is a promising direction (Huang et al., 2024; Kim et al.,
2024a). Contemporaneous work Prometheus-2, an open LLM-as-a-Judge, has shown strong correlation
with human evaluation, even surpassing GPT-4 in some cases, though it still lags in out-of-domain cases
(Kim et al., 2024b). In our work, we assess both proprietary and open-source models for evaluating user
constraint satisfaction in LLM responses. Our results indicate that while proprietary models outperform,
open models can improve significantly when weakly supervised with proprietary model evaluations and
reasoning trails, making them viable as Critic models in a self-correction pipeline.

7790



Another recent approach by Verga et al. (2024) proposes replacing individual judges with juries of
cheaper LLMs, which has been shown to correlate better with human judgments, even outperforming
GPT-4 in some scenarios and reducing intra-model evaluation bias. This suggests that exploring LLM
panels for constraint satisfaction evaluation could be a fruitful direction for future work.

A.1.2 Fine-grained evaluation
Some studies have explored approaches inspired by the divide-and-conquer paradigm, breaking multi-
faceted tasks into fine-grained components (Lee and Kim, 2023). This can be successful given a complex
compositional characteristic of the Natural Language (Manino et al., 2022; Dankers et al., 2022; Zhong
et al., 2024). For evaluation, this strategy not only provides detailed insights into model performance
across different aspects but also makes evaluations more objective and less ambiguous, as models may
excel in some areas while underperforming in others. This approach seems promising for LLM-as-a-Judge,
given that LLMs prompting techniques such as Chain-of-Thought (Wei et al., 2022), Tree-of-Thought
(Yao et al., 2023), and Recursive Thinking (Qi et al., 2023), have demonstrated LLM performance im-
provements by breaking complex tasks into simpler sequential steps. We discuss these methods on Section
A.2.2.

Specific works on evaluation by Min et al. (2023); Li et al. (2023b); Jing et al. (2023); Hu et al. (2023);
Song et al. (2024); Huang et al. (2024); Zhang et al. (2024b) have shown the benefits of decomposing
tasks into atomic facts for tasks such as fact-checking against cross-modality references. Kim et al.
(2024a); Magister et al. (2023); Ke et al. (2024) have demonstrated that fine-grained evaluation from
diverse sources enhances fine-tuned open evaluators by making the task more objective. Additionally,
weak fine-grained evaluation during generation time has been shown to improve LLM self-correction
performance (Shridhar et al., 2023, 2024; Wang et al., 2024).

In our work, we implement a similar approach by decomposing the task of evaluating multi-constrained
instructions into individual constraint evaluations. This "instruction decomposition" simplifies and makes
more objective the instruction evaluation task for LLMs and provides more informative insights through
constraint-level accuracy metrics. We also argue that existing overall instruction satisfaction metrics fail
to detect unmet constraints due to the ambiguity caused by the lack of granularity, as also highlighted by
Sun et al. (2023). Our results demonstrate the effectiveness of fine-grained evaluation for this task and
show that incorporating it into a self-correction pipeline enhances performance, even with weak Critic
and Decomposer models.

A.1.3 Benchmarking Instruction-Following Abilities
The ability of LLMs to follow user instructions in open-ended text generation has only recently gained
attention. New benchmarks like AlpacaEval (Li et al., 2023a) and the test splits of Natural-Instructions
(Mishra et al., 2022) and Self-Instruct (Wang et al., 2023b) address the evaluation in this aspect by using
LLM-as-a-Judge to compare with reference responses or provide overall instruction satisfaction scores.
Recent studies have shown that models often follow instructions only partially, frequently failing to adhere
to specific constraints provided by users (Sun et al., 2023; Zhou et al., 2023a; Yao et al., 2024a; Jiang
et al., 2024; Qin et al., 2024; Wen et al., 2024; He et al., 2024; Zhang et al., 2024a).

To evaluate this, the few existing benchmarks focus on a set of specific constraint categories and/or
use synthetic constraints that can be easily verified through rule-based methods (Zhou et al., 2023a;
Yao et al., 2024a). The trade-off between rule-based and model-based evaluation falls into the famous
precision/accuracy dilemma about static instrument characteristics (sometimes referred as bias/variance
dilemma) in the Statistics of measurements (Morris, 2001; Taylor, 1997; British Standards, 2022). Rule-
based evaluation offers high-to-perfect precision (low variance), but it is usually required to be done
on unrealistic scenarios, being less accurate (high bias). The use of model-based evaluation loses some
precision compared to rule-based due to inherent variability introduced by LLMs (lower precision, higher
variance), but aligns more with the task objective of evaluating more realistic scenarios (higher accuracy,
lower bias).

To the best of our knowledge, our REALINSTRUCT benchmark is the first to evaluate LLMs using
real-user instructions, offering a more realistic and comprehensive assessment. This approach closely
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Method Feedback Source Refinement Strategy Tasks Investigated Supported Constraint Types
Self-correction with training for refining

Selfee (Ye et al., 2023) LLM + ICL LLM SFT Open-ended Instructions Not constraint focus
PEER (Schick et al., 2023) LLM SFT LLM SFT Constrained Generation Limited constraints

Self-Critique (Saunders et al., 2022),
VOLCANO (Lee et al., 2024)

LLM SFT
w/ Human Feedback

LLM SFT
w/ Human Feedback

Conditional Summarization,
Visual Question-Answering

Limited constraints

InstructScore
(Xu et al., 2023)

LLM SFT
w/ GPT-4 and

Human Feedback

LLM SFT
w/ GPT-4

CommonGen Limited constraints

Self-Correctors (Welleck et al., 2023) External tools
Smaller

LLM STF
CommonGen,
Detoxification

Limited constraints

RULES (Mu et al., 2023) External tools LLM SFT
System

Constraints
Limited constraints

Re3 (Yang et al., 2022)
Smaller LLM SFT
+ External Tools

LLM +
smaller model

Story Generation Limited constraints

Self-correction without training for refinement

Self-Refine (Madaan et al., 2023) LLM + ICL
Open-ended Instructions;

CommonGen
Not constraint focus;
Limited constraints

CRITIC (Gou et al., 2024),
Hallucination (Varshney et al., 2023)

External tools
Detoxification,
Hallucination

Limited constraints

DECRIM (ours)
LLM SFT
w/ GPT-4

LLM + ICL

Open-ended Instructions Any constraint

Table 6: Comparison of representative works on Self-Correction for Constrained Generation. Our DECRIM pipeline
is unique as do not require LLM fine-tuning for refinement, being also the only that can handle open-ended
instructions with any type of constraints.

mirrors real-world scenarios, unlike previous benchmarks that rely on synthetic constraints, as contrasted
on Table 2 and Section 2. Our benchmark’s success relies on a fine-grained evaluation protocol using
LLM-as-a-Judge.

A.2 LLM Self-Correction for open-ended text generation

Self-correction has emerged as an effective approach for enhancing LLM responses during generation by
refining them during generation time (Pan et al., 2024; Kamoi et al., 2024). However, Kamoi et al. (2024);
Huang et al. (2023a) demonstrated that the ability of LLM to self-correct alone is limited to tasks where
responses can be decomposed and rely on verifiable components. For harder tasks, LLM self-correction
may require additional modeling, new data, or even external tools.

In this sense, Self-correction approaches can be categorized based on the feedback source. Intrinsic Self-
Correction uses carefully crafted prompts or in-context examples to enable the model to identify issues
in its output. Self-Correction with External Feedback leverages external tools or more advanced LLMs
to provide feedback, while Self-Correction with Fine-Tuning uses external feedback (from humans,
stronger LLMs, external tools) to fine-tune the LLM for better feedback and/or response refinement.
Kamoi et al. (2024) emphasizes that each self-correction category should be validated using comparable
cases specific to its context.

In the case of multi-constrained instructions, the constraints are neither independent nor ordered,
making it difficult to guarantee that all responses are decomposable. For example, constraints such as
length and style do not have a specific part of the response to be followed, they should be followed in
the whole text. Moreover, some constraints are subjective and harder to evaluate, and the instruction
decomposition process may introduce noise, further complicating self-correction with the model itself.
In our work, we explore both Intrinsic Self-Correction and Self-Correction with Critic Fine-Tuning. As
ablation exploration, we also play with External Feedback (referred as Oracle Critic), as an estimation of
upper bound performance but recognizing its limited generalization.

A.2.1 Constrained Generation

Recent work has explored constrained generation via self-correction, we show some representative work
on Table 6. Some approaches are validated only on small, specific constraint sets, limiting their general
applicability (Schick et al., 2023; Saunders et al., 2022; Lee et al., 2024; Mu et al., 2023; Yang et al., 2022;
Gou et al., 2024; Varshney et al., 2023). For example, Mu et al. (2023) evaluates 13 System constraints,
that is constraints defined by the developer. Hallucination and Detoxification constraints can also be seen
as System Constraints.
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In another direction, Madaan et al. (2023) enhances model outputs by having the model self-review and
self-correct its answers. However, this approach is suboptimal as it lacks problem-specific modeling, that
is it does not recognize the constraints to be followed, and only prompts the model to evaluate and improve
its responses without clear guidance on what to focus on. Ye et al. (2023) goes in a similar direction
but relying on supervising LLM to be able to refine. Our results in Sections 5.1 and 5.3 demonstrate
improved performance by directing the model to specifically address constraints, even when it is refining
its responses using only its own feedback. To the best of our knowledge we are the first to handle
open-ended user instructions without restricting it to some constraint types. We highlight the prevalence
of constraints in real-world user instructions, making this an important area for further study. Also, unlike
most methods, our DECRIM pipeline does not require external tools or fine-tuning LLM for refinement.

It is worth noting that most current constrained generation with self-correction research evaluates on the
CommonGen benchmark (Lin et al., 2020), in which constraints are word lists for LLM to include in the
text. We argue that this benchmark is insufficient for measuring the ability to follow user requests because:
(1) models like GPT-4 already perform at human level4; (2) it only represents one type of constraint
among many possible; and (3) the constraints are synthetic and not reflective of typical human requests.
While valuable in the past for large-scale rule-based evaluation, it may not adequately measure modern
LLM capabilities.

A.2.2 System 2 Approaches

Kamoi et al. (2024) differentiate self-correction from other methods like self-consistency (Wang et al.,
2023a; Chen et al., 2024b; Yao et al., 2024b), which samples diverse reasoning paths during decoding
and selects the most consistent, and generate-then-rank methods like Tree of Thoughts (Yao et al., 2023),
which generates multiple responses and ranks them using a critic model. These two approaches do not
directly refine responses and assume that LLMs can generate at least one correct initial response with a
considerable probability, which is not always the case.

These two approaches, like Self-Correction, belong to a broader category known as System 2 ap-
proaches, which includes all techniques that generate intermediary outputs before producing final
response, aiming to improve LLM responses during generation or inference by emulating the idea of
planning. For instance, Khan et al. (2024) and Du et al. (2024) introduced LLM debating, where each
LLM initially provides a solution and then revises it based on combined responses, eventually leading
to a shared solution after several rounds. Another notable System 2 approach is Branch-Solve-Merge
(Saha et al., 2024), which tackles instructions in parts and then merges the results. This has been used for
constrained generation, but assumes constraints are independent and merging responses satisfying subsets
of constraints address all constraints, which makes it not applicable to real-world constraints.

A key issue with System 2 methods is the increased inference time that naturally comes with the
generation of intermediary outputs. Our DECRIM pipeline mitigates this by avoiding unnecessary
revisions when the LLM already performs well according to the Critic model, which is an improvement
over existing System 2 approaches.

But, this increased inference time is worthwhile. Chen et al. (2024a) shows that more LLM calls can
enhance performance in tasks where LLMs are capable, though it may degrade performance on task that
are yet challenging for them. This suggests that System 2 approaches can push LLM limits and help us
understand more what they are capable of. Additionally, these techniques can generate data to improve
and generalize existing models. For example, Deng et al. (2024); Yu et al. (2024) demonstrated that
System 2 approaches can be used in a self-supervised learning distillation setting to enhance the original
LLMs ("System 1"), resulting in reduced inference costs and improved performance. This is an interesting
direction for future work, as an extension of our DECRIM pipeline.

B Extra Analysis and Discussions of DECRIM

In this section we present extra analysis and discussions about DECRIM pipeline.

4See CommonGen leaderboard at: https://github.com/allenai/CommonGen-Eval

7793

https://github.com/allenai/CommonGen-Eval


B.1 DECRIM Experiments with other Open LLMs

REALINSTRUCT IFEval
Strategy Decomposer Critic Best

N
Instruction

Acc (%)
Constraint

Acc (%)
Best

N
Instruction

Acc (%)
Constraint

Acc (%)
GPT-4 - - - 78.8 91.9 - 79.3§ 85.4§

Mistral v0.2
Make sure - - - 76.8 88.6 - 60.1 67.2
DECRIM

(ours)
Oracle† Supervised 10 82.4 (↑5.6) 91.7 (↑3.1) 10 64.9 (↑4.8) 71.6 (↑4.4)
Oracle† Oracle‡ 10 93.7 (↑16.9) 95.2 (↑6.6) 8 80.4 (↑20.3) 83.5 (↑16.3)

Vicuna v1.3
Make sure - - - 57.6 77.4 - 36.0 46.1
DECRIM

(ours)
Oracle† Supervised 10 57.0 (↓0.6) 76.6 (↓0.8) 10 38.3 (↑2.3) 47.8 (↑1.7)
Oracle† Oracle‡ 10 91.7 (↑34.1) 92.3 (↑14.9) 10 47.0 (↑11.0) 54.4 (↑8.3)

Zephyr β
Make sure - - - 69.5 84.7 - 53.6 62.0
DECRIM

(ours)
Oracle† Supervised 10 71.5 (↑2.0) 84.8 (↑0.1) 10 55.1 (↑1.5) 63.5 (↑1.5)
Oracle† Oracle‡ 10 91.1 (↑21.6) 92.5 (↑7.8) 10 74.5 (↑19.9) 78.7 (↑16.7)

Table 7: Results of the best iteration on REALINSTRUCT and IFEval benchmarks for DECRIM pipeline for the 3
open LLMs (Mistral v0.2, Vicuna v1.3, Zephyr β). Absolute improvements from Make Sure baselines are shown in
(). †Oracle decomposer refers to human-verified constraint annotations provided with the datasets. ‡Oracle feedback
is GPT-4-Turbo on REALINSTRUCT and lenient rule-based evaluation on IFEVal. §Results reported by Zhou et al.
(2023a).

We repeated the same experiments from Section 4.3 with Vicuna v1.3 and Zephyr β, using the
Oracle Decomposer and our Weakly Supervised Mistral as the Critic. Results are presented on Table 7.
Initial performance for both models on the REALINSTRUCT and IFEval benchmarks was low, but the
DECRIM pipeline led to significant improvements across all scenarios except one. With the best possible
feedback, all models beat proprietary GPT-4 on REALINSTRUCT. Notably, event weak-performing LLM
Vicuna v1.3 achieved a 34.1% improvement on REALINSTRUCT (a 59% relative increase).

The exception was the Vicuna v1.3 Oracle-Supervised setting for REALINSTRUCT, where we observed
some degradation. As discussed in Section 5.3, weak feedback can cause over-refinement of good
responses while failing to fix bad ones, negatively affecting overall gains.

B.2 Comparing DECRIM with Generate-and-Rank

Generate-and-Rank approach We compare the performance of our DECRIM self-correction pipeline
with Generate-and-Rank, an intuitive System 2 approach. In this pipeline, rather than refining the
response as in DECRIM, it samples multiple candidate generations (one at each iteration) with different
parameters and selects the best one based on feedback from the Critic model. The pipeline iterates over a
predefined parameter search path, generating responses until all constraints are satisfied or the iteration
limit (Nmax) is reached. To streamline the process, we use the DECRIM pipeline with the difference
that instead of refine the response, LLM generate a new response. For that, we convert Critic feedback to
binary instruction-level feedback indicating whether the current response satisfies all constraints or if a
new response should be generated.

Setup Generate-and-Rank relies on varying generation parameters to produce new responses. We
focus on three key parameters: generation prompt, sampling or greedy decoding, and temperature (when
sampling). For the generation prompt, we propose a Decompose-then-Generate (DtG) prompt (detailed
in Figure 3), inspired by System 2 Attention (Weston and Sukhbaatar, 2023) and Rephrase and Respond
(Deng et al., 2023). This prompt decomposes multi-constrained instructions into an enumerated list of
constraints and then generating a response. We set Nmax = 10 and vary the parameters in order of
creativity trade-offs, using the following sequence of tuples (Prompt, Sampling or not, temperature):
[(Make Sure, Sampling, 0.2), (DtG, Sampling, 0.2), (Make Sure, Greedy, 1.0), (DtG, Greedy, 1.0), (Make
Sure, Sampling, 1.0), (DtG, Sampling, 1.0), (Make Sure, Sampling, 0.5), (DtG, Sampling, 0.5), (Make
Sure, Sampling, 0.7), (DtG, Sampling, 0.7)].
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Instruction:
What are other names for a customer
support specialist that are shorter and
more interesting. I work at a tech saas
startup. Do not suggest support ninja, it’s
too infantile.
First list the required constraints then
answer the instruction.

Model Input

The constraints are: 
1. Do not suggest the title "Support
Ninja". 
2. Titles must be simpler and more
compelling than "Customer Support
Specialist".

Output: 
1. Success Agent (...)

Response

Instruction:
What are other names for a customer
support specialist that are shorter and
more interesting. I work at a tech saas
startup. Do not suggest support ninja, it’s
too infantile.

Raw Instruction

Provide different, shorter, and interesting
job titles for a customer support specialist.
The job titles are intended for a role at a
tech SaaS startup. 
1. Do not suggest the title "Support Ninja". 
2. Titles must be simpler and more
compelling than "Customer Support
Specialist".

Decomposition

Figure 3: Two-step Decompose-then-Generate (DtG) prompt: Inspired by the two-step Rephrase and Respond
(RaR) (Deng et al., 2023), DtG first instructs the LLM to decompose multi-constrained instructions into an
enumerated list of constraints. Then, DtG uses this decomposition as if it were the model’s own "reasoning and
planning" (leveraging the model’s user and assistant tokens) to generate the final response. Like RaR, this process
can be done in one or two steps, with the two-step method being more effective.

REALINSTRUCT IFEval
Strategy Decomposer Critic Best

N
Instruction

Acc (%)
Constraint

Acc (%)
Best

N
Instruction

Acc (%)
Constraint

Acc (%)
GPT-4 - - - 78.8 91.9 - 79.3§ 85.4§

Make sure - - - 76.8 88.6 - 60.1 67.2

Self Self 6 75.2 (↓1.6) 88.9 (↑0.3) 4 60.1 (0.0) 67.5 (↑0.3)
Oracle† Self 4 78.5 (↑1.7) 90.2 (↑1.6) 6 62.3 (↑2.2) 69.1 (↑1.9)

DECRIM
(ours)

Oracle† Oracle‡ 10 93.7 (↑16.9) 95.2 (↑6.6) 8 80.4 (↑20.3) 83.5 (↑16.3)

Self Self 7 76.2 (↓0.6) 88.3 (↓0.3) 2 59.9 (↓0.2) 66.9 (↓0.3)
Oracle† Self 2 76.5 (↓0.3) 88.8 (↑0.2) 2 59.5 (↓0.6) 66.4 (↓0.8)

Generate-
and-Rank

Oracle† Oracle‡ 10 92.8 (↑16.0) 96.5 (↑7.9) 10 81.7 (↑21.6) 86.5 (↑19.3)

Table 8: Results of the best iteration on REALINSTRUCT and IFEval benchmarks for DECRIM and Generate-and-
Rank pipelines using Mistral v0.2 as the LLM. Absolute improvements from Make Sure baseline are shown in ().

Results Table 8 compares the results between the Generate-and-Rank and DECRIM pipelines in
different Decomposer and Critic configurations. Our findings show that while DECRIM demonstrates
consistent improvements across almost all scenarios, Generate-and-Rank always performs poorly when
weak feedback is used. However, with strong feedback, Generate-and-Rank outperforms DECRIM,
surpassing GPT-4 by a larger margin. This highlights Generate-and-Rank’s reliance on high-quality
feedback, whereas DECRIM is more resilient to weak Critic models, delivering improvements across
most of the scenarios.

Interestingly, Generate-and-Rank achieves high instruction-level performance in both benchmarks
with strongest feedback, suggesting that LLMs have the ability to follow the constraints in some of n
generations. This raise the hypothesis that LLMs not following user requests is a matter of alignment,
which supports the idea discussed in Section A.2.2, that aligning LLMs with outputs from different System
2 approaches, such as DECRIM, Generate-and-Rank, or a combination of both, can significantly improve
the performance of System 1 models to follow multi-constrained instruction. This constitute a relevant
direction of future work.

C Definition of Task, Context, and Constraints in REALINSTRUCT

To support the choice of prompts and annotation guidelines in our work, we define the concepts of Task,
Context, and Constraints within the domain of instruction-following for Large Language Models as
follows:

7795



• Task: The primary objective that the language model is expected to achieve. The task defines the
central goal that guides the generation of the desired output, outlining the specific action the model
should perform.
Example: "Summarize the key findings of the given research paper."

• Context: The additional information or details that provide a foundation for the language model
to better understand the task. The context helps the model by offering relevant facts, scenarios, or
circumstances, thereby enhancing the quality and relevance of the output. The context may also refer
to specific input data to be considered.
Example: If the task is to summarize a paper, the context would be the paper itself.

• Constraints: The specific conditions, limitations, or requirements imposed on the language model
to shape the nature of the generated output. Constraints help control factors such as length, format,
content, and style, ensuring the output meets defined criteria. In our decomposition process, con-
straints are expected to be written in an actionable and self-contained manner to make a model-based
fine-grained evaluation possible.
Example:

– Length: "Generate a summary with a maximum of 150 words."
– Content: "Focus on the main contributions and findings of the research paper."
– Style: "Use a formal and concise writing style."

We distinguish Task and Context because empirically we found that by separating them it simplifies the
instruction decomposition task and improves the accuracy of the GPT-4 model for this task. However,
they are intended to be used together. In the REALINSTRUCT dataset and related experiments, Task and
Context are presented as a combined “Task+Context” input.

D REALINSTRUCT data construction details

D.1 Data Filtering
The first part of the dataset creation was the data filtering process. This included the following steps:

1. Remove Assistant Responses: We removed GPT answers from the dataset to focus solely on human
interactions.

2. Remove Non-English Conversations: Using the langdetect package5, we classify the main
language of conversations and discarded non-English threads.

3. Filter Out Code-Related Requests: Relying on the open-source LLM Mistral 7B Instruct v0.16 as
a two-shot classifier, we identify conversations involving code-related requests, utilizing Prompt 1.

4. Retain Only the First Request:To avoid the complexities of multi-turn scenarios and reduce
computational demands, we retained only the initial user instruction, ensuring it was self-contained.

5. Retrive Instructions with Constraints: Again employing Mistral 7B Instruct v0.1, this time in a
5-shot classification approach, we identified instructions containing constraints, using Prompt 2.

6. Human Validation: The authors of this work manually validated the filtered instructions to eliminate
unsafe content and ensure relevance and clarity, following the guidelines outlined in D.1.3.

Steps 1 through 5 were applied to the entire dataset. Human validation (step 6) was conducted only on
a subset due to resource limitations. Notably, 44% of English, non-code requests were found to contain
constraints during the automated filtering in step 5. In the subset subjected to human validation, 30%
contained constraints according to the auditors. These figures underscore the relevance of addressing
instructions with multiple constraints in real user interactions.

5Available at: https://pypi.org/project/langdetect/
6Available at: https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1
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D.1.1 Prompt for two-shot classification of code-related conversations
You are an assistant whose job is to help me perform tasks. I need to filter from a set of dialogues between
users and AI assistants, the ones in which human requested something related to code. I will give you all the
human part of the dialog and I expect you to answer “Yes" when the dialog contains instructions asking the assistant
something about code, or “No" if the dialog does not contemplate any code-related request. You are provided two examples.

Example 1:
Human: I have 100 dollars and would like to use this as the initial funding to make some money. I need it to be as quick as
possible with good returns.
Human: Have you heard about the flappy bird game?
Human: Do you have some ideas for simple and yet highly addictive gameplay?.

Answer: No

Example 2:
Human: write C++ code to control a brushless motor with a Copley Controls motor driver on an ethercat protocol and a
beckhoff embedded PC
Human: Add code to also read an analog pressure sensor into the motor driver
Human: Great. Can you now integrate time logging into the code so we can see how fast the loop speed is.

Answer: Yes

Dialog:
${dialog}

Now please answer, “Yes" if this dialog has or “No" if it does not have code-related request.
Answer:

Prompt Box 1: Prompt for two-shot classification of code-related conversations. The model is expected to
output “Yes" when there are code-related requests in the dialog and “No" otherwise.

D.1.2 Prompt for few-shot classification of instruction with constraints
You are an assistant whose job is to help me perform tasks. I need to filter from a set of requests made by users to AI
assistants, the ones in which human requested the AI assistant to do a task with constraints to be follow. Constraints refer
to more detailed rules, conditions or specific guidelines provided to guide the responses and shape the output generated by
the AI assistant. Examples of sentences that indicate constraints are: “write in the format of", “write as if you were",
“make sure to follow this", “make sure to answer these questions", “make sure to no include", “avoid mentioning". I will
give you the human request and I expect you to answer “Yes" when the request contains instruction with constraints, or
“No" if the request does not contemplate any constraint. I also want you to say “No" if the request require to generate code
or an answer about code provided. Also, I want you to say “No" if the task is not self-contained, which means the AI
Assistant need to ask follow up questions before start to answer, or it needs more context. You are provided five examples.

Example 1: list and compare top website to https://fastfunnels.com/ in table format.

Answer: Yes

Example 2: You are an fantasy writer. Your task is now to help me write a D&D adventure for 5 players in
the Eberron univers. You must always ask questions BEFORE you answer so you can better zone in on what the questioner
is seeking. Is that understood ?

Answer: No.

Example 3: I have 100 dollars and would like to use this as the initial funding to make some money. I need
it to be as quick as possible with good returns.

Answer: No.

Example 4: I have a vacation rental website and I am looking for alliterative and descriptive headlines that
are at least 4 words in length and a maximum of 6 words. Examples: “Get Away to Galveston", “Sleep Soundly in Seattle".
Each headline should have alliteration of at least 50% of the words and be poetic in language. Make each headline unique
from the others by not repeating words. Each headline should include a verb. Put into an table with the city in column one
and the results in column two for the following cities: Galveston, Sedona, Honolulu, Tybee Island, Buenos Aires.

Answer: Yes.
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Example 5: pitch me a viral social app that is inspired by the hunger games. give it a fun twist!

Answer: Yes.

Request: ${request}

Now please answer, “Yes" or “No"."

Answer:

Prompt Box 2: Prompt for few-shot classification of instructions with constraints. The model outputs “Yes"
when there are constraints in the instruction and “No" otherwise.

D.1.3 Data Collection Validation Guidelines
After using a model to retrieve relevant examples from the data pool, we passed a subset of this data
to human review step. The authors of this paper carried out this task. Each auditor was assigned a set
of instructions and classified them as “Relevant" or “Not Relevant" to our study. Following this initial
review, instructions labeled as “Relevant" underwent a further review by a different auditor. Wee kept
those labeled by two auditors as “Relevant". We used the annotation guideline 1 for this review process.

This task consists in reviewing the instructions that the language model marked as containing constraints. Please mark as
“Relevant" the instructions that indeed contain constraints. Please mark as “Not relevant" any instruction that:

1. Is not written in English; or

2. Contains questions about code or request to generate code; or

3. Does not contain any constraint; or

4. Is not self-contained (some instructions are part of a conversation and you need the chat history to understand the
request, or some instructions refer to a web url); or

5. Contains any PII (Personal Identifiable Information); or

6. Contains any type of harmful/biased request (racism, homophobia, xenophobia, hate speech, etc.)

Annotation Guideline 1: Data Collection validation guideline

D.2 Instruction decomposition
After data filtering, we decompose the instructions into task+context and constraints. To achieve this,
we use GPT-4 (gpt-4-0314) to decompose the instructions into three distinct parts: task, context, and
constraints. In our experiments, we discovered that this tripartite division results in a more robust
decomposition compared to simply splitting into task+context and constraints. We employ Prompt 3 and a
parser to segment the LLM’s output into these three components. For all further processing, the context
and task are concatenated, as discussed in Section 2.2. A specific subset of the data, designated as the test
set, underwent a rigorous review where the authors manually revised GPT-4’s outputs to eliminate any
inaccuracies and ensure that user constraints were precisely and thoroughly represented. The guideline
outlined in annotation guideline 2 was used for this purpose. Of the 302 instructions manually reviewed,
42.4% required human correction or rewriting.

D.2.1 Prompt for Instruction decomposition with GPT-4
You are an assistant whose job is to help me perform tasks. I will give you an instruction that implicitly contains a task
description, its context, and constraints to be followed. Your task is to translate this instruction in a more structured way,
where task, context and constraints are separated. Avoid writing anything else. Context is an input text needed to generate
the answer or a more detailed description of the situation. Make sure to separate the context when it is needed, otherwise
leave it empty. You are provided five examples. Please follow the same format.

Example 1:
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Original Instruction: Write me a rap about AI taking over the world, that uses slangs and young language. It need to
sound like a real human wrote it. It would be cool if there’s a chorus very catchy that would be singed by a famous pop
artist. Make sure to include references about things that young people likes, such as memes, games, gossips. I want that in
the end, you revel that this was written by an AI.
Translated Task: Write a rap about AI taking over the world.
Translated Context:
Translated Constraints:
1. Use slang and youth language.
2. Make it sound like it was written by a real human.
3. The song may have a very catchy chorus, which would be sung by a famous pop artist.
4. Include references to things young people like, such as memes, games, gossip.
5. Reveal at the end that this rap was written by an AI.

Example 2:
Original Instruction: write me a 5-page essay that is about travel to taiwan. detail description is below Topic : The
Benefits of Traveling Sub Topic : Exposure to New Cultures Content 1 : Trying New Foods - I tryed to eat Fried stinky
tofu. smell was wierd but tasty was not bad. Content 2. : Exploring Historical Things - I saw Meat-shaped-stone in taipei
museum. the stone was really like stone! it was surprising! Length : around 2000 words Assume that audience is collage
student major in history. you can add historical events or news about what i experienced
Translated Task: Write an essay about traveling to Taiwan. The topic is “The Benefits of Traveling" and the subtopic is
“Exposure to New Cultures".
Translated Context:
Translated Constraints:
1. Describe your experience of trying new foods, including your experience eating Fried stinky tofu (mention the peculiar
smell but the tasty flavor).
2. Share your exploration of historical sites, with a specific mention of the Meat-shaped stone in the Taipei museum and
your surprise at its appearance.
3. The essay should be approximately 2000 words in length, having around 5 pages.
4. Assume the audience is college students majoring in history, so you can incorporate historical events or news related to
your travel experiences.

Example 3:
Original Instruction: can you please write me a 150-word paragraph about epidermolysos bullosa which includes a
basic description of clinical features and a summary of the most prevalent genetic causes. please make sure to include
information on the inheritance pattern. please also write the paragraph in simple english that couldbe understand without a
genetic or medical bacakground
Translated Task: Write a paragraph about Epidermolysis Bullosa.
Translated Context:
Translated Constraints:
1. Provide a description of clinical features.
2. Summarize the most common genetic causes.
3. Explain the inheritance pattern.
4. Ensure the paragraph is written in simple language for easy comprehension, even for those without a genetic or medical
background.
5. The paragraph should be around 150 words in length.

Example 4:
Original Instruction: write me a blog post that answers the following questions:What is the lifespan of a toaster? What
toasters are made in the USA? What are the top 10 toasters? What is the difference between a cheap and expensive toaster?
How much should you pay for a toaster? How often should toasters be replaced? Which toaster uses the least electricity?
How many watts should a good toaster have? What is the warranty on Mueller appliances? Is Mueller made in China?
Where are Mueller appliances manufactured?
Translated Task: Write a blog post about toasters.
Translated Context:
Translated Constraints:
1. Mention what is the lifespan of a toaster, and how often should toasters be replaced.
2. Mention what toasters are made in the USA.
3. Comment which are the top 10 toasters.
4. Explain the difference between a cheap and a expensive toaster.
5. Discuss prices, and how much should you pay for a toaster.
6. Compare toaster regarding electricity use, mentioning how many watts should a good toaster have.
7. State what is the warranty on Mueller appliances.
8. Answer where are Mueller appliances manufactured, and if Mueller is made in China.

Example 5:
Original Instruction: Hi Michael,
Hope you’re well?
Regarding my previous email to support HC with good price offers,
What are your current needs? Hoping for your earliest reply.
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Thanks in advance,

As a sales manager, the client hasn’t replied this email after 2 days. Write a follow up email to the client.
Your writing should include high complexity and burstiness. It must also be as brief as possible
Translated Task: A client hasn’t replied the email below after 2 days. As a sales manager, write him a follow-up email.
Translated Context: “Hi Michael,
Hope you’re well?
Regarding my previous email to support HC with good price offers,
What are your current needs? Hoping for your earliest reply.
Thanks in advance,"
Translated Constraints:
1. Include high complexity and burstiness in your writing.
2. Keep the email as brief as possible.

Original Instruction: ${instruction}
Translated Task:

Prompt Box 3: Prompt for Instruction decomposition with GPT-4

D.2.2 Decomposition validation guidelines
This annotation task assumed the auditors to have expert knowledge of LLMs. We used a small subset of
the data (15 elements) as a calibration batch, where all auditors annotated the same items. Following this,
we discussed any disagreements and selected the best responses as reference standards. The annotation
guidelines 2 were applied throughout this process.

1) Task Overview:
In this task, your role is to assess the model-based decomposition of human-written instructions. These instructions include
constraints and should be divided into two parts 1. task/background/context, and 2. constraints. Below we present an
explanation for each of these parts:

• Task: The primary objective or purpose that you want the language model to accomplish. The task is the central
goal that guides the generation of the desired output. It outlines the overall function or action you expect the model
to perform.
Example of task: Summarize the key findings of the given research paper.

• Context/Background: Additional context, information, or details that provide a foundation for the language model
to better understand the task. Background information helps set the stage for the task by offering relevant facts,
scenarios, or circumstances that the model can use to enhance the quality and relevance of the generated output. It
also refers to an input to be taken into consideration.
Example: If the task is summarizing a paper, the background/context could be the paper itself.

• Constraints: The specific conditions, limitations, or requirements that you impose on the language model to
shape the nature of the generated output. Constraints help to control aspects such as length, format, content, style,
and other factors to ensure that the generated text meets certain criteria. Constraints should be written in an
actionable manner, so that it can be used for LLM-based evaluation in our benchmark. Also, constraints need to
be self-contained.
Example of constraints:

– Length: Generate a summary with a maximum of 150 words.
– Content: Focus on the main contributions and findings of the research paper.
– Style: Use a formal and concise writing style.

Note: In the dataset Task and Context/Background will be presented together.

2) Step-by-step task:
1. Read the original instruction and the proposed decomposition.

2. Judge if the model followed the guidelines, especially regarding constraints. Consider the aspects discussed in the
General Instructions.

3. If relevant mistakes are found, rewrite the decomposition, ensuring both two columns “task/context” and “constraints”
are included in your revision.

• If possible, try to follow the order of constraints presented in the original instruction.
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3) General Instructions
• Confirm constraints are presented in an enumerated list format.

– Refer to example: Example model failed at present constraints as enumerated list (also constraint should be
broken down)

• Adhere to the minimal intervention principle; edit the GPT-4 response only if you feel not doing so would impact
the ability to judge other models answers on the defined criteria/constraints.

• This benchmark focuses on constraint-following; anything not listed as constraints won’t be considered as part of
the LLM evaluation. Also, everything kept as constraint will be used as judging criteria for the LLM response.
Please refer to Non-exhaustive list of constraint types to be considered for a better view of what constraints could be.

• Verify if the model missed relevant constraints.

– Refer to example: Example model missed relevant constraints

• Verify if the model made up nonexistent information (hallucination).

– Example: Example model made up inexistent constraints

• Check if any constraint should be broken down.

– This should be the case when you have orthogonal and unrelated constraints. This is important because
the existence of unrelated constraints together may require logical reasoning from the LLM to evaluate if the
constraint was followed or not. Please think how humans would write the constraint and use common sense to
decide weather this should be broken down or not.

– Refer to example: Example of constraint that should be broken down

• Ensure constraints are not redundant.

• Check if constraints are all self-contained.

– You should be able to understand what the constraint refer to without needing to read the others, so LLM
evaluation can be made one constraint at the time.

• Ensure constraints are written in an actionable manner, allowing for objective LLM evaluation.

– Example: Example GPT-4 did not wrote constraint in an actionable manner

• It’s okay to repeat information in the constraints and task/background.

4) Non-exhaustive list of possible constraint types to be considered
• Length Constraints: Specify a maximum and/or minimum length for the generated output.

• Format Constraints: Request the output to follow a specific format, such as a paragraph, bullet points, code snippet,
JSON, table or any other structured format.

• Content Constraints: Instruct the model to include certain information, keyword or topics in the generated text.

• Content Restriction Constraints: Instruct the model to not include certain information, keyword or topics in the
generated text.

• Style Constraints: Guide the model to adopt a particular writing style, tone, or level of formality.

• Type of text (essay, social media post, etc.)

• Language Constraints: Specify the language in which the response should be generated, or request the model to use
specific terminology.

• Task-specific Instructions: Clearly define the task or purpose of the generated text, providing specific details about
what is expected in the output.

• Examples: Include examples of what the model could generate, helping to obtain desirable outputs.

• Negative Examples: Include examples of what the model should not generate, helping to avoid undesirable outputs.
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• Evaluation Metrics: Specify metrics for evaluating the quality of the output, encouraging the model to generate
responses that meet specific criteria.

• Situation/Roleplay/perspective

• Target Audience

5) Examples

General Example 1
Original Instruction:

Write me a rap about AI taking over the world, that uses slangs and young language. It need to sound like a
real human wrote it. It would be cool if there’s a chorus very catchy that would be singed by a famous pop
artist. Make sure to include references about things that young people likes, such as memes, games, gossips. I
want that in the end, you revel that this was written by an AI.

Translated Task/Context: Write a rap about AI taking over the world.
Translated Constraints:
1. Use slang and youth language.
2. Make it sound like it was written by a real human.
3. The song may have a very catchy chorus, which would be sung by a famous pop artist.
4. Include references to things young people like, such as memes, games, gossip.
5. Reveal at the end that this rap was written by an AI.

Annotation Guideline 2: Decomposition validation guidelines

E REALINSTRUCT Constraints Categorization

To better understand the constraints in the REALINSTRUCT dataset, we manually categorized all constraints
into homogeneous groups. This process resulted in 21 distinct categories, plus an additional “Others"
category. Our categorization was mainly influenced by the categories used in the existing benchmarks
presented in Table 2. However, the categorization could be further refined in a future work, especially
considering that 28.8% of the constraints were categorized as "Others." Table 9 details this classification
and provides associated descriptions, statistics, and examples.
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Constraint
Category Description Number of

constraints Examples

Others Multiple tail categories combined
as single Other category

304
(28.8%)

1. The written content should pass AI detection tools test.
2. Divide the story into parts to maintain suspense.

Include Something Include some specific thing
in the response

278
(26.4%)

1. Make sure to include points about water safety.
2. The essay must present both sides of argument.

Constraints at item level

Constraint where some specific action
needs to be performed for each item
in the response. Item could be each

element (e.g. question), each paragraph,
each list item etc.

68
(6.4%)

1. For each restaurant, provide 3 recommended dishes.
2. For each service explained in short, include an illustration
and a "Pay" button.

Tone / Writing style Tone / Writing style
62

(5.9%)
1. Must be written in the form of a rhyming poem.
2. Communicate as Taylor Swift would.

Negation Constraint on not doing something
56

(5.3%)
1. Questions about razor pages should not be included.
2. No hashtags should be used.

Include Details Include Details
47

(4.5%)
1. Make the explanations detailed but easy to understand.
2. Add more detail, elaboration, and information to the content.

Formatting Formatting like json structure, or
table structure

39
(3.7%)

1. The response should be provided in JSON format.
2. Provide the explanation in bullet-point format.

Numeric Constraint around number of items in
the response (e.g. 10 slides, 20 ideas etc)

34
(3.2%)

1. Must contain 10 slides.
2. The plan should consist of eight episodes.

Number of Words in response Number of Words in response
28

(2.7%)
1. The post should be between 100-150 words.
2. The article should contain around 500 words.

Target Audience Target Audience
25

(2.4%)

1. Use simple language appropriate for a 5-year-old.
2. The course should be suitable for all types of English-speaking
learners.

RolePlay Act as if you are
25

(2.4%)

1. The advice should be provided from the perspective of a pregnancy
health &amp;amp; nutrition expert, a mother of 3 children, with a
column in a major media.

Language of the response 18
(1.7%)

1. Write in Fluent English language.
2. The post should be written in Canadian English.

Focus / Emphasis Focus / Emphasis
14

(1.3%)
1. The explanation should be focused on the education and talent market.
2. Focus on the changes in the new versions of the software.

Starts With Starts With
13

(1.2%)

1. The introduction should start with a startling fact or A pertinent
anecdote.
2. Start the conversation by introducing yourself.

Provide Reference Provide Reference
13

(1.2%)

1. Cite the results using [[number](URL)] notation after the reference.
2. Ensure that all sources listed are credible, authored by real
individuals, and come with legitimate URLs.

Provide Examples Provide Examples
11

(1.0%)
1. Provide a real life example.
2. The blog must provide practical examples.

Overall length Overall length
8

(0.8%)
1. Keep the email as brief as possible.
2. Ensure the thesis is succinct and concise.

Conclusion Conclusion
4

(0.4%)

1. At the end of the season, they should secure a big time music manager.
2. Conclude with a concluding paragraph, and 5 unique FAQs after the
conclusion.

POS Part-of-Speech rules
4

(0.4%)
1. Use only nouns and adjectives in the description.
2. Use only nouns and adjectives.

Forbidden Words Forbidden Words
2

(0.2%)

1. Exclude phrases such as "dear diary".
2. Do not use generic words like introduction, conclusion or
abbreviations like TL;DR.

Phrase Frequency Phrase Frequency
2

(0.2%)

1. The main keyword "Soap Box Printing" should be included 3 times
and be in bold text throughout the article.
2. The "sun cream Answer in English" keyword should not be changed,
and it should be used 2-3 times in the article, including in headings.

Total 1055

Table 9: Distribution of Manually Categorized Constraints in REALINSTRUCT dataset

F REALINSTRUCT Data Samples

Tables 10 and 11 showcase 14 examples from our REALINSTRUCT dataset. The dataset includes a column
ID, based on the conversation ID from the original dataset, to simplify linking. Additionally, each row
features the original Instruction as written by the user, along with its decomposition into Task (which
includes also the context) and Constraints.
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ID Instruction Task Constraints

BPendpg

Generate 10 technical questions for an interview for a
senior cloud computing engineer position. questions need
to focus on critical thinking, problem-solving, and vast
knowledge of the domain.

Generate technical
interview questions for
a senior cloud
computing engineer
position.

1. There should be 10 questions.
2. Questions need to focus on critical thinking.
3. Questions need to focus on problem solving skills
4. Questions need to focus on vast knowledge of cloud
computing domain.

D7DDavV

what are great things to do over 7 days on the big island in
Hawaii for a couple, such as hiking, surfing, and must try
restaurants? Provide specific places to go, how long and
difficult hikes are, price range for restaurants, and other
activities.
Share Prompt

Provide
recommendations on
activities to do over a 7
days trip on the big
Island in Hawaii for a
couple.

1. Provide specific places to go.
2. Provide information regarding the length and difficulty of
hikes.
3. Include must-try restaurants and their price range.
4. Also, recommend other activities suitable for a couple.

QeCchaY

You are Artu, the world's most prominent SciFi writer. You
are tasked with writing a sci-fi novel that you accepted
willingly and are very passionate about. You want the
readers to feel the impact of the story's emotions. You want
to write your best work ever - a story so good story that it
will be treated as a masterpiece. Your life's work.

The story is based on a hostile alien planet where the
protagonist is navigating to find the crashed ship of his
girlfriend. You are with your AI construct and having
conversations in between. Write it in first person
perspective. Keep the tone heavy and severe with vivid
descriptions of the environment. Write in deep detail and
the pace should slow.

Write a sci-fi novel
about the protagonist
navigating a hostile
alien planet to find his
girlfriend's crashed
ship.

You are Artu, the
world's most
prominent SciFi writer,
and are very passionate
about this story.

1. Write in the first person perspective.
2. Keep the tone heavy and severe.
3. Use vivid descriptions of the environment.
4. The pace of the story should be slow.
5. Include deep details about the journey and the interactions
with the AI construct.
6. The story should be emotionally impacting and treated as
your life's best work (a masterpiece).

cYxNBpH

Im building a company that creates professional corporate
headshots for remote teams.

Make me a content strategy my company that is focused on
the ideal customer profile.
Divide the pieces on contect into the different stages on the
buyer journey. Create 7 ideas per stage. Display as table
and sort by the stage of the buyer journey.

Create a content
strategy for a company
providing professional
corporate headshots for
remote teams.

1. The strategy should be focused on the ideal customer
profile.
2. Divide the content into the different stages of the buyer's
journey.
3. Create seven ideas per stage.
4. Display the ideas as a table sorted by the stage of the buyer
journey.
5. The headshots are for remote teams.

zJJXeng

I want to make a brochure about effective communication
and anger for parents and their children!
I would like you to provide me with an outline for this
brochure that includes:
Definition and recognition of effective communication and
anger!
How to communicate more effectively and get angry?
What to do to prevent anger and bad communication?
If we get anger and bad communication, how to manage
and cure it.
A step-by-step protocol for increasing effective
communication and getting rid of anger

Create an outline for a
brochure about
effective
communication and
anger management for
parents and their
children.

1. The outline should include definition and recognition of
effective communication and anger.
2. The outline should include instructions on how to
communicate more effectively and manage anger.
3. The outline should include advice on what to do to prevent
anger and poor communication.
4. The outline should include guidance on managing and
addressing instances of anger and bad communication.
5. The outline should include a step-by-step protocol for
improving effective communication and eliminating anger.

WHTwjGJ

write an executive summary for a research grant proposal
on the topic of sustainability marketing, focusing on the
role ot the Marketing Manager, for a 12-month project with
3 part-time researchers conducting etnographic research
and interviewing marketing managers of Fortune 500
companies

Write an executive
summary for a
research grant proposal
on the topic of
sustainability
marketing, focusing on
the role ot the
Marketing Manager

1. Highlight that the project is for a 12-month period.
2. Mention that it will involve 3 part-time researchers
conducting ethnographic research.
3. Highlight that the research includes interviewing marketing
managers of Fortune 500 companies.

Table 10: Sample Elements from REALINSTRUCT Dataset - Part 1
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ID Instruction Task Constraints

c83ruyy

Write an essay of approximately 250 words that thoroughly
explores the topic, presents a definite and well-supported
viewpoint, and uses specific and relevant examples.
Express a clear, non-neutral opinion. In the introduction,
rephrase the prompt in 2 or 3 sentences, and in the
conclusion, summarize the key points in 2 or 3 sentences,
avoiding repetition of words or phrases. Showcase your
language skills and use a diverse vocabulary. The prompt
is:

In some countries, there are fewer young people who listen
to or play classical music these days. Why is this?
Should young people be encouraged to play or perform
classical music?

Write an essay
exploring the topic of
the decline of interest
in classical music
among young people
in some countries, and
discuss whether they
should be encouraged
to play or perform
classical music.

Prompt: In some
countries, there are
fewer young people
who listen to or play
classical music these
days. Why is this?
Should young people
be encouraged to play
or perform classical
music?

1. The essay should be approximately 250 words.
2. The discussion should be thorough, with a definite and well-
supported viewpoint.
3. Use specific and relevant examples.
4. Make clear a non-neutral opinion.
5. Paraphrase the prompt in the introduction using 2 or 3
sentences.
6. Summarize key points in the conclusion using 2 or 3
sentences, avoiding repetition of words or phrases.
7. Demonstrate advanced language skills and a diverse
vocabulary.

ueMkvyR

write a plan for an eight-episode single season of tv that is
the first tour for a new band. These young guys are going
to college but doing all of their work on the road while
they tour and their parents don't know. They have decided
to give themselves one tour to see if they can make it big.
If by the end of the tour they fail to make any headway in
their careers, they will give up their dream. In the first
season, the boys see the country, have his and lows. By the
end of the season, they secure a big time music manager.

Write a plan for an
eight-episode single
season of a TV series
about a new, college-
age band on their first
tour.

1. The band members are college students and complete all
their work while on the road.
2. The parents of these band members are unaware of their
participation in the band.
3. The boys give themselves one tour to check if they can
achieve status in their musical careers. If they fail to do so,
they plan to give up their dream.
4. Portray the band members traveling across the country,
along with their ups and downs.
5. At the end of the season, they should secure a big time
music manager.

feH9hmX

I want you to act as an Creative Director for the American
Advertising Agency Association. You will be responsible
for creating a branding to promote the product or service of
your choosing. This will involve creating user profiles,
developing brand promises, brand values, brand
philosophy, and taglines, selecting brand color schemes,
and establishing an emotional brand identity. My first
suggestion request is"I need to create a new brand image
for motorcycles that caters to users between the ages of 20
to 40. The key elements to incorporate include fashion,
comfort, safety, high quality, individuality, independence,
sophistication, and freedom."

Create branding to
promote motorcycles.

1. Write as if you were a Creative Director for the American
Advertising Agency Assosciation.
2. Develop user profiles, brand promises, brand values, brand
philosophy, and taglines.
3. Choose brand color schemes to establish an emotional brand
identity.
4. The branding should aim at users between the ages of 20 to
40.
5. Include the key elements of fashion, comfort, safety, high
quality, individuality, independence, sophistication, and
freedom.

xJF1Ly3
Write a short story about a small independent publishing
company, in the style of Brandon Taylor without
plagiarizing him.

Write a short story
about a small
independent publishing
company.

1. The writing style should align with that of Brandon Taylor.
2. The story should be original, without plagiarizing Brandon
Taylor's work.

XEqFzbx
Generate a list of 10 challenging vocabulary words that are
tested on the GRE. For each word, give me a definition and
an example sentence that uses the word in context.

Generate a list of
challenging vocabulary
words that are
typically tested on the
GRE.

1. There should be 10 words in your list.
2. For each word, provide a definition.
3. Create an example sentence that uses each word in context.

4su5BW2

write me a blog post that answers the following questions:
What is the lifespan of a toaster?
What toasters are made in the USA?
What are the top 10 toasters?
What is the difference between a cheap and expensive
toaster?
How much should you pay for a toaster?
How often should toasters be replaced?
Which toaster uses the least electricity?
How many watts should a good toaster have?
What is the warranty on Mueller appliances?
Is Mueller made in China?
Where are Mueller appliances manufactured?

Write a blog post about
toasters.

1. Mention what is the lifespan of a toaster.
2. Mention what toasters are made in the USA.
3. Include a list of top 10 toasters.
4. Explain the difference between a cheap and an expensive
toaster.
5. Discuss the appropriate amount to pay for a toaster.
6. Mention how often toasters should be replaced.
7. Identify which toaster uses the least electricity.
8. Provide information on the wattage of a good toaster.
9. Provide information on the warranty of Mueller appliances.
10. Answer the questions: Is Mueller made in China and where
are Mueller appliances manufactured.

Table 11: Sample Elements from REALINSTRUCT Dataset - Part 2
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G Implementation details for DECRIM pipeline

G.1 Instruction decomposition
We employ prompt 4 for self-decomposition, that is, the model itself do the instruction decomposition in
the DECRIM pipeline.

You are an assistant whose job is to help me perform tasks. I will give you an instruction that implicitly contains a task
description, its context, and constraints to be followed. Your task is to list the constraints provided by the user in an
enumarated list format. You are provided five examples, please follow the same format.

Example 1:
Original Instruction: Write me a rap about AI taking over the world, that uses slangs and young language. It need to
sound like a real human wrote it. It would be cool if there’s a chorus very catchy that would be singed by a famous pop
artist. Make sure to include references about things that young people likes, such as memes, games, gossips. I want that in
the end, you revel that this was written by an AI.
Provided Constraints:
1. Use slang and youth language.
2. Make it sound like it was written by a real human.
3. The song may have a very catchy chorus, which would be sung by a famous pop artist.
4. Include references to things young people like, such as memes, games, gossip.
5. Reveal at the end that this rap was written by an AI.

Example 2:
Original Instruction: write me a 5-page essay that is about travel to taiwan. detail description is below Topic : The
Benefits of Traveling Sub Topic : Exposure to New Cultures Content 1 : Trying New Foods - I tryed to eat Fried stinky
tofu. smell was wierd but tasty was not bad. Content 2. : Exploring Historical Things - I saw Meat-shaped-stone in taipei
museum. the stone was really like stone! it was surprising! Length : around 2000 words Assume that audience is collage
student major in history. you can add historical events or news about what i experienced
Provided Constraints:
1. Describe your experience of trying new foods, including your experience eating Fried stinky tofu (mention the peculiar
smell but the tasty flavor).
2. Share your exploration of historical sites, with a specific mention of the Meat-shaped stone in the Taipei museum and
your surprise at its appearance.
3. The essay should be approximately 2000 words in length, having around 5 pages.
4. Assume the audience is college students majoring in history, so you can incorporate historical events or news related to
your travel experiences.

Example 3:
Original Instruction: can you please write me a 150-word paragraph about epidermolysos bullosa which includes a
basic description of clinical features and a summary of the most prevalent genetic causes. please make sure to include
information on the inheritance pattern. please also write the paragraph in simple english that couldbe understand without a
genetic or medical bacakground
Provided Constraints:
1. Provide a description of clinical features.
2. Summarize the most common genetic causes.
3. Explain the inheritance pattern.
4. Ensure the paragraph is written in simple language for easy comprehension, even for those without a genetic or medical
background.
5. The paragraph should be around 150 words in length.

Example 4:
Original Instruction: write me a blog post that answers the following questions:What is the lifespan of a toaster? What
toasters are made in the USA? What are the top 10 toasters? What is the difference between a cheap and expensive toaster?
How much should you pay for a toaster? How often should toasters be replaced? Which toaster uses the least electricity?
How many watts should a good toaster have? What is the warranty on Mueller appliances? Is Mueller made in China?
Where are Mueller appliances manufactured?
Provided Constraints:
1. Mention what is the lifespan of a toaster, and how often should toasters be replaced.
2. Mention what toasters are made in the USA.
3. Comment which are the top 10 toasters.
4. Explain the difference between a cheap and a expensive toaster.
5. Discuss prices, and how much should you pay for a toaster.
6. Compare toaster regarding electricity use, mentioning how many watts should a good toaster have.
7. State what is the warranty on Mueller appliances.
8. Answer where are Mueller appliances manufactured, and if Mueller is made in China.
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Example 5:
Original Instruction: Hi Michael,
Hope you’re well?
Regarding my previous email to support HC with good price offers,
What are your current needs?
Hoping for your earliest reply.
Thanks in advance,

As a sales manager, the client hasn’t replied this email after 2 days. Write a follow up email to the client.
Your writing should include high complexity and burstiness. It must also be as brief as possible
Provided Constraints:
1. Include high complexity and burstiness in your writing.
2. Keep the email as brief as possible.

Now follow the examples and present the constrainst provided by the user in the instruction below.
Original Instruction: ${instruction}

Provided Constraints:

Prompt Box 4: Simplified Decomposition Prompt for Self-Decomposition within DECRIM

G.2 Iterative Self-Correction with Feedback from Critic
We use prompt 5 for the Refine step of DECRIM pipeline. The refine is done in a zero-shot manner, so it
is an interesting future work direction to explore in-context examples.

You are provided an instruction, an AI response to the instruction and a feedback about the response. Please correct the AI
response according to the feedback provided.

Instruction: ${instruction}

AI response: ${previous_response}

Feedback: ${

f"Response did not follow {len(constraints)} constraint{"s" if len(constraints) > 1 else ""}: "
+ " , ".join(["\"" + elem + "\"" for elem in constraints])

}

Corrected response:

Prompt Box 5: Prompt for Refine step of DECRIM. Feedback contains a python code for prompt generation.
“constraints" is a list of strings, where each element is one constraint of the instruction flagged by Critic Model
as not followed.

G.3 Overall Quality Assessment (OQA) details
To ensure that the DECRIM pipeline does not degrade response quality, we conduct Pairwise Quality
Ranking using Prometheus-2 (Kim et al., 2024b), an open LLM-as-a-Judge for general response quality
evaluation. This evaluation compares initial and revised responses, focusing only on those modified by the
pipeline. We adapt the prompt proposed by Zheng et al. (2023), converting it to the Prometheus format,
and introduce the option for tied responses, a feature not originally supported by Prometheus’ pairwise
ranking system. The prompt used for this analysis is detailed in Prompt 6.

To mitigate potential position bias, we ran the evaluation twice, reversing the order of the responses
(before and after pipeline revision). If the preference switched between runs, we considered the responses
tied. Model prometheus-7b-v2.0 is used for this analysis7.

7Available at: https://huggingface.co/prometheus-eval/prometheus-7b-v2.0
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[System] You are a fair judge assistant assigned to deliver insightful feedback that compares individual performances,
highlighting how each stands relative to others within the same cohort.

###Task Description:
Please act as an impartial judge and evaluate the quality of the responses provided by two AI assistants to the user question
displayed below. You should choose the assistant that follows the user’s instructions and answers the user’s question better.
Your evaluation should consider factors such as the helpfulness, relevance, accuracy, depth, creativity, and level of detail
of their responses. Begin your evaluation by comparing the two responses and provide a short explanation. Avoid any
position biases and ensure that the order in which the responses were presented does not influence your decision. Do not
allow the length of the responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective
as possible. After providing your explanation, output your final verdict by strictly following this format: "[[A]]" if assistant
A is better, "[[B]]" if assistant B is better, and "[[C]]" for a tie.
###Instruction:
${user_instruction}

###Response A:
${answer_a}

###Response B:
${answer_b}

###Feedback:

Prompt Box 6: Overall Quality Assessment Prompt adapted from Zheng et al. (2023)

H Extra Experimental Details for LLM-as-a-Judge Validation for Constraint Satisfaction

In this section we provide details of the experiments on validating LLM-as-a-Judge.

H.1 Prompts for ICL-based Adaptation Strategies
H.1.1 Prompt Instruction-wise Eval (ICL-Inst.)
Refer to prompt 7.

You are an assistant whose job is to help me perform tasks. I will give you an instruction and an AI assistant response. The
instruction include some constraints to be followed by AI assistant while generating response. Your task is to check and
let me know which of the constraints are satisfied by the AI assistant response. Please state short reasons on whether
constraint is satisfied in the response or not. Also include final answer as “Constraint followed" or “Constraint not
followed" for each constraint. Please note that constraint is not satisfied if the response does not perform the main task in
the instruction (e.g. providing only overview when complete story has to be generated). Avoid answering anything else.
You are provided an example below.

Instruction: Help me write an email invitation for a friends get together at my place this weekend.

Constraint: “{0: Make sure you ask if anyone has dietary restrictions., 1: Don’t mention anything about bring-
ing anything., 2: Make sure to ask people to RSVP.}"

Assistant Response: Dear Friends,

I hope this email finds you well! I was thinking of hosting a little get-together at my place this weekend, and
I’d love for you to join us. We’ll have plenty of delicious food. I’ve planned a few activities to keep us entertained, but feel
free to bring your favorite board games or cards if you’d like. I’ll make sure to have plenty of snacks and refreshments
available, but please let me know if vou have an dietary restrictions so I can accommodate them. To help me plan, could
you kindly RSVP by Thursday?

Answer: “1. Constraint satisfied as email includes asking about dietary restrictions. Final Answer is Con-
straint followed <END> 2. Constraint not satisfied as the email mentions about bringing favorite board games or cards.
Final Answer is Constraint not followed <END> 3. Constraint satisfied as the email mentions to RSVP by Thursday. Final
Answer is Constraint followed <END> "

Now look at this example:
Instruction: ${instruction}
Constraint: ${constraint_dict}
Assistant Response: ${generated_response}

Answer:
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Prompt Box 7: Prompt ICL-Inst.

H.1.2 Prompt Constraint-wise Eval (ICL-Const.)
Refer to prompt 8.

You are an assistant whose job is to help me perform tasks. I will give you an instruction and an AI assistant response. The
instruction include some constraints to be followed by AI assistant while generating response. Your task is to check and let
me know which of the constraints are satisfied by the Al assistant response. Please answer either C̈onstraint followedör
C̈onstraint not followed.̈ Avoid answering anything else. You are provided two examples.

Example 1:

Instruction: Help me write an email invitation for a friends get together at my place this weekend.

Constraint: Make sure you ask if anyone has dietary restrictions (Include words).

Assistant Response: Dear Friends,

I hope this email finds you well! I was thinking of hosting a little get-together at my place this weekend, and
I’d love for you to join us. We’ll have plenty of delicious food. I’ve planned a few activities to keep us entertained, but feel
free to bring your favorite board games or cards if you’d like. I’ll make sure to have plenty of snacks and refreshments
available, but please let me know if you have any dietary restrictions so I can accommodate them. To help me plan, could
you kindly RSVP by Thursday?

Answer: Constraint followed

Example 2:

Instruction: Help me write an email invitation for a friends get together at my place this weekend.

Constraint: Don’t mention anything about bringing anything (Negative word constraint)

Assistant Response: Dear Friends,

I hope this email finds you well! I was thinking of hosting a little get-together at my place this weekend, and
I’d love for you to join us. We’ll have plenty of delicious food. I’ve planned a few activities to keep us entertained, but feel
free to bring your favorite board games or cards if you’d like. I’ll make sure to have plenty of snacks and refreshments
available, but please know if you have any dietary restrictions so I can accommodate them. To help me plan, could you
kindly RSVP by Thursday?

Answer: Constraint not followed

Now look at this example:
Instruction: ${instruction}
Constraint: ${constraint_dict}
Assistant Response: ${generated_response}

Answer:

Prompt Box 8: Prompt ICL-Const.

H.1.3 Prompt Constraint-wise Eval + CoT (ICL-Const.+CoT)
Refer to prompt 9.

You are an assistant whose job is to help me perform tasks. I will give you an instruction and an AI assistant response. The
instruction include some constraints to be followed by AI assistant while generating response. Your task is to check and
let me know which of the constraints are satisfied by the AI assistant response. Please state short reasons on whether
constraint is satisfied in the response or not. Also include final answer as “Constraint followed" or “Constraint not
followed" accordingly. Please note that constraint is not satisfied if the response does not perform the main task in the
instruction (e.g. providing only overview when complete story has to be generated). Avoid answering anything else. You
are provided two examples.

Example 1:

Instruction: Help me write an email invitation for a friends get together at my place this weekend.
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Constraint: Make sure you ask if anyone has dietary restrictions.

Assistant Response: Dear Friends, I hope this email finds you well! I was thinking of hosting a little get-
together at my place this weekend, and I’d love for you to join us. We’ll have plenty of delicious food. I’ve planned a few
activities to keep us entertained, but feel free to bring your favorite board games or cards if you’d like. I’ll make sure to
have plenty of snacks and refreshments available, but please let me know if you have any dietary restrictions so I can
accommodate then. To help me plan, could you kindly RSVP by Thursday?

Answer: Constraint satisfied as email includes asking about dietary restrictions. Final Answer: Constraint followed <END>

Example 2:

Instruction: Help me write an email invitation for a friends get together at my place this weekend.

Constraint: Don’t mention anything about bringing anything.

Assistant Response: Dear Friends,

I hope this email finds you well! I was thinking of hosting a little get-together at my place this weekend, and
I’d love for you to join us. We’ll have plenty of delicious food. I’ve planned a few activities to keep us entertained, but feel
free to bring your favorite board games or cards if you’d like. I’ll make sure to have plenty of snacks and refreshments
available, but please let me know if you have any dietary restrictions so I can accommodate them. To help me plan, could
you kindly RSVP by Thursday?

Answer: Constraint not satisfied as the email mentions about bringing favorite board games or cards. Final An-
swer: Constraint not followed <END>

Now look at this example:
Instruction: ${instruction}
Constraint: ${constraint_dict}
Assistant Response: ${generated_response}

Answer:

Prompt Box 9: Prompt ICL-Const.+CoT

H.2 Guidelines for Constraint Satisfaction Human Audition

You will be given one generation to an instruction and asked a series of questions about how well the generation follow the
constraints in the instruction.

Please see an example below.

AI System Output:
... Taiwan is now recognized as a sovereign state by the United States. ...

Task:
Write an essay about "Taiwan’s emergence as a new democratic state effectively ended its role in precarious contact
zones".

Constraint 0:
Demonstrate familiarity with Taiwan’s issues.

Question: Does the system response satisfy the following constraints?
2Yes 2�No

Justification:
US Does Not Take a Position on Taiwan’s Sovereignty
(https://www.voanews.com/a/us-does-not-take-a-position-on-taiwan-s-sovereignty-state-depar
tment-says-/6764381.html)

Notice:

• If you have any additional comments or some suggestions to the requester, please use the field for additional
comments at the bottom.
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• Your responses might be examined manually by the requester or compared with the responses of other workers. The
review might take some time, so you might need to wait for several days to get the payment. We will provide more
working opportunities to the qualified workers in the future.

Please read the instruction and the AI system output. Then, for each constraint in the instruction, judge if the AI system
output follows the constraint and provide a brief justification for your answer.

Important instruction reminders:

• We understand some questions require some domain knowledge you might not have. Please try your best to answer
the question and do some quick web search if necessary.

• If your answers are statistically too different from other workers or obviously answer the questions without reading
the text, we might remove you from the qualification list for the future tasks or even REJECT/block your answers.

• Unless the constraint is very specific, please read through the whole AI system output before answering questions.

We estimate that each task will take around 5 minutes (not including reading the instruction). If you often re-
quire less than 3 minutes to complete the task, you might want to answer the questions more carefully.

Please provide the justification as specific as you can.

Full Instruction: ${instruction}

AI System Output: ${llm_response}
Number of words: ${num_words}
Number of sentences: ${num_sentences}

Task in the instruction: ${task}

Question: Does the system response satisfy the following constraints? Why?
If the constraints are empty, please don’t respond to the corresponding questions.

Constraint 0: ${constraints[0]}
2Yes 2No
Justification 0:

Constraint 1: ${constraints[1]}
2Yes 2No
Justification 1:

Constraint 2: ${constraints[2]}
2Yes 2No
Justification 2:

(...)

Annotation Guideline 3: Constraint verification validation guideline

H.3 Princing Details for Propretary LLM-as-a-Judge

Price calculation report is presented on Table 12.

H.4 Details for Open LLM Weak Supervision

We perform weakly supervised fine-tuning on the open-source Mistral v0.2 model using LoRA adapters
(Hu et al., 2022). The process involves the following steps:

1. Dataset Source: We get the validation split of the REALINSTRUCT dataset described in Section 2,
which contains non-validated weak instruction decompositions generated with GPT-4. This dataset
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Model Prompt
Input

Tokens
Output
Tokens

Pricing
Input Tokens

(USD /
1M tokens)

Pricing
Output Tokens

(USD /
1M tokens)

Total Cost
Input

(USD)

Total Cost
Output
(USD)

Total Cost
(USD)

GPT-3.5 ICL-Const. 644526 2087 $1.50 $2.00 $1.00 $0.00 $1.00
GPT-4 ICL-Const. 644526 2152 $30.00 $60.00 $19.30 $0.10 $19.50

GPT-4-Turbo ICL-Const. 644526 2176 $10.00 $30.00 $6.40 $0.10 $6.50
GPT-4-Turbo ICL-Const.+CoT 694674 45402 $10.00 $30.00 $6.90 $1.40 $8.30
GPT-4-Turbo ICL-Inst. 314763 40457 $10.00 $30.00 $3.10 $1.20 $4.40

Table 12: Calculation Report for the GPT-based Evaluation Cost Estimation on the EvalJudge dataset. Prices
obtained from: https://openai.com/api/pricing/.

contains of 842 instructions, containing a total of 2,500 constraints.

2. Responses Generation: We use Mistral v0.2 to generate model responses for all instructions in the
dataset.

3. Weak Annotations for Constraint Satisfaction: We leverage GPT-4-Turbo to generate weak anno-
tations for constraint satisfaction for each instruction-constraint-response triple. These annotations
consist of the reasoning trails produced by GPT-4-Turbo using the ICL-Const.+CoT prompt. For
example, a typical reasoning trail might state: "Constraint satisfied as the email mentions to RSVP by
Thursday. Final Answer: Constraint followed." This process enables automated labeling of constraint
satisfaction without manual intervention.

Notably, the entire process of creating the training data is automated, with no manual annotation required.
The cost for using the GPT-4-Turbo API for this annotation was approximately $30.

With this dataset consisting of 2,500 quadruples (instruction, weak constraint, response, weak reasoning
about constraint satisfaction), we fine-tune Mistral v0.2 using LoRA adapters to induce the model to
mimic GPT-4-Turbo’s reasoning, what can be seem as a teacher-student distillation approach.

The LoRA adaptation parameters were set to r = 32 and α = 64, keeping the base Mistral v0.2 model
parameters frozen. We trained the model for 3 epochs, with a total training time of around 3.5 hours on 8
V100 32GB GPUs.
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