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Abstract
Legal judgment prediction is essential for en-
hancing judicial efficiency. In this work, we
identify that existing large language models
(LLMs) underperform in this domain due to
challenges in understanding case complexities
and distinguishing between similar charges. To
adapt LLMs for effective legal judgment pre-
diction, we introduce the Ask-DiscriminAte-
PredicT (ADAPT) reasoning framework in-
spired by human judicial reasoning. ADAPT
involves decomposing case facts, discriminat-
ing among potential charges, and predicting
the final judgment. We further enhance LLMs
through fine-tuning with multi-task synthetic
trajectories to improve legal judgment predic-
tion accuracy and efficiency under our ADAPT
framework. Extensive experiments conducted
on two widely-used datasets demonstrate the
superior performance of our framework in legal
judgment prediction, particularly when dealing
with complex and confusing charges.

1 Introduction

Legal judgment prediction (LJP) is a key research
area within the legal natural language processing
(NLP) community, aiming to provide automated
reference judgments to help judges and other pro-
fessionals manage cases more efficiently (Luo et al.,
2017; Chalkidis et al., 2020; Niklaus et al., 2021).
The main challenges in enhancing judgment pre-
diction systems are twofold: understanding case
facts and distinguishing between similar charges.
Understanding case facts involves extracting key
information from complex descriptions (Yue et al.,
2021), while distinguishing between charges re-
quires identifying the correct labels among confus-
ing options (Xu et al., 2020). To tackle these issues,
researchers have explored the use of advanced lan-
guage models, the incorporation of external legal
knowledge, and the reference to precedents to en-
hance model performance (Zhao et al., 2022).

*Corresponding author.

Recently, large language models (LLMs) have
achieved state-of-the-art performance across a
range of tasks due to their expanded parameter
scales and training data (Zhao et al., 2023; Zhu
et al., 2023; Wang et al., 2024; Jiao et al., 2023).
These models also display emergent abilities, such
as instruction following and in-context learning,
allowing them to quickly adapt to specific tasks
based on minimal instructions or examples (Brown
et al., 2020; OpenAI, 2023). Although preliminary
evaluations of mainstream LLMs in legal judgment
prediction have been conducted, results indicate
that their performance still lags behind many tra-
ditional supervised methods, suggesting that the
existing LLMs are still far from being good judg-
ment predictors (Shui et al., 2023; Vats et al., 2023;
Jiang and Yang, 2023).

Through our experiments, we find that current
LLMs still struggle significantly more with dis-
tinguishing “confusing charges”, which refer to
charges that have similar or even overlapping key
behaviors with other charges. This highlights a
critical aspect of the LJP task: certain criminal
behaviors can satisfy parts or even all of the con-
ditions for multiple charges, creating ambiguity.
Due to the lack of extensive domain knowledge
and reasoning training in the legal context, existing
LLMs exhibit insufficient reasoning capability to
effectively differentiate between similar charges.

To adapt LLMs for effective legal judgment
prediction, we introduce the Ask-DiscriminAte-
PredicT (ADAPT) reasoning framework in this
paper. Our framework is inspired by the thought
process of human judges, who use legal knowledge
to navigate between facts and norms, as described
by the classic phrase: “the gaze shuttles back and
forth between facts and norms” (Rüthers et al.,
2013). Specifically, In the first step, Ask, we de-
compose the noisy case description into multiple
aspects under legal theory to clarify the key crim-
inal facts. In the second step, Discriminate, the
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Case Fact: Leveraging his official position, Zhao utilized other’s deposit certificate to withdraw money from the bank for personal consumption, lending activities…

Case Input:

Brief Fact Analysis

(a) Direct Reasoning

Answer: Fraud Crime

Brief Fact Analysis

(b) Legal Syllogism

Answer: Fraud Crime

Major Premise: Memorize Related Law Articles

Minor Premise: Corresponding Criminal Facts

Legal Elements

Construct Candidate Pool of Charges

Evaluate Each Charge & Distinguish

Answer: Fraud of financial voucher

Case Input:

“During the process of handling 
deposit on behalf of others…”

“Article 266…”

“The fraud behavior is 
consistent with the law…”

Case Input:

“Subject: … ; Criminal behaviors: …”

Fraud; Fraud of financial…

Compared to Fraud, Fraud of financial 
voucher is the special crime for… 

(c) Our Framework: ADAPT Performance comparison (after fine-tuning)

Easy 
Charges

Confusing 
Charges

Figure 1: Comparison of our framework with direct reasoning and legal syllogism. We notice that our approach
improves the performance on confusing charges more obviously after fine-tuning.

model uses its parameterized knowledge to gener-
ate a candidate pool of the most probable charges
and relevant law articles. Within this pool, the
model further differentiates among the candidates,
assessing the degree of alignment between each
candidate and the criminal facts. Finally, in the
Predict step, the model synthesizes the previous
reasoning process to provide the final prediction.

Experimental results show that our ADAPT
prompting framework outperforms traditional
prompting methods, such as direct reasoning and
legal syllogism (Figure 1), in leveraging LLMs for
legal judgment prediction. However, LLMs still
struggle to consistently generate accurate ADAPT
reasoning trajectories so as to finally make correct
predictions. We hypothesis that this limitation is
due to their narrow legal-specific knowledge and
lack of familiarity with our specialized ADAPT
reasoning patterns. Furthermore, we find that cur-
rent LLMs frequently avoid providing sentencing
ranges because of strict safety alignment protocols,
which hinders their ability to complete this essen-
tial task in legal judgment prediction.

To address these issues, we further propose
fine-tuning an enhanced LLM within our ADAPT
framework for more comprehensive, efficient, and
effective legal judgment prediction. Specifically,
we strengthen the LLM by incorporating addi-
tional context labels—such as discriminative labels,
charges, legal articles, and sentencing ranges—and
prompt it to generate high-quality synthetic reason-
ing trajectories tailored to our ADAPT famework.
We then use these multi-task synthetic trajectories
to fine-tune a smaller LLM, enabling it to perform
accurate reasoning under our ADAPT framework.

We conduct extensive experiments on two
datasets, CAIL2018 and MultiLJP, which belong
to single-defendant and multi-defendant scenarios,

respectively. The results show that our approach
achieves new state-of-the-art in both scenarios, es-
pecially on the most challenging set of charges.

Our contributions are summarized as:
(1) We pinpoint that the underperformance of

LLMs in legal judgment prediction primarily stems
from their difficulty in distinguishing between con-
fusing charges.

(2) We propose the ADAPT reasoning frame-
work to emulate human judicial reasoning, which
guides LLM to navigate between legal facts and
norms to improve the accuracy of legal judgments.

(3) We fine-tune an enhanced LLM using knowl-
edge distillation on multi-task synthetic trajectories
to achieve more comprehensive, efficient, and effec-
tive legal judgment prediction under our ADAPT
framework.

2 Related Work

Legal judgment prediction Legal judgment pre-
diction is a long-standing legal NLP task. The
evolution of this task’s technology has transi-
tioned through various phases: initially relying
on rule-based approaches (Nagel, 1963; Segal,
1984), advancing to statistical machine learning
techniques (Katz et al., 2017; Sulea et al., 2017),
and currently dominated by deep learning method-
ologies (Xu et al., 2020; Yue et al., 2021; Zhang
et al., 2023a). Additionally, incorporating domain-
specific legal knowledge (Zhao et al., 2022) or
precedents (Zhang and Dou, 2023; Wu et al., 2023)
is also an important direction in existing research.
With the continuous advancement of methods, this
task has expanded from a simplified multi-class
classification problem to complex scenarios that
mirror real-world situations, such as dealing with
multiple defendants (Lyu et al., 2023) and multiple
law articles (Liu et al., 2023). In this context, we
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Legal elements

Subject:
“without special occupation…”

Criminal behaviors
& Consequences:

“he leverage his official…”

Object:
“which violates the victims’ …”

Subjective:
“he premeditated the crime..”

Case content Candidate pool of charges Evaluate degree of consistency Distinguish confusing charges

Fact description:
Leveraging his official 
position, Zhao utilized 
other’s deposit 
certificate to withdraw 
money from the bank for 
personal consumption, 
lending activities…

Defendant name:
Zhao

LLMs with ADAPT

Fraud

Prediction

Step1:Ask Step2: Discriminate Step3: Predict

Fraud of Financial Voucher

Contract Swindling

…

“…by fraudulently utilizing 
deposit certificates…”

“He used forged financial 
documents…”

“His fraud didn’t involve 
contracts…”

…

“Although his behavior also meets
the definition of fraud, fraud of 

financial voucher is more 
applicable as a special crime…”

The final prediction:
Crime: Fraud of 

financial voucher;
Article: 194

Figure 2: Overview of our framework. The final judgment is predicted based on three different reasoning steps.

explore the use of large language models as the
foundation model and conduct robust reasoning
under the setting of multi-label classification.

Reasoning skills in language models Recent
studies have shown that effective reasoning can
be achieved in LLMs by using prompting tech-
niques (Wei et al., 2022; Press et al., 2023; Deng
et al., 2024b). In the legal context, previous study
shows that legal syllogism can enhance the perfor-
mance of LJP (Jiang and Yang, 2023). Furthermore,
some research attempts focus on distilling the rea-
soning processes of large models into smaller mod-
els, thereby achieving approximate reasoning capa-
bilities at a lower cost (Ho et al., 2023; Mukherjee
et al., 2023). Our approach synthesizes the tra-
jectory of the ADAPT framework to fine-tune a
7B model, enabling it to achieve both robust and
efficient reasoning.

3 Methodology

Existing LLMs mostly rely on direct answering or
judicial syllogism for reasoning, which requires the
model to directly provide the correct law articles
and charges. This exceeds the capabilities of these
language models and even human experts, lead-
ing to bad performance. In this work, we enable
LLM to emulate the reasoning pattern of real-world
judges to conduct discriminative reasoning for ac-
curate legal judgment prediction.

3.1 Preliminaries

We first formally describe the workflow of legal
judgment prediction. Given the criminal fact f
from a real case, the name of one of the defendants,
a set of charges C, and a set of law articles A, our
task is to predict the applicable subset of charges
Cd, the relevant subset of law articles Ad, and the

term of imprisonment for the defendant d. To align
with legal practice, we follow recent studies that
treat charge and law article prediction as multi-
label classification tasks, and term of imprisonment
prediction as a multi-class classification task.

3.2 Discriminative Reasoning Framework
We propose a discriminative reasoning framework,
called ADAPT, to guide LLM to gradually deduce
the most appropriate charges and law articles step
by step, including Ask, Discriminate, and Predict.
As shown in Figure 2, in the first step, Ask, the
model is prompted to identify the key legal ele-
ments that constitute crimes through a question-
answering approach. Then, in the second step,
Discriminate, we prompt LLM to utilize the ex-
tracted key elements from the Ask step to initially
identify the top-K most possible charges, and sub-
sequently evaluate the consistency between each
charge and the established facts. Finally, in the
Predict step, LLM integrates the reasoning signals
from the previous two steps to identify the most
suitable charges and law articles. We describe the
details of these three steps in the following.

Step1: Ask The objective of the Ask step is to
clarify the key elements that constitute crimes. We
use legal theory (Rüthers et al., 2013) to guide LLM
to summarize four aspects from the facts (Deng
et al., 2024a): (1) Subject, which refers to the defen-
dant’s occupation and identity characteristics, such
as state officials. (2) Criminal behaviors and con-
sequences, which contains the defendant’s specific
actions and resulting harm. (3) Object, which is the
entities or legal interests violated by the criminal
acts. (4) Subjective aspect, which is the psycholog-
ical state of the defendant, such as direct purpose,
negligence, and so on. Inspired by (Zhang et al.,
2023b), we prompt in question-answering form for

786



accurate summarization.

Step2: Discriminate To avoid invalid reason-
ing caused by selecting from incorrect confusing
charges, it is necessary to carefully distinguish can-
didate charges before making predictions. Specifi-
cally, we prompt the LLM to first provide several
most likely candidate charges based on its para-
metric knowledge. Based on these candidates, the
model then evaluates the consistency of each can-
didate with the key elements and distinguishes the
main differences between these charges.

Step3: Predict By contextualizing the reasoning
trajectories of the initial two steps, the LLM is
prompted to predict the final judgment result.

3.3 Improving ADAPT with Fine-tuning
While our ADAPT prompting framework outper-
forms traditional prompting methods such as direct
reasoning or legal syllogism, we find that current
general LLMs still struggle to consistently gen-
erate fully accurate reasoning trajectories. This
limitation arises from their restricted legal-specific
knowledge and lack of exposure to our special-
ized ADAPT reasoning patterns. Additionally, we
find that current LLMs often reject giving the sen-
tencing ranges, likely because of their strict safety
alignment. To address these issues, we propose
fine-tuning a better LLM under our ADAPT frame-
work for more comprehensive, efficient, and effec-
tive legal judgment prediction.

Synthetic trajectories generation we first gen-
erate synthetic ground-truth reasoning trajectories
for the three steps of ADAPT using a larger model,
specifically a 72B parameter LLM, which is pro-
vided with refined instructions and additional con-
text labels, such as ground-truth discriminative la-
bels, charges, and relevant legal articles. By incor-
porating these additional context labels, we find
that the 72B LLM is able to generate highly ac-
curate reasoning trajectories for each step. Subse-
quently, we use these high-quality synthetic reason-
ing trajectories to fine-tune a smaller LLM.

Multi-task instruction tuning We have five spe-
cific tasks in our fine-tuning uniformly using the
language modeling loss function:

Ltask = − 1

Ttask

Ttask∑

t=1

logPθ(y
task
t |Ftask(xtask), y

task
<t ),

where F is the task-specific prompting function
for formulating the input instruction. x, y, and T

are the input, target response, and the number of
tokens in the response, respectively.

Specifically, the first two tasks are ask and dis-
criminate, corresponding to the first two steps of
ADAPT. The input xask consists of the criminal
fact f and the specified defendant d. The input
xdisc additionally contains yask, which is the target
output of the Ask step generated by the 72B LLM.

The third task is sentencing, which is to improve
the model’s perception of the sentencing factors.
Its input xsent consists of a set of charges Cd against
the defendant d; The fourth task is article, which is
to improve the model comprehension of the corre-
spondence between the case facts and the specified
law articles. The model learns to recite the content
of the given article numbers as well as explain in
detail how the defendant’s actions align with these
articles. Its input xarticle contains the criminal fact
f , the specified defendant d, and the article num-
ber. The training targets of these two tasks are also
generated by employing the 72B LLM with addi-
tional context labels, including the articles and the
sentencing ranges.

Finally, the last task, predict_all, is to contextual-
ize all of the previous reasoning results and predict
the final charges, articles, and sentencing ranges
just in one prompt. Its input xpredict_all contains the
criminal fact f and the specified defendant d. Its
training target ypredict_all is the concatenation of the
synthetic reasoning trajectories of the three steps
of ADAPT and the sentence range labels.

For clarity, we show the task-specific prompting
functions and all synthetic prompts of different
tasks in Appendix A. We equally mix the training
samples of different tasks to perform multi-task
fine-tuning.

4 Experiments

4.1 Datasets and Evaluation Metrics

We conduct extensive experiments in both single-
defendant and multi-defendant scenarios to com-
prehensively evaluate our method’s performance
in real-world applications. In the single-defendant
context, we employ the widely-used CAIL2018
dataset (Xiao et al., 2018). For the multi-defendant
case, we select the MultiLJP (Lyu et al., 2023)
dataset whose labels are verified by human experts.
Both datasets are divided into 11 intervals to con-
vert prison term prediction to a multi-class classi-
fication task. Detailed statistics of both datasets
are provided in Table 1. For evaluation metrics, we
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Dataset CAIL2018 MultiLJP

# Train cases 118,399 18,968
# Test cases 1,120 2,370
# Charges 191 23
# Articles 162 22
# Intervals of prison term 11 11
# Average criminal per case 1 3.71
Average length per case 440.9 3,040.8

Table 1: Basic statistics of the datasets.

follow previous works to adopt Accuracy (Acc.),
Macro Precision (Ma-P), Macro Recall (Ma-R),
and Macro F1 (Ma-F) across all sub-tasks.

4.2 Baselines

Fine-tuning methods. We categorize the fine-
tuning baselines according to their characteristics
as follows: (1) Topological Relationships: Top-
Judge (Zhong et al., 2018) explicitly models the de-
pendency relationships among the three sub-tasks
in the prediction workflow. (2) Graph-related Mod-
eling: LADAN (Xu et al., 2020) designs a graph
distillation module to distinguish confusing law ar-
ticles. (3) Fact Decomposition: NeurJudge (Yue
et al., 2021) decomposes textual fact into differ-
ent representations for each sub-task. (4) Different
Pre-trained Language Models: For the “Text-to-
Class” style, we select BERT (Devlin et al., 2019)
and Lawformer (Xiao et al., 2021), while for the
“Text-to-Text” style, we choose mT5 (Xue et al.,
2021) as the backbone model. (5) Hierarchical
Reasoning: HRN (Lyu et al., 2023) improves pre-
dictions by learning intermediate reasoning steps,
but this also restricts its evaluation on the MultiLJP
dataset with corresponding annotations.(6) LLM-
based Fine-tuning: Vanilla-SFT processes train-
ing data into a unified chat template for fine-tuning.
Finetune-CoT (Ho et al., 2023) initially gener-
ates Chain-of-Thought trajectories for each training
data, then finetune the base model with the synthe-
sized data. In addition to the above methods, we
also consider approaches such as CL4LJP (Zhang
et al., 2023a) and CECP (Zhao et al., 2022). How-
ever, these methods are excluded from our main ex-
periment due to their limited adaptability to multi-
label classification.

Prompting setting We employ two types of
models (1) Law Specific LLMs: We select Disc-
LawLLM (Yue et al., 2023) as the representative,
which undergo supervised fine-tuning with high-
quality task data from both legal and general sce-

narios. (2) General-Purpose LLMs: We choose
Qwen2-[7B, 72B]-Instruct (Bai et al., 2023) to in-
vestigate performance across different models and
scales. For each model, we evaluate the perfor-
mance of different prompting methods under both
zero-shot and few-shot settings.

4.3 Implementation Details
For all LLM-based fine-tuning methods, we uti-
lize Qwen2-7B as the foundation model. LoRA is
adopted for parameter-efficient fine-tuning of the
large language model. We apply LoRA to all linear
modules of the model, with both alpha and rank set
to 32. The language modeling head is also unfrozen
to enhance learning. Our model is fine-tuned by
10 epochs, with a learning rate of 5e-5 and a batch
size of 64. The total number of training reasoning
trajectories for CAIL2018 and MultiLJP is 80,141
and 157,763, respectively. Greedy decoding is used
for all generative models to enhance the stability
of results. For those generated charges that are not
present in the label pool, we use BGE (Xiao et al.,
2023) to map them to the closest charge in the pool
based on their representations.

4.4 Evaluation on the Fine-tuning Setting
The results on the fine-tuning setting are presented
in Table 2. We have the following findings:

(1) Our method outperforms all baselines across
all metrics on both datasets. Overall, the LLM-
based approaches show superior performance, indi-
cating that large causal language models can adapt
effectively to the tasks of legal judgment predic-
tion with targeted fine-tuning. On the CAIL2018
dataset, our approach achieves relative accuracy
and Ma-F improvements of 4.1% and 4.7%, re-
spectively, over Finetune-CoT. This demonstrates
that our synthetic data significantly enhances the
effectiveness of legal judgment prediction.

(2) The ADAPT framework achieves a more sig-
nificant advantage in charge and law article predic-
tion. These two tasks are both multi-label classi-
fication tasks, meaning a successful shot satisfies
the predicted set to be completely consistent with
the label set. Our improvements suggest that dis-
criminative reasoning offers more evidence for the
precise inference of the target set. And on the other
side, the performance across methods is relatively
close in prison term prediction. We hypothesize
that this is due to the uncertainty introduced by
real-world judges’ discretion, which cannot be fully
mitigated by classification metrics based on rigid
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Methods
CAIL2018 MultiLJP

Charge Law Article Prison Term Charge Law Article Prison Term

Acc. Ma-F Acc. Ma-F Acc. Ma-F Acc. Ma-F Acc. Ma-F Acc. Ma-F

TopJudge 65.5 74.1 68.2 74.3 32.1 32.4 67.6 55.7 73.9 54.1 36.1 33.1
LADAN 63.1 71.8 62.5 71.0 30.1 31.2 60.4 43.2 68.2 49.0 35.1 34.6
NeurJudge 65.7 71.4 67.4 70.9 29.6 33.2 64.8 51.2 71.8 55.7 33.9 32.0
BERT 64.6 74.6 68.3 73.5 31.7 33.5 66.3 54.2 73.6 54.0 35.6 32.9
Lawformer 66.2 73.1 67.5 74.4 30.4 30.7 68.1 53.8 76.2 53.8 36.1 34.7
mT5 72.3 77.5 73.2 74.4 33.9 30.8 78.4 44.6 82.9 44.1 30.7 20.3
HRN - - - - - - 83.5 60.9 84.3 62.1 34.3 33.4

LLM-based Fine-tuning
Vanilla-SFT 74.1 78.6 74.0 75.5 32.0 31.3 85.4 65.2 87.7 63.5 32.0 31.3
Finetune-CoT 74.8 79.3 75.6 77.7 31.5 31.9 86.2 66.7 88.0 64.8 32.4 32.7

ADAPT (Ours) 77.9 83.0 78.3 80.0 37.9 35.8 90.3 73.1 91.1 75.4 37.3 35.2

Table 2: Experimental results on the fine-tuning setting. The best results are in bold.

Model Params. Demos.
Charge Law Article

Acc. Ma-P Ma-R Ma-F Acc. Ma-P Ma-R Ma-F

In-domain LLMs
Disc-LawLLM 13B ✗ 44.2 59.7 61.8 56.6 55.0 54.5 70.5 57.7

General-purpose LLMs
Qwen2-7B 7B ✗ 41.7 56.3 58.6 53.0 50.4 51.9 64.7 52.8
+ Few-shot - ✓ 44.4 55.1 56.9 50.7 48.7 49.8 60.6 48.7
+ CoT - ✓ 45.7 54.7 58.7 52.1 49.4 47.6 60.2 47.5
+ ADAPT - ✓ 45.0 59.2 59.4 55.2 53.3 56.0 64.8 55.6

Qwen2-72B 72B ✗ 56.2 60.9 72.4 63.2 57.7 57.2 71.3 59.4
+ Few-shot - ✓ 57.4 61.0 69.8 61.4 58.6 54.3 68.5 57.9
+ CoT - ✓ 56.9 61.4 71.4 62.2 62.9 58.6 73.2 60.3
+ ADAPT - ✓ 58.4 62.3 73.3 65.0 59.7 60.3 70.4 61.5

Table 3: Performance on the prompting setting. The best results and the second-best results of each setting are in
bold and underlined, respectively.

interval divisions.
(3) Fine-tuning with discriminative reasoning

trajectories further enhances the language mod-
els’ performance. Finetune-CoT similarly utilizes
synthetic reasoning data to promote autoregressive
learning. However, the synthesized CoT data is
observed to result in sub-optimal performance. We
argue that this is because the “step-by-step reason-
ing” generated by the language model does not
contribute to more supporting logic. Instead, it
merely discusses the plain facts in most cases.

4.5 Evaluation on the Prompting Setting

We evaluate under the prompting setting using the
CAIL2018 dataset, as the MultiLJP dataset con-
tains only 23 charges and can not reflect the ef-
fect of confusing charges in real-world scenarios.

During our experiments, we observed that the in-
domain model fails to effectively adhere to instruc-
tions for few-shot learning, so we only tested its
zero-shot ability. Moreover, we discard the prison
term prediction task because LMs typically refuse
to predict the accurate terms. The results are re-
ported in Table 3, from which we can observe:

(1) Our approach generally demonstrates supe-
rior performance across models of different sizes,
suggesting that prompts can still activate discrimi-
native reasoning to some extent. Moreover, we also
observe that the improvements are not pronounced
as in the fine-tuning setting. This indicates that fine-
tuning can further enhance the model’s capabilities
within our framework.

(2) Larger models typically bring better perfor-
mance, but they still exhibit a notable disparity
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Model
Charge Law Article Prison Term

Acc. Ma-P Ma-R Ma-F Acc. Ma-P Ma-R Ma-F Acc. Ma-P Ma-R Ma-F

w/o Ask 76.3 81.4 84.5 81.5 76.4 78.5 81.4 79.2 35.7 33.6 35.3 33.8
w/o Disc 76.8 81.2 85.0 81.8 76.6 78.2 82.1 79.0 35.3 33.0 35.7 33.5
w/o Article 75.7 80.3 81.9 80.4 76.0 78.1 80.7 78.5 34.9 32.6 33.9 32.4
w/o Sentencing 77.6 82.0 86.4 82.7 78.0 79.6 83.0 79.7 36.0 34.0 35.6 34.1
ADAPT→Refine 70.2 74.4 75.3 74.8 69.5 72.1 77.1 74.7 28.9 29.4 30.7 29.8
ADAPT (Ours) 77.9 82.3 86.9 83.0 78.3 79.6 83.5 80.0 37.9 35.6 37.2 35.8

Table 4: Ablation results on CAIL2018. The best results are in bold.
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Figure 3: Fine-tuning performance of each sub-task with epochs on the CAIL2018 dataset.

when compared to models trained for LJP specifi-
cally. This might be because recent leading open-
source models have been trained on extensive data
from major domains. This suggests that fine-tuning
remains a valuable strategy for LLMs to adapt to
the requirements of LJP tasks

4.6 Ablation Study

We investigate the effects of various reasoning data
on the final LJP tasks within the fine-tuning con-
text. The specific ablation strategies are described
as follows: (1) w/o Ask: The task of summarizing
legal elements from facts is removed, and yAsk is
excluded from yAll. (2) w/o Disc: After the Ask
step, the language model must directly predict the
charges and law articles. (3) w/o Article: We re-
move the law article-related reasoning trajectories
in the training data. (4) w/o Sentencing: The lan-
guage model no longer analyzes sentencing factors
before determining the prison term prediction. (5)
ADAPT→Refine: We construct candidate items for
charges and law articles and provide them to the
large language model, requiring it to refine them
and determine the final prediction. During infer-
ence, the candidates are derived from the top-k
items in the probability distribution of BERT, while
during training, the correct labels are ensured to be
included among these candidates.

The ablation results are shown in Table 4. Firstly,
we can observe the removal of each sub-task leads
to a performance decline, indicating that each type

of synthetic data makes a positive contribution.
Additionally, we notice that the ablation associ-
ated with law articles causes obvious impact. This
impact may be attributed to the better alignment
between legal provisions and facts of real cases,
which enhances legal reasoning abilities in other
forms. Finally, it is observed that the ablation
related to sentencing almost exclusively affects
prison term prediction. This can likely be attributed
to the fact that sentencing factors and conviction
factors are orthogonal in most cases.

Moreover, we find that ADAPT→Refine results
in a significant performance decline. This is be-
cause the top-k candidates provided by the domain
model (i.e., BERT) during inference often do not
include the ground truth labels, thus the LLM can
only select relatively close labels in such cases. We
think that the fine-tuned LLMs are inherently capa-
ble of generating high-quality candidates and don’t
require assistance from smaller external models.

4.7 Effect of Training Epochs

Instruction tuning has been observed to lead to per-
formance degradation with an increasing number of
training epochs. However, previous studies demon-
strate that it often requires many epochs (e.g., 20
epochs) for model performance to coverage in LJP
tasks. We investigate the effects of training epochs
for the ADAPT framework in this section. The
results, presented in Figure 3, reveal that:

(1) In the predictions of charges and law articles,
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Figure 4: Performance in different charge subgroups of various methods. Intervals of larger numbers (e.g., 75%-
100%) indicate greater difficulty of the corresponding subgroup.

metrics gradually increase with the number of train-
ing epochs and stabilize after reaching a peak at a
certain epoch. This indicates that the model can
continuously learn effective features from the data
even after the initial complete iteration.

(2) The metric curves for different sub-tasks ex-
hibit notable distinctions. Unlike the other two
tasks, most of the metrics for prison term predic-
tion show a marked decline after the third epoch.
This divergence highlights the inherent difficulty
in predicting prison terms. Judicial discretion in
sentencing can span multiple pre-defined intervals,
thereby increasing the risk of the model overfitting
when learning from repeated samples.

(3) In multi-label classification tasks (i.e., charge
and law article prediction), the model consistently
exhibits higher performance in the Macro-Recall
compared to the other three metrics. This indicates
that the fine-tuned language model tends to iden-
tify more possible positive candidates. We believe
this also suggests the potential for further refining
results in our proposed reasoning framework.

4.8 Performance on Different Difficulty

Exploring performance across different charges
can help us better understand the detailed improve-
ments achieved by our method. We first calcu-
late the F1 scores of the finetuned BERT model
for each charge in the CAIL2018 dataset and rank
these charges from highest to lowest. For clearer
visualization, we categorize the ranked charges into
four sets and then evaluate the macro-F1 scores of
all finetuned models on the charge prediction task.
Generally, the charges in the higher quartiles (e.g.,
75%-100%) exhibit greater prediction difficulty, as
evidenced by the poor performance of mainstream
"Text-to-Label" style models on these charges. The
experimental results are shown in Figure 4, from
which we can observe the following findings:

(1) Our ADAPT framework achieves a more sig-

nificant improvement on difficult sets. Specifically,
in the 75%-100% interval, ADAPT achieves rela-
tive improvements of 15.1% and 16.7% compared
to mT5 and Vanilla-SFT, respectively. Conversely,
in the 0%-25% interval, the relative improvements
are merely 6.5% and 1.4%. This suggests that our
discriminative reasoning approach effectively de-
lineates subtle differences between various charges,
thereby significantly enhancing prediction accuracy
for more confusing charges.

(2) The marginal benefits of employing simple
instruction fine-tuning on larger models are limited.
We can observe that despite Vanilla-SFT leveraging
a language model with 7B parameters, its improve-
ments over mT5 are not substantial. Notably, in
cases involving more difficult charges, Vanilla-SFT
is even likely to demonstrate a slight decline in per-
formance. This finding highlights the importance
of identifying an appropriate reasoning pattern to
enhance the effectiveness of large language models
in legal judgment prediction.

5 Conclusion

In this paper, we presented a novel framework to
enable discriminative reasoning in LLMs for le-
gal judgment prediction. Our ADAPT framework
effectively distinguishes confusing charges by de-
termining the degree of alignment between each
candidate charge and the criminal facts before the
final prediction. Furthermore, we utilize multi-task
instruction tuning on synthetic data to enhance the
language model’s comprehension of this reasoning
pattern. Extensive experiments demonstrate the
effectiveness of our approach, particularly its ro-
bustness in handling confusing charges. We believe
that our work will improve the integration of LLMs
in legal judgment prediction and contribute to the
community’s understanding of reasoning patterns
in specific tasks.
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Limitations

Despite the promising results that have been
demonstrated in our framework, several limitations
must be acknowledged:

Cost of Synthesized Data. Our method requires
the synthesis of reasoning trajectories from exist-
ing judgment data to facilitate fine-tuning, poten-
tially leading to increased computational expenses
or API costs. Fortunately, the cost of utilizing
large language models is rapidly decreasing. For
instance, recent inference services such as Qwen
and DeepSeek require less than $0.0001 per 1,000
tokens. Therefore, we believe that generating rea-
soning data at this scale is entirely acceptable.

Limited Scope of Open Datasets. Our frame-
work demonstrates strong generalization capabili-
ties for the case types it was trained on. However,
the most diverse dataset we employed, CAIL2018,
encompasses fewer than 200 distinct charges, po-
tentially limiting its applicability in all real-world
scenarios. Consequently, we recommend further
synthesizing more comprehensive reasoning trajec-
tories using public or private domain data to meet
the specific needs of real-world applications.

Potential Dataset Leakage Risks. Although the
large language models utilized in our experiments
are open-source, the datasets employed during their
training are not entirely transparent, potentially pos-
ing risks of data leakage. Our solution is to evalu-
ate various methods on the same foundation model
to ensure fair comparisons. The relative improve-
ments in various settings can prove our advantage.

Ethical Discussion

Privacy and Data Security. Legal data often in-
cludes sensitive and confidential information about
individuals and entities. Mishandling this data
can lead to serious privacy breaches. The two
datasets adopted in our experiments are robustly
anonymized to protect this information.

Potential Bias in Training Data. Large language
models may learn bias from judgments in the train-
ing set. In a real-world case, the final judgment can
be affected by some factors like social comments,
the judge’s style, etc. We need to test and identify
possible biases before application.

Legal and Ethical Compliance. Adhering to ex-
isting legal and ethical standards is essential when

deploying LLMs for legal judgment prediction. We
advise users to critically evaluate the model’s pre-
dictions and make independent decisions about
their adoption, rather than uncritically accepting
the machine’s reasoning.
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Task 1: Ask
Please use legal theory to analyze the defendant {{defendant}} 
in the above case in terms of the subject of the behavior, 
criminal behavior and results, object of the behavior, and 
subjective.

Task 2: Discriminate
First, you need to give a set of possible charges the defendant 
{{defendant}} would be accused of. Then, you need to 
carefully distinguish the differences among these charges and 
conclude that the most appropriate charges.

Task 3: Article
Please list the specific content of the legal provisions 
applicable to the defendant {{defendant}} in the above cases, 
and explain the reasons for applying these law articles.

Task 4: Sentencing
Please analyze all the possible sentencing factors of the 
defendant {{defendant}} in the above case.

Task 5: Predict_all
Please predict the charges, applicable law articles, and prison 
term using the ADAPT framework.

Figure 5: Prompt for each task of our multi-task instruc-
tion tuning.

Appendix

A Prompts

In this section, we provide prompts for multi-task
instruction tuning and synthesizing data, respec-
tively. The text in pink denotes the input informa-
tion.

### System Prompt:
You are a helpful assistant.

### Context:
{{fact description}}

### User Instruction:
Please answer the following four questions about the defendant 
{{defendant}}:
Q1. Subject of behavior: Please infer and describe whether 
the defendant has a special professional identity, such as being 
a manager of a company, a public official, etc. If there is no 
special professional identity, you should also make it clear that 
the person did not mention a special professional identity.
Q2. Criminal Behavior and results: Please summarize the 
specific behavior of the defendant that constitutes the crime 
and the results caused.
Q3. Object of behavior: Please infer and describe the object 
of the criminal behavior, which can be the rights and interests 
of the state, society, collective or individual. If it is an 
individual, you need to describe the specific characteristics of 
the person violated and the specific rights violated. For 
example, the object of the crime of trafficking in women and 
children must be a woman or a child. Different crimes violate 
different objects of behavior. For example, the crime of theft 
violates property ownership, and the crime of intentional 
injury violates personal rights.
Q4. Subjective: Please infer and describe the psychological 
state of the criminal when committing the crime, mainly 
including intent and negligence. Intention is divided into direct 
intent (hoping for the result to happen) and indirect intent 
(letting the result happen). Negligence is divided into negligent 
negligence (failure to foresee the consequences due to 
negligence) and overconfident negligence (foreseen the 
consequences but believed they could be avoided).

Output Format:
1. Subject of behavior: [The answer of Q1]
2. Criminal Behavior and results: [The answer of Q2]
3. Object of behavior: [The answer of Q3]
4. Subjective: [The answer of Q4]

Figure 6: Prompt for synthesizing the trajectory of the
step Ask.

### System Prompt:
You are a helpful assistant.

### Context:
{{fact description}}
{{related law articles and legal provisions}}

### User Instruction:
First, you need to analyze if the defendant {{defendant}} 
would be accused of each charges in {{all possible charges}} 
based on the above law articles and legal provisions. Then, you 
need to carefully distinguish the differences among these 
charges and conclude that the most appropriate charges to be 
accused are {{charge labels}}

Figure 7: Prompt for synthesizing the trajectory of the
step Discriminate.
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### System Prompt:
You are a helpful assistant.

### Context:
{{fact description}}
{{related law articles and legal provisions}}

### User Instruction:
Please analyze why the defendant {{defendant}} can be 
accused by using the law article {{law article number}}.

Figure 8: Prompt for synthesizing the trajectory of the
task Article.

### System Prompt:
You are a helpful assistant.

### Context:
{{fact description}}
{{collected legal provisions about sentencing}}
{{charge labels}}

### User Instruction:
Please analyze the sentencing factors can be applied to the 
defendant {{defendant}} according to the above information.

Figure 9: Prompt for synthesizing the trajectory of the
task Sentencing.
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