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Abstract

This paper introduces the Chinese Essay
Argument Mining Corpus (CEAMC), a man-
ually annotated dataset designed for argument
component classification on multiple levels
of granularity. Existing argument component
types in education remain simplistic and iso-
lated, failing to encapsulate the complete argu-
ment information. Originating from authentic
examination settings, CEAMC categorizes ar-
gument components into 4 coarse-grained and
10 fine-grained delineations, surpassing previ-
ous simple representations to capture the sub-
tle nuances of argumentation in the real world,
thus meeting the needs of complex and diverse
argumentative scenarios. Our contributions in-
clude the development of CEAMC, the estab-
lishment of baselines for further research, and
a thorough exploration of the performance of
Large Language Models (LLMs) on CEAMC.
The results indicate that our CEAMC can serve
as a challenging benchmark for the develop-
ment of argument analysis in education. !

1 Introduction

Argument mining (AM) aims to automatically iden-
tify and extract the structure of inference and rea-
soning expressed as arguments presented in natural
language (Lippi and Torroni, 2016). Due to its sig-
nificance, it has been widely incorporated into vari-
ous natural language processing (NLP) tasks, such
as argument evaluation (Ruiz-Dolz et al., 2023),
fallacy detection (Goffredo et al., 2023) and text
generation (Zhao et al., 2023; Lin et al., 2023).
With the surge in argumentative texts and ad-
vancements in NLP technology, AM has been de-
veloped in various domains, such as court decisions

*Corresponding author.
'Our code and dataset are released at https://github.
com/cubenlp/CEAMC.
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Major Claim
In my opinion, life needs a sense of ritual, but not blindly pursued.
Tk, EEHEOGUE, AR FGR.

Life needs a sense of ritual because it can counter mediocrity.
AR DGR, BA DU T AR
Quotation

The ground is all sixpence, there is always someone to look up to see the moon.
AR AT, A MRS

- _J

Life needs to be down-to-carth, but if you always keep your head down to earn that tiny “sixpence”, and
forget to look up to appreciate the bright “moon”, just in the mediocrity of the numbness of the self, to
become a zombie, what is the meaning of life?
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Of course, one cannot blindly chase a sense of ritual in life. After all, a sense of ritual is merely a
perception of life, a way of living.
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Fact
Regrettably, in today’s society, many have fallen into the trap of exaggerating their sense of ritual to
fulfill short-lived material satisfactions and the envy of others, leading to chaos in their personal lives. In
pursuit of luxury, they spare no expense, ultimately trading for nothing but emptiness and stress.
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Restated Claim

Life needs a sense of ritual, but can not blindly pursue, the continuous pursuit and progress, lively and
vivid, this is life.
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Figure 1: An excerpt from an argumentative essay in
CEAMC.

(Teng and Chao, 2021; Habernal et al., 2023), po-
litical debates (Menini et al., 2018; Goffredo et al.,
2023), scientific literature (Si et al., 2022; Liu et al.,
2023a), social web (Habernal and Gurevych, 2017;
Gupta et al., 2021), and online comments (Park and
Cardie, 2018; Scheibenzuber et al., 2023). These
efforts have introduced various annotation schemes
and datasets in conjunction with domain specificity,
significantly advancing argumentation research.
However, existing datasets struggle to fulfill the
needs for argument analysis in education. Primar-
ily, current research either focuses on high-quality
argument scenarios, such as legal texts (Habernal
et al., 2023), and peer reviews (Purkayastha et al.,
2023), where the argumentative texts are logically
rigorous, highly professional, and persuasive. Al-
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ternatively, it targets online scenarios like social
media (Lin et al., 2023) and online writing (Song
et al., 2021), where argumentative texts tend to be
more fragmented and colloquial. These corpora
exhibit significant differences in argument qual-
ity, textual traits, and writing styles compared to
argumentative essays in educational settings, ne-
cessitating datasets that can reflect the unique com-
plexity and nature of educational writing. Fur-
thermore, there remains a considerable discrep-
ancy between the argument studies conducted by
NLP researchers and the analysis of argumenta-
tive essays by teachers. Computational approaches
typically simplify arguments into generic major
claims, claims and premises (Stab and Gurevych,
2017; Wambsganss and Niklaus, 2022), which fall
short of reflecting the realities of educational argu-
mentation. In fact, argumentative essays in educa-
tion usually encompass a rich variety of argument
types, which is crucial for gaining insight into ar-
gument structures and support strategies. Lastly,
the scarcity and limited diversity of Chinese argu-
ment mining datasets have somewhat constrained

advancements in this field.
To address the shortcomings of existing research,

we introduce the Chinese Essay Argument Mining
Corpus (CEAMC). The corpus is derived from au-
thentic high school examination scenarios, and as
illustrated in Figure 1, each argumentative essay
undergoes meticulous annotation. The CEAMC
addresses key limitations in prior work: firstly, it
bridges the gap between current corpora in fulfill-
ing the needs of argument analysis in education.
Considering the pivotal role of argumentation in
K12 education, we have curated a corpus of argu-
mentative essays from high school examination sce-
narios, covering a variety of topics, qualities, and
rich argumentative information, which adequately
reflects the complexity and uniqueness of educa-
tional argumentation scenarios, and can provide a
more reliable basis for argumentation assessment
and instruction. Secondly, it overcomes the issue
of simplified argument types prevalent in previous
studies. By deeply integrating argument mining
research with educational practice, it provides 4
coarse-grained and 10 fine-grained argument com-
ponent types, which can adeptly capture the nu-
ances of real-world argument texts and facilitate
in-depth and comprehensive analysis. Lastly, by
providing a diverse dataset and comprehensive ex-
perimental analyses for Chinese argument mining,
CEAMC stimulates progress in this area.

Our contributions are summarised as follows:

* We develop CEAMC, the currently most com-
prehensive Chinese dataset for evidence-based
argument mining, including detailed annota-
tions of arguments based on student argumen-
tative essays, which not only provides a valu-
able data resource for AM but also facilitates
the advancement of intelligent education.

* We conduct extensive experiments on
CEAMC, comparing the performance of
current mainstream methods, benchmarking
argument component classification task
against our dataset, and providing a reference
point for future research.

* To further explore the domain adaptation
of LLMs on CEAMC, we test a range of
LLMs under various methods including Super-
vised Fine-Tuning (SFT), In-context Learning
(ICL), and Chain of Thought (CoT), show-
ing that the proposed dataset can serve as a
challenging benchmark for the development
of argument analysis in education.

2 Related Work
2.1 Argument Mining

Most argument mining studies (Fergadis et al.,
2021; Wambsganss and Niklaus, 2022; Jundi et al.,
2023) have focused on identifying fundamental ar-
gument components and relations, namely the three
components of major claim, claim and premise, as
well as the two relations of support and attack. Sev-
eral studies have extended argument component
typologies based on sentence functions. For ex-
ample, Kennard et al. (2022) focused on review
and rebuttal texts and presented the various sen-
tence types such as request, social and structuring
for a more exhaustive understanding. Additionally,
research in different domains have further classi-
fied argument component types based on evidence
attributes, such as news, expert, and blog in so-
cial media (Addawood and Bashir, 2016); policy,
value, and testimony in online comments (Nicu-
lae et al., 2017); and case, expert, and research
in English Wikipedia (Guo et al., 2023). In the
realm of argument relations, additional types have
been adopted from Rhetorical Structure Theory
(Mann and Thompson, 1988), such as detail, se-
quence (Kirschner et al., 2015), semantically same
(Lauscher et al., 2018), by-means, info-required
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and info-optional (Accuosto et al., 2021), which
hold significant value in scientific literature. Fur-
thermore, some studies have explored argumenta-
tion from other perspectives. For example, Abbott
et al. (2016) structured social media conversations
into a novel SQL data schema; Skitalinskaya et al.
(2021) assessed the quality of claim in online dis-
cussions; and Dumani et al. (2021) analyzed policy
documents related to German education using ar-
gument graphs.

These endeavors have enriched argument
schemes and facilitated a holistic comprehension
of argument structures. However, they primarily
focus on high-quality argument domains or online
scenarios, where the corpora differ significantly in
professionalism, argument traits, and writing style
compared to the educational domain, as well as the
domain-specific of the schemes, making it difficult
to directly apply to educational argumentation.

The corpus proposed by Stab and Gurevych
(2014, 2017) marked the first attempt of compu-
tational argumentation in the field of education.
The argumentative essays in this corpus, sourced
from an online forum, contain the basic three com-
ponents and two relations. Building on this, Ke
et al. (2018) randomly selected 102 essays from the
corpus to annotate argument attributes for assess-
ing persuasiveness. Subsequently, Ke et al. (2019)
developed a set of more refined scoring criteria
and expanded their research based on the Interna-
tional Corpus of Learner English (ICLE) (Granger
et al., 2009), which primarily consists of essays
on various subjects written by university students
with diverse native language backgrounds. Addi-
tionally, Song et al. (2021) defined five sentence
functions (i.e., introduction, thesis, main idea, evi-
dence, elaboration, and conclusion) to evaluate the
organization of essays; Alhindi and Ghosh (2021)
concentrated on identifying arguments from essays
written by middle school students. More recently,
Wambsganss and Niklaus (2022) collected German
business pitches from university lectures to assess
the persuasiveness; Schaller et al. (2024) evaluated
German secondary school students’ essays from
the aspects of argument, topic, and quality.

These efforts have advanced argumentation re-
search in education. However, they all focus solely
on the most basic argument component types and
fall far short of covering the complexity and variety
of arguments in real educational scenarios, limiting
their further development.

2.2 LLMs in Argument Mining

Recently, LLMs such as ChatGPT? have demon-
strated their capabilities in various NLP tasks. In
the realm of argument mining, researchers have
explored the power of LLMs in stance detection
(Zhao et al., 2023) and financial argument relation
recognition (Otiefy and Alhamzeh, 2024). Further-
more, Chen et al. (2023) systematically evaluated
the performance of LLMs in multiple computa-
tional argumentation tasks in zero-shot and few-
shot settings. Mirzakhmedova et al. (2024) focused
on the potential of LLMs as proxies for argument
quality annotators. Currently, research on LLMs
in argument mining is still in its nascent stage, and
to our knowledge, there has not been a systematic
exploration of LLMs in Chinese argument mining.

3 Corpus Construction

This section delineates the process of collection
and annotation for the Chinese Essay Argument
Mining Corpus (CEAMC), designed for extensive
argument mining research.

3.1 Data Collection

For the construction of CEAMC, we collect 226
argumentative essays from high school examina-
tion scenarios. These essays range from 557 to
1,101 tokens with an average of approximately
829.82 tokens, where the writing requirement is
no less than 800 words. Figure 2 depicts the dis-
tribution of score ranges for the selected essays,
where the scores represent the comprehensive eval-
uations awarded by educators. For further details
on scoring ranges and writing topics, please refer
to Appendices A.1 and A.2.

We specifically choose persuasive essays from
high school exams for their significance in argu-
ment mining research. On the one hand, these
essays from authentic educational settings encap-
sulate rich argumentative information, offering a
unique perspective for insightful exploration of ar-
gument strategies and structures. On the other hand,
argumentative essays within an examination con-
text can reflect the actual state of students’ argu-
mentative writing skills to a certain extent, serving
as a vital resource for assessing and enhancing
students’ argumentation abilities. Lastly, as high
school is a pivotal period for students to learn ar-
gumentative writing and develop critical thinking

2https ://openai.com/blog/chatgpt
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Figure 2: Distribution of score ranges in CEAMC. The
internal numbers represent the number of essays in each
score range, totalling 226.

(Hess and McShane, 2014), filling this data gap
will aid in the progress of intelligent education.

3.2 Annotation Scheme

The classic Toulmin model of argument (Toulmin,
2003) revolves around three key elements: a claim
to be argued for; data that provide supportive evi-
dence (empirical or experiential) for the claim; and
a warrant that explains how the data support the
claim. Based on this framework, we define three
major categories of argument components: Asser-
tion, Evidence, and Elaboration. Additionally, in
line with most studies, we introduce an Others cat-
egory to denote non-argument components.
Regarding argument relations, Stab and
Gurevych (2017) attempted to distinguish them
into support or attack, with the latter being in
lesser quantity. Additionally, Wambsganss and
Niklaus (2022) did not find any attack relation in
business pitches; Song et al. (2021) did not mark
the relations in Chinese argumentative essays,
implying subtly that there exists a support relation
between evidence and claim. Considering that
in the context of argumentative essay writing,
students seldom attack their own viewpoints
in order to enhance the persuasiveness of their
arguments, it can be assumed that the relations are
generally support. Therefore, we have not anno-
tated argument relations, leaving the possibility of
additional relation types for future exploration.
Additionally, following previous studies (Song
et al., 2021; Kennard et al., 2022; Guo et al., 2023),
we annotate at the sentence level, not only to avoid

the propagation of argument detection errors, but
also because of high likelihood of aligning argu-
ment units with sentence boundaries.

In CEAMC, we define 4 coarse and 10 fine-
grained argument component types, as follows:

Assertion Assertions are further subdivided into
major claim, claim and restated claim. The first
two types draw upon previous research on student
essays (Stab and Gurevych, 2017; Wambsganss and
Niklaus, 2022), whereas the last type is a common
practice in Chinese argumentative essay writing.

* Major Claim. The theme or thesis of an article,
i.e., the most significant point that the author
aims to convey and argue.

* Claim. Supporting ideas or subsidiary claims
articulated around the major claim.

* Restated Claim. A restatement or rephrasing
of an already stated Major Claim or Claim,
for the purpose of emphasis or clarification.

Evidence To thoroughly understand the sources
and attributes of evidence, aiding in the evaluation
of argument quality, we further categorize evidence
into five types based on Guo et al. (2023): fact,
anecdote, quotation, proverb, and axiom.

* Fact. Specific cases, generalized facts, and
reliable historical events, etc.

* Anecdote. Experiences from oneself or from
friends and family.

* Quotation. Citing others’ writings, research,
ideas or theories.

* Proverb. Sentences or phrases that are widely
circulated among the populace, carrying edu-
cational value or reflecting social experience.

* Axiom. Recognized common sense or scien-
tific axioms or laws.

Elaboration Elaboration includes the further
presentation, explanation, or analysis of assertions
or evidence.

Others Others refers to non-argument compo-
nents within argumentative essays. Sentences that
do not directly engage in the argumentation pro-
cess but serve auxiliary functions like transitions
or linkages are classified as Others.

For a detailed overview of argument component
types and samples, please refer to Appendix A.3.
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3.3 Annotation Process

Our annotation team consists of expert reviewers
and students from the fields of linguistics and edu-
cation, all of whom received training prior to com-
mencing the annotation work. The dataset was
divided into three groups for efficient and consis-
tent annotation. The entire annotation process took
three months and included detailed annotation of
sentence types (i.e., argument components), with a
total of 226 essays. Each essay was independently
annotated by two annotators, with domain experts
responsible for resolving any disagreements be-
tween them. For a detailed overview of the annota-
tion process, please refer to Appendix A.4.

3.4 Inner Annotator Agreements

To evaluate the reliability of the argument com-
ponent annotations, we follow the approach of
Kennard et al. (2022) and Cheng et al. (2022), us-
ing Cohen’s kappa to compute the Inter-Annotator
Agreement (IAA). A total of 4,726 sentences are
labeled and the average Cohen’s kappa is 75.62%
between the three groups of annotators, which is
a reasonable and relatively high agreement con-
sidering the annotation complexity (Cheng et al.,
2022; Kennard et al., 2022). Further details on IAA
calculation can be found in Appendix A.5.

Coarse

Fine-grained ‘ Counts ‘ AvgTok. ‘ % of Total

Assertion (1,013) Major Claim 232 36.69 4.91%
Claim 583 | 3239 12.34%
Restated Claim 198 32.05 4.19%
Evidence (1,124) | Fact 882 | 5237 18.66%
Anecdote 20 49.65 0.42%
Quotation 205 3691 4.34%
Proverb 9 30.89 0.19%
Axiom 8| 47.00 0.17%
Elaboration (2,535) | - | 2535| 3842 53.64%
Others (54) | - | 54 1913 | 1.14%
Total | - | 4726 | 39.69 | 100.00%

Table 1: Distribution and average tokens of annotated
argument types. Counts and AvgTok. denote the fre-
quency and average token of each type, respectively.

3.5 Data Statistics and Analysis

The final corpus consists of 226 Chinese argumen-
tative essays containing 4,726 sentences, and the
distribution of argument types is shown in Table
1. Elaboration is the most frequent argument type
(with 2,535 instances), consistent with the typi-
cal requirements of argumentative essay writing,
where extensive elaboration is often used to clarify

the viewpoint or the evidence supporting their argu-
ment. In stark contrast, the evidence subcategories,
especially proverb and axiom, account for fewer
than 10 instances each, indicating a relative scarcity
of argumentative resources among students.

Furthermore, Table 2 illustrates the comparison
between CEAMC and argumentation datasets from
other domains and sources. It is evident that, ex-
cluding Wikipedia articles, the context of CEAMC
(i.e., AvgTok.) is significantly longer compared to
existing datasets, especially when contrasted with
similar argumentative essay corpora. Although
CEAMC contains fewer essays than some online
corpora, its richness in sentences and longer tex-
tual content partially compensates for the lower
quantity. Additionally, collecting a large amount
of high-quality data in real-life scenarios poses sig-
nificant challenges.

4 Experiments

Having constructed CEAMC, we conduct an empir-
ical study to benchmark the performances of some
existing methods on the task of argument compo-
nent classification against our dataset. To address
this task, we split our data as summarized in Table
3, a total of 226 labelled argumentative essays are
split by roughly 8:1:1. To avoid excessive variance,
we manually adjust the randomized splits to ensure
diversity balance of data.

4.1 Task

Argument component classification aims to identify
argument units and determine their argument types.
As described in Section 3.2, our data is annotated
at the sentence level, so we formulate the argument
component classification task as a sentence-level
classification problem, aimed at recognising fine-
grained argument types in argumentative essays.

4.2 Experiment Setup

As shown in Table 3, argument component types
are highly imbalanced. Hence, The task is a 10-way
classification with imbalanced data, each sentence
consisting one single category label. In line with
Liu et al. (2023b), we employ F} score for each ar-
gument component category and their Macro-F to
measure the performance. Additionally, consider-
ing the significant imbalance of CEAMC, we also
report the Micro-F results.

Supervised Fine-Tuning (SFT) We experiment
on three well-established pretrained language mod-
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Dataset ‘ Lg. ‘ Domain ‘ Doc. ‘ Sent. ‘ AvgSent. ‘ AvgTok.
Niculae et al. (2017) En | Online Forum (comment) 731 3,800 5.20 120.38
Fergadis et al. (2021) En | Scientific Literature (abstract) 1,000 | 12,374 12.37 263.25
Cheng et al. (2022) En | English Wikipedia (article) 1,010 | 69,666 68.98 | 1451.95
Stab and Gurevych (2014) En | Online Forum (essay)* 90 1,673 18.59 387.97
Stab and Gurevych (2017) En | Online Forum (essay)* 402 | 7,116 17.70 366.35
Ke et al. (2018) En | Online Forum (essay)* 102 1,462 14.33 240.37
Song et al. (2021) Zh | Online Forum (essay)* 1,220 | 32,433 26.58 558.27
Wambsganss and Niklaus (2022) | De | University Lecture (business pitch)*| 200 | 3,207 16.04 309.82
CEAMC Zh | High School Examination (essay)*| 226 | 4,726 20.91 829.82

Table 2: Comparison between CEAMC and other datasets, the upper section represents data from online platforms,

while the lower section indicates data from physical real-world scenarios. *

denotes the educational domain corpus.

Lg. denotes language: En for English, Zh for Chinese, and De for German. Doc. and Sent. denote the total number
of documents and sentences. AvgSent. and AvgTok. denote the average sentences and tokens of each essay.

Fine-grained | Train Num (Prec.) ‘ Dev Num (Prec.) ‘ Test Num (Prec.)

Major Claim 184 (4.92%) 25 (4.98%) 23 (4.78%)
Claim 460 (12.29%) 64 (12.75%) 59 (12.27%)
Restated Claim 157 (4.19%) 18 (3.59%) 23 (4.78%)
Fact 728 (19.45%) 66 (13.15%) 88 (18.30%)
Anecdote 14 (0.37%) 4(0.80%) 2 (0.42%)
Quotation 152 (4.06%) 29 (5.78%) 24 (4.99%)
Proverb 7 (0.19%) 1(0.20%) 1(0.21%)
Axiom 6 (0.16%) 1(0.20%) 1(0.21%)
Elaboration | 2,000 (5343%) | 284(56.57%) | 251 (52.18%)
Others | 350094%) | 10(1.99%) |  9(1.87%)

Table 3: Data split statistics for benchmark testing.
Train/Dev/Test Num (Perc.) denotes the count and per-
centage of each type in the train/dev/test set.

els (PLMs): BERT (Kenton and Toutanova, 2019),
RoBERTa (Liu et al., 2019), and Longformer (Belt-
agy et al.,, 2020). Specifically, we implement
BERT-Base-Chinese, which is pre-trained on Chi-
nese corpora and captures rich semantic and syn-
tactic information. As for RoBERTa, we use
Chinese-RoBERTa-wwm-ext (Cui et al., 2021), a
Chinese pre-trained BERT with whole word mask-
ing. Given the lengthy context of CEAMC, we
employ Longformer due to its ability to capture
contextual information from long input texts.
Given the recent unparalleled achievements of
autoregressive LLMs in various NLP tasks, we eval-
uate the performance of several open-source Chi-
nese LLMs on CEAMC using SFT with the LoRA
technique (Hu et al., 2021). Specifically, we utilize
Baichuan2-7B (Yang et al., 2023), ChatGLM3-6B
(Duetal., 2022), and Qwenl.5-7B (Bai et al., 2023).
We conduct experiments using the recommended
hyperparameter settings for all LLMs.

In-Context Learning (ICL) We introduce two
direct prompting methods: Zero-shot Prompting, a
direct prompting method with minimal instructions

and Few-shot Learning (Brown et al., 2020), which
adds a few correctly categorized samples to the
prompt (see Appendix B.1 for complete prompts).
We directly call the closed-source APIs of each
model, including OpenAI’s ChatGPT? (i.e., GPT-
3.5-turbo and GPT-4-turbo), qwen-turbo’, glm-3-
turbo*, and Baichuan2-Turbo® for comparison. The
reason for choosing closed-source models of Chi-
nese LLMs is their markedly superior foundational
performance compared to the corresponding open-
source models, thereby enabling a more precise
investigation into the boundaries of Chinese LLMs
on CEAMC, as well as facilitating a more in-depth
comparison with GPT. Only the test set is used, and
we run 3 times and report the average results.

Chain of Thought (CoT) We use the CoT
prompting strategy to generate intermediate rea-
soning steps (Wei et al., 2022), aiming to explore
the capabilities of LLMs in simulating the human
process of step-by-step argument analysis (see Ap-
pendix B.2 for complete prompt). The models and
settings used here are consistent with those in ICL.

4.3 Implementation Details

For PLMs, we adopt AdamW optimizer
(Loshchilov and Hutter, 2017) with the learning
rate of 2e ~° to update the model parameters, and
set batch size to 8. For open-source LLMs, we
employ LoRA with the LoRA rank of 8 and the
dropout rate of 0.1 across all training sessions.
Training configurations include the learning rate
of 5¢=® and the batch size of 2. In addition,
we implement a Cosine learning rate scheduler

3https ://github.com/QwenLM/Qwen
*https://github.com/THUDM/ChatGLM3
5https: //github.com/baichuan-inc/Baichuan?2
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Assertion Evidence . .
Model Major Claim | Claim | Restated Claim | Fact | Anecdote | Quotation | Proverb | Axiom Elaboration | Others | Macro-Fy | Micro-Fy
BERT 44.44 36.19 48.89 71.90 0.00 74.42 0.00 0.00 78.23 36.36 39.04 69.02
RoBERTa 41.03 49.48 29.41 85.23 0.00 75.56 0.00 0.00 81.65 36.36 39.87 74.43
Longformer 37.50 32.38 27.78 50.00 0.00 52.63 0.00 0.00 71.11 0.00 27.14 59.04
Baichuan2-7B 44.90 5243 55.00 85.26 0.00 78.05 66.67 0.00 80.93 31.58 49.48 74.43
ChatGLM3-6B 50.00 52.63 44.44 73.74 0.00 68.18 0.00 0.00 77.01 0.00 36.60 69.23
Qwenl.5-7B 51.06 55.46 52.00 83.06 100.00 79.07 66.67 0.00 81.07 61.54 62.99 74.64

Table 4: Performance of various models on the fine-grained argument component classification task in SFT setting.
Displayed are the Fj scores (%) of each type, with the best results in bold and the second best results underlined.

. Assertion Evidence . .
Model Setting } Major Claim | Claim | Restated Claim | Fact | Anecdote | Quotation | Proverb | Axiom } Elaboration | Others | Macro-Fy | Micro-Fy
Baichuan2-turbo | 0-shot 31.75 15.58 2222 61.87 23.53 76.60 50.00 2222 59.04 12.50 37.53 47.40
1-shot 45.27 27.09 42.53 59.90 15.00 68.19 34.52 35.56 71.98 11.11 41.11 60.22
2-shot 28.72 28.92 46.90 63.02 0.00 74.88 57.78 33.33 75.40 21.01 43.00 63.34
3-shot 34.29 31.78 49.28 65.69 0.00 75.00 66.67 0.00 76.40 36.36 43.65 63.90
Glm-3-turbo 0-shot 12.95 27.66 38.10 54.55 28.57 61.54 40.00 20.00 46.77 22.22 35.24 40.12
1-shot 39.95 27.96 28.22 68.22 24.34 64.18 11.11 26.30 71.59 11.85 37.37 60.43
2-shot 472 | 1775 10.56 63.91 | 1LI1 6639 | 5556 | 4444 | 7479 | 2090 | 4091 62.44
3-shot 31.75 18.82 14.81 60.87 0.00 71.79 50.00 0.00 72.54 3333 35.39 60.91
Qwen-turbo 0-shot 30.43 24.32 25.32 60.81 36.36 62.22 25.00 11.11 24.85 0.00 30.04 32.22
1-shot 29.66 28.46 28.45 61.47 3.70 59.97 38.33 21.30 40.69 0.00 31.20 39.71
2-shot 2347 30.69 31.90 56.32 6.84 62.14 37.78 45.08 44.39 9.52 34.81 40.91
3-shot 16.67 29.07 2791 47.62 10.53 46.51 40.00 25.00 50.71 0.00 29.40 40.33
GPT-3.5-turbo 0-shot 13.16 23.26 13.56 58.38 0.00 61.11 2222 0.00 31.52 0.00 22.37 32.22
1-shot 2223 16.93 7.41 50.07 0.00 55.01 32.38 0.00 67.61 0.00 25.16 53.57
2-shot 11.29 20.01 18.97 50.78 16.92 55.56 26.80 0.00 65.52 20.00 28.59 51.49
3-shot 8.51 24.72 19.35 43.75 25.00 54.05 28.57 0.00 68.01 00.00 27.20 53.85
GPT-4-turbo 0-shot 38.10 40.38 51.43 56.93 15.38 80.95 3333 0.00 69.31 19.35 40.52 58.00
1-shot 55.91 33.37 51.03 48.72 14.71 76.34 31.19 0.00 74.95 26.51 41.27 61.61
2-shot 5026 | 3347 47.66 5516 | 3248 | 7115 | 3889 | 000 | 7494 | 3175 | 4358 | 63.62
3-shot 4091 29.79 41.51 47.93 0.00 66.67 66.67 40.00 72.23 30.77 43.65 60.50

Table 5: Performance of various LLMs on the fine-grained argument component classification task in the ICL setting.
Displayed are the F scores (%) of each type, with the best results in bold and the second best results underlined.

without the inclusion of warm-up steps and enable
mixed precision training (fp16) to enhance training
efficiency and stability. In the ICL setting, given
that context length of LLMs and each essay is
relatively lengthy, we choose 0-shot, 1-shot, 2-shot,
and 3-shot configurations. For the same reasons,
during the training of BERT and RoBERTa models,
argumentative essays are divided into two or three
parts based on sequence length and paragraph
structure as input; while for Longformer and
LLMs, the maximum input length is set to 1200
tokens. All experiments are conducted on a single
NVIDIA RTX 3090 GPU.

4.4 Results and Analysis

4.4.1 Experiments of SFT

Table 4 displays the performance of various mod-
els on the argument component classification task
under the SFT setting. Our findings are as follows.

Firstly, it is evident that the performance of
LLMs far surpasses that of PLMs, both in overall
Macro-F} and various argument types F scores,
indicating the exceptional capability of LLMs in
recognizing argument types, especially in handling

imbalanced and low-resource data. This is at-
tributed to the rich knowledge and powerful learn-
ing ability of LLMs, and it further confirms the
scaling laws (Kaplan et al., 2020), that is, larger
models will perform better.

Secondly, within the realm of open-source
LLMs, Qwenl.5-7B demonstrates the best perfor-
mance, followed closely by Baichuan2-7B, while
ChatGLM3-6B notably falls short of its counter-
parts. This is primarily due to differences among
the models in identifying low-resource categories.
The ChatGLM3-6B model fails to recognize all
scarce-sample argument types (including Anecdote,
Proverb, Axiom, and Others), leading to its lag-
ging performance. However, Axiom type recogni-
tion remains a challenge for all models, reflecting
the difficulties of detecting low-sample data within
CEAMC. It may require additional domain knowl-
edge or data augmentation methods to enhance
model recognition of this argument type.

Finally, within the PLMs, RoBERTa performs
best, followed closely by BERT, while Longformer
lags far behind the other two. This may be due to
the excessive context throughout the text introduc-
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ing noise and negatively impacting the model’s abil-
ity to distinguish sentence types. It is noteworthy
that the RoBERTa model outperforms ChatGLM3-
6B in composite metrics, with its Micro-Fj even
comparable to that of Qwen1.5-7B, which demon-
strates the prowess of smaller models in identifying
argument types, but also reflects their limitations
in identifying low-resource categories.

Additionally, to further validate the performance
of the models on CEAMC, we conduct experiments
on the coarse-grained argument component classi-
fication task under SFT settings. Detailed results
can be found in Appendix B.3.

4.4.2 Experiments of ICL

Table 5 shows the performance of various close-
source LLMs on CEAMC under the ICL setting,
revealing the following findings.

Firstly, it is apparent that the Baichuan2-turbo
achieved the best overall results in the 3-shot set-
ting, demonstrating its outstanding capability in
Chinese argumentation. Interesting outcomes have
emerged between Chinese and English LLMs in
the identification of various argument types. For
the recognition of Major Claim, Claim, and Re-
stated Claim, GPT-4-turbo demonstrates outstand-
ing performance, showcasing its strength in captur-
ing conclusive or declarative statements. In con-
trast, for most evidence types (including Fact, Anec-
dote, Proverb, and Axiom), Elaboration, and Oth-
ers argument types, the best results are distributed
among Chinese LLMs, signifying their superiority
in understanding complex Chinese information and
discerning intricate details. These findings not only
highlight the differences between Chinese and En-
glish LLMs, but also reflect the importance of our
CEAMC in the field of Chinese argumentation.

Secondly, in the 0-shot, 1-shot, and 2-shot set-
tings, the overall performance of LLMs progres-
sively improves with the increase of prompt sam-
ples, reflecting that input examples can effectively
enhance the model’s learning in specific task. How-
ever, in the 3-shot setting, the models’ performance
does not improve significantly and may even de-
cline, suggesting that the enhancement of LLMs’
performance in the ICL setting is not unlimited,
and that excessive examples may introduce addi-
tional noise which affects the models’ ability to
recognize argument types. For the F scores across
various argument types, no clear trend emerges,
but Anecdote in Qwen-turbo, as well as Claim, Re-
stated Claim, and Quotation in GPT-4-turbo reach

optimal results with zero-shot prompting. This
seems to confirm the sensitivity and instability of
LLMs in response to prompt samples, and the ac-
quisition of high-quality samples to enhance model
performance warrants further exploration.

Finally, comparing Tables 4 and 5, it can be ob-
served that in most cases, the open-source LLMs in
the SFT setting significantly outperform the closed-
source models in the ICL setting, despite the su-
perior foundational capabilities of closed-source
models. This highlights the strength of SFT and
underscores the importance of data annotation.

Additionally, to further validate the performance
of LLMs on CEAMC, we conduct experiments on
the coarse-grained argument component classifica-
tion task under ICL settings. Detailed results can
be found in Appendix B.4.

4.4.3 Experiments of CoT

In Table 6, we report the performance of various
LLMs under the CoT setting. It is clear that the per-
formance significantly drops across most metrics
for all LLMs, indicating that the CoT method faces
considerable challenges in the task of argument
component classification. This seems to suggest
that LLMs struggle to mimic the human process
of step-by-step argument analysis. Certainly, this
is related to the generative nature of LLMs, which
often generate explanatory reasons or argument
summaries despite being explicitly instructed not
to do so, making it difficult to accurately predict
the argument type of specific sentence.

To further investigate the impact of CoT and ICL
settings, we conduct ablation experiments, the re-
sults displayed in Table 7 (note that here we only
report the overall performance, i.e., the Macro-F}
and Micro-F scores). Despite directly utilizing
prompt example to guide content output under the
CoT method, LLMs still face significant challenges
in identifying argument component types. Specifi-
cally, compared to the CoT setting, the 1-shot-CoT
method significantly enhances the performance of
LLMs. However, this improvement still falls short
of the performance seen in the 1-shot setting and,
in some cases, even inferior to the 0-shot results.
This may attribute to the nuances of the Chinese
language in CEAMC and the inherent complexity
of argumentation.
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‘ Assertion Evidence ‘ . .
Model | Major Claim | Claim | Restated Claim | Fact | Anecdote | Quotation | Proverb | Axiom | Elaboration | Others | Macro-Fy | Micro-F}
Baichuan2-turbo 31.75 15.58 2222 61.87 23.53 76.60 50.00 2222 59.04 12.50 37.53 47.40
Baichuan2-turboc,r 3.77 27.27 16.33 28.85 13.33 52.94 33.33 0.00 22.17 5.13 20.31 19.54
Glm-3-turbo 12.95 27.66 38.10 54.55 28.57 61.54 40.00 20.00 46.77 22.22 35.24 40.12
Glm-3-turboc,7 13.84 22.99 39.02 29.82 17.39 42.11 0.00 20.00 35.87 10.53 23.16 28.90
Qwen-turbo 3043 24.32 25.32 60.81 36.36 62.22 25.00 11.11 24.85 0.00 30.04 32.22
Qwen-turbocyr 6.11 22.43 19.61 2523 0.00 17.65 0.00 28.57 25.46 0.00 14.51 19.54
GPT-3.5-turbo 13.16 23.26 13.56 58.38 0.00 61.11 2222 0.00 31.52 0.00 22.37 3222
GPT-3.5-turboc,r 12.77 22.67 2593 40.00 0.00 33.33 50.00 0.00 23.56 0.00 20.83 21.00
GPT-4-turbo 38.10 40.38 5143 56.93 15.38 80.95 33.33 0.00 69.31 19.35 40.52 58.00
GPT-4-turboc,1 37.68 40.00 44.00 41.07 0.00 72.73 28.57 0.00 50.00 7.19 32.12 40.54

Table 6: Performance of various LLMs on the fine-grained argument component classification task in the CoT
setting. Displayed are the F; scores (%) of each type, with the best results in bold and the second best results

underlined.

Model ‘ Method Macro-I, | Micro-F}

Baichuan2-turbo | 0-shot 37.53 47.40
1-shot 41.11 60.22
CoT 20.31 19.54
1-shot-CoT 39.59 45.11

GIm-3-turbo 0-shot 35.24 40.12
1-shot 37.37 60.43
CoT 23.16 28.90
1-shot-CoT 35.01 46.57

Qwen-turbo 0-shot 30.04 32.22
1-shot 31.20 39.71
CoT 14.51 19.54
1-shot-CoT 28.19 38.53

GPT-3.5-turbo 0-shot 22.37 32.22
1-shot 25.16 53.57
CoT 20.83 21.00
1-shot-CoT 26.56 48.23

GPT-4-turbo 0-shot 40.52 58.00
1-shot 41.27 61.61
CoT 32.12 40.54
1-shot-CoT 38.94 59.25

Table 7: Comparison of various LLMs using ICL and
CoT methods on CEAMC, with the best results in bold
and the second best results underlined.

5 Case Study

As shown in Table 14, LLMs have accumulated
a considerable amount of common knowledge,
demonstrating basic argument analysis capabilities,
as seen in sentences #1 and #14. However, this also
seems to confirm the biases and hallucination of
LLMSs, such as in sentence #18, a famous Quota-
tion by Voltaire, which is most often misclassified
as a Proverb or Fact, attributable to the biases inher-
ent in the pre-training corpora. It is worth noting
that LLMs are unable to accurately identify the Ma-
jor Claim and Claims in the vast majority of cases,
and there are even cases where they are directly

classified as Restated Claim (sentence #3 under 0-
shot setting) and sentences with obvious celebrity
quotes are judged as Major Claim (sentence #1
under CoT setting), suggesting that there a signifi-
cant discrepancy between LLMs’ understanding of
argumentation and human interpretation.

6 Conclusion

In this paper, we introduce the Chinese Essay
Argument Mining Corpus (CEAMC), a richly an-
notated and comprehensive dataset designed to ad-
dress the limitations in current argument mining
research. Our dataset integrates argument mining
research with educational practice, encompassing 4
coarse-grained and 10 fine-grained argument types,
thereby overcoming the simplicity and monotony
of argument types in previous studies. We also
conduct several baselines with existing mainstream
methods on our dataset, and the results demonstrate
the superiority of LLMs, confirming the scaling
laws. Further analysis indicates that while LLMs
possess basic argument analysis capabilities, their
inherent biases and hallucinations limit their devel-
opmental potential, also showcasing the significant
differences between LLMs’ understanding of ar-
gumentation and human interpretation. Therefore,
how to further unleash LLMs’ argumentation skills
in education and enhance their logical reasoning
abilities remains to be explored.

Limitations

The limitations of our corpus include:

* Data Scale While our dataset already contains
a comprehensive representation of types, it re-
mains limited in size. The diversity and com-
plexity of argumentation imply that the larger
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the dataset, the more comprehensive its cov-
erage of these phenomena. Consequently, the
current size of our dataset might limit the per-
formance and generalization of models trained
on it.

* Manual Annotation Our dataset relies signif-
icantly on manual annotations by linguistic ex-
perts. Nonetheless, due to the labor-intensive
and time-consuming nature of this process,
there are inevitable limitations on the volume
of annotated data. Further, the inherent sub-
jectivity of manual annotation might lead to
potential inconsistencies and bias in the anno-
tated labels.
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A More Details of CEAMC
A.1 Essay Scoring Range

The range of scores in the dataset is from 0 to 70,
with specific grading criteria and intervals referenc-
ing the standards of the Chinese National College
Entrance Examination (Gaokao). Given that our
data originates from authentic high school exami-
nation environments, the essay scores are awarded
by experienced teachers in accordance with official
grading standards. Table 8 illustrates the specific
essay scoring range.

Coarse-grained Level \ Fine-grained Level

I-High (68-70)
I-Mid (65-67)
I-Low (63-64)

II-High (59-62)
I1-Mid (55-58)
II-Low (52-54)

ITI-High (48-51)
ITI-Mid (44-47)
III-Low (39-43)

IV-High (30-38)
TV-Mid (25-29)
IV-Low (21-24)
V-High (17-20)
V-Mid (10-16)
V-Low (0-9)

1(63-70)

11 (52-62)

101 (39-51)

IV (21-38)

V (0-20)

Table 8: Specific essay scoring range.

A.2  Writing Topics

The writing topics refer to the core issues the author
will argue or discuss, usually implied within the

writing prompts. Our dataset encompasses six top-
ics: Impact and Judgment, Tension and Relaxation
in Life, Life and Ceremony, The Value of Things,
Exploring the Unknown and Curiosity, and Ques-
tioning and Conclusion. Detailed writing prompts
for each topic are shown in Table 9.

A.3 Annotation Samples

Integrating argument mining with educational prac-
tice, we define 4 coarse and 10 fine-grained argu-
ment component types. Detailed annotation exam-
ples of these argument components can be found
in Table 10.

A.4 Detailed Annotation Process

Our annotation process was carried out by a team
composed of three undergraduates, three postgrad-
uates from linguistics and education fields, and two
expert reviewers with experience in Chinese teach-
ing. Before the actual annotation process, the team
underwent a training session and pre-annotation to
familiarize themselves with the task.

To ensure efficiency and consistency, the data
was divided into three groups for annotation. The
initial annotation was done by the undergraduate
and postgraduate students, while the expert review-
ers validated and corrected their work. This process
was aimed at maintaining the quality and consis-
tency of the annotations. Furthermore, we orga-
nized weekly online discussions to address any
common issues that arose during the annotation
process. The discussion also served as a platform
to make necessary adjustments in the annotation
process. Notably, we used the initial annotation
results, i.e., the annotations before discussion, for
calculating consistency.

The entire process spanned three months, during
which a total of 226 argumentative essays were an-
notated. This structured approach ensured a stream-
lined annotation process, resulting in a richly anno-
tated corpus that can facilitate subsequent language
model training and research.

A.5 TAA Calculation

Our annotation team was divided into three groups,
and Table 11 shows the IAA scores of different
annotation groups and the average result.
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Topic

| Writing Prompt

Impact and Judgment

When recognizing things, our judgments are often influenced by certain
factors, such as blind faith in the ancients, authority and books, or following
the opinions of the majority. Common expressions like "since ancient times",
"famous experts say", "as the book says", and "most people think" reflect
these influences. Reflect on such phrases, extend your thinking, enrich your
reasoning, select an appropriate angle, and write an essay of no less than 800

words with a self-devised title.

Tension and Relaxation in Life

Some say that life needs to be tense; others say that life needs to be relaxed.
‘What do you think about this? Please write an essay to share your views.
Requirements: 1. Come up with your own title; 2. The essay should be no
less than 800 words.

Life and Ceremony

Some people say that life needs a sense of ceremony as it can help us fight
against mediocrity, remember the past, and value the present. Others argue
that true living is not found in ceremonial acts and that the pursuit of a sense
of ceremony often leads to a trap of emptiness.

What is your view on this? Please come up with your own title and write an
essay of no less than 800 words.

The Value of Things

Some people say that it is only after the settling of time that the value of
things can be recognized by people; others believe this is not necessarily the
case. What do you think?

Requirements: 1. Create your own title; 2. The essay should be no less than
800 words.

Exploring the Unknown and Curiosity

Does a person willingly explore the unknown world solely out of curiosity?
Please write an essay discussing your understanding and thoughts on this
question.

Requirements: 1. Create your own title; 2. The essay should be no less than
800 words.

Questioning and Conclusion

As children, people love to ask questions, but as they grow up, they tend
to value conclusions more. Some are worried about this, while others see
it as normal. What are your thoughts on this matter? Please write an essay
discussing your perspective.

Requirements: 1. Create your own title; 2. The essay should be no less than
800 words.

Table 9:

Overview of writing topics and prompts.
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Coarse | Fine-grained | Description | Sample

Assertion Major Claim The theme or thesis of an article, i.e., | Life needs a sense of ritual because it can counter
the most significant point that the au- | mediocrity.
thor aims to convey and argue. (ERFEAGUR, FANGEUEA LI HPR - )

Claim Supporting ideas or subsidiary claims | In my opinion, life needs a sense of ritual, but not
articulated around the major claim. blindly pursued.

(FAh, EETENEK, HAREE HiBK. )

Restated Claim | A restatement or rephrasing of an al- | Life needs a sense of ritual, but can not blindly
ready stated Major Claim or Claim, for | pursue, the continuous pursuit and progress, lively
the purpose of emphasis or clarifica- | and vivid, this is life.
tion. (EEFREAGUR, AARREHEX, TWHaRk5#P, &

B SR, ARG . )

Evidence Fact Specific cases, generalized facts, and | Regrettably, in today’s society, many have fallen

reliable historical events, etc. into the trap of exaggerating their sense of ritual to

fulfill short-lived material satisfactions and the envy
of others, leading to chaos in their personal lives. In
pursuit of luxury, they spare no expense, ultimately
trading for nothing but emptiness and stress.
(FrES TS, ZONRMBATIXHRK, T iHEY
B S M ATHEN RAEEH L, SROGUR, TR ECH
EFELG—HELRR, AT IR EE mMAE - HTE, &
BRARZESES - )

Anecdote Experiences from oneself or from | And on our own part, we may have let our nerves

friends and family. get in the way of our performance in the exam or
put ourselves under a lot of unnecessary stress.
(MNFEATE SR, BfTATRE & B SRR T 25 350
HIRIE, Sk HCRETREANLENES - )

Quotation Citing others’ writings, research, ideas | The ground is all sixpence, there is always someone
or theories to look up to see the moon.

(b B A L, BEANRLEEAR:)

Proverb Sentences or phrases that are widely | Without rules, nothing can be accomplished.
circulated among the populace, carry- | (BHHME, FEHHE- )
ing educational value or reflecting so-
cial experience.

Axiom Recognized common sense or scien- | In addition to this, the theoretical knowledge of
tific axioms or laws. science has become synonymous with authority in

most cases, a simple example, no would argue that
1+1 does not equal 2.
(Britbz8h, BEEREIR AR MAE RS EUF I T BB A
R, —MRBEATF, RERAAIRET2 )
Elaboration | - Explanation, analysis, or discussion of | Life needs to be down-to-earth, but if you always
the assertion or evidence, providing de- | keep your head down to earn that tiny “sixpence”,
tailed clarification or establishing the | and forget to look up to appreciate the bright
connection between arguments. “moon”, just in the mediocrity of the numbness of
the self, to become a zombie, what is the meaning
of life?
(CEVE TR B SE M, AT AnE H R — IR AR L S AR G N 75
ity WRERLRE TR A 55, RRETE PR
RT B, BCATTIERN, EEXEFLAEL?)
Others - None of the above, i.e., non-argument | May the wind guide our path.

components within argumentative es-
says.

(BRIES I HATHIE B - )

Table 10: A list of argument component types, their descriptions and samples.
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Group | Cohen’s kappa

1 72.71
2 77.80
3 76.35
Avg. | 75.62

Table 11: Consistency analysis results showing the inter-
annotator agreement (IAA) scores (in percentage) across
different groups. The last row shows the average IAA
scores for all groups.

B More Details of Experiments

B.1 ICL Prompt

In the argument component classification task, we
employ both zero-shot and few-shot prompting
strategies. Figure 3 illustrates the prompts for the 0-
shot and 1-shot settings. For the 2-shot and 3-shot
prompt settings, please refer to the 1-shot example.
For the essay content (i.e., [CONTENT]) in the
prompt, we segment the essays into sentences and
numbered them.

B.2 CoT Prompt

In the argument component classification task, we
explore the impact of CoT strategy on the perfor-
mance of LLMs, and Figure 4 illustrates the prompt
we used.

B.3 Coarse-Grained Experiments of SFT

Table 12 lists the performance of various models
on the task of coarse-grained argument component
classification task under the SFT setting, and the
trends are generally consistent with the results of
fine-grained classification. It is clear that the LLMs
outperform the PLMs by a wide margin, both in
overall F7 scores and various argument compo-
nent types F scores, indicating the exceptional
capability of LLMs in recognizing argument types,
especially when dealing with unbalanced and low-
resource categories (the Others type).

Model ‘ Assertion ‘ Evidence ‘ Elaboration ‘ Others ‘ Macro-F; | Micro-F
BERT 67.01 81.78 80.60 0.00 57.35 71.34
RoBERTa 64.54 83.40 80.99 0.00 57.24 71.55
Longformer 47.95 58.22 69.95 0.00 44.03 62.79
Baichuan2-7B 71.70 82.10 80.40 50.00 71.05 78.38
ChatGLM3-6B 66.67 75.22 77.71 20.00 59.90 74.22
Qwenl.5-7B 7143 86.46 81.60 78.26 79.44 80.46

Table 12: Performance of various models on the coarse-
grained argument component classification task in SFT
setting. Displayed are the F} scores (%) of each type,
with the best results in bold and the second best results
underlined.

B.4 Coarse-Grained Experiments of ICL

Table 13 lists the performance of various models
on the task of coarse-grained argument component
classification task under the ICL setting. It is ap-
parent that the Baichuan2-turbo achieves the best
overall results in the 2-shot setting, demonstrating
its outstanding capability in Chinese argument anal-
ysis. It is noteworthy that among the various com-
ponent type recognition results, Baichuan2-turbo
achieves the best results in identifying Assertion
and Evidence types, which starkly contrasts with
the exceptional ability of GPT-4-turbo in recog-
nizing various subcategories of Assertion in the
fine-grained classification contexts. This not only
corroborates our previous insights regarding the
proficiency of Chinese LLMs in handling the nu-
anced and subtle aspects of complex Chinese in-
formation but also underscores the critical role that
our CEAMC plays in advancing argumentation re-
search in the Chinese language domain.

Model ‘ Setting ‘ Assertion ‘ Evidence ‘ Elaboration ‘ Others ‘ Macro-F; | Micro-F;
Baichuan2-turbo | 0-shot 58.45 57.66 54.89 20.00 47.75 54.68
58.14 61.45 60.79 21.65 50.51 59.94
60.55 66.96 64.72 33.49 56.43 63.96
60.94 65.38 64.33 3333 56.00 63.41
GIm-3-turbo 52.03 5391 51.29 36.36 48.40 51.98
53.25 54.65 53.86 9.52 42.82 53.64
52.30 61.53 48.95 19.78 45.64 53.15
45.04 59.09 44.74 33.33 45.55 49.27
Qwen-turbo 43.90 53.48 26.59 36.36 40.08 41.16
38.66 53.24 22.15 6.06 30.03 37.42
39.49 53.44 30.52 24.24 36.92 40.85
39.04 54.60 29.33 36.36 39.83 41.37
GPT-3.5-turbo 35.94 41.06 3147 20.00 32.12 3555
44.80 39.25 45.45 18.18 36.92 43.80
35.83 38.76 40.79 10.68 31.52 38.88
28.44 37.90 34.34 33.33 33.50 34.30
GPT-4-turbo 56.76 57.04 54.07 36.84 51.18 54.89
56.44 57.28 67.93 39.42 55.27 62.30
54.42 56.73 68.56 31.37 52.77 62.44
54.82 52.41 69.50 28.57 51.33 62.58

Table 13: Performance of various LLMs on the coarse-
grained argument component classification task in the
ICL setting. Displayed are the F; scores (%) of each
type, with the best results in bold and the second best
results underlined.
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ICL Prompt (0-shot)

B /English Prompt:

You are an experienced high school Chinese language teacher.

/Chinese Prompt: R

VR 20 i o SOOI, AR : : ~
T S NG SCHEFHIRNT, HERFEL R A T Please analyze the following argumentative essay and determine

VORI T ST the argument type for each sentence.

ERERTL A LSS . e, TSN, The argument types include Major Claim, Claim, Restated Claim,
L, NAER. BALAT . EIERE. Fact, Anecdote, Quotation, Proverb, Axiom, Elaboration, and
ATRERAE . AR HA, Others.

ig%;{ﬂﬁtﬂ@ T4 “#id” MXFZEGEAE | | Note: Only output the sentence number "#id" and the
u [§] .
S N corresponding argument type.

By 73
%i{ﬁ;i%ﬁlTLEL flESCNZICONTENT], Essay Title: [TITLE], Essay Content: [CONTENT],

\_ /) \Output: )

ICL Prompt (1-shot)

/Chinese Prompt: N /English Prompt: A
VR Ay 2 s PR SCO . TR T You are an experienced high school Chinese language teacher.
TSRS i@fiiﬁﬁﬁ?ﬁ, FENFH Ep/,xf,j—‘]$5<] Please analyze the following argumentative essay and determine

Ve R TREAT T the argument type for each sentence.
WHEE A S Bl AMB . FHEHIBAA. The argument types include Major Claim, Claim, Restated Claim,
FIL . ADAANFH, BAAF . BERE. Fact, Anecdote, Quotation, Proverb, Axiom, Elaboration, and
{A} Eﬂ%ﬂ% I‘f]iiiiﬂ,ﬁ\@g o . Others.
igﬁ’ﬂﬁﬁ”ﬂj BT Hd” RXREERE || Noge: Only output the sentence number "#id" and the
DT ﬂﬂ*;l\ﬂ? s corresponding argument type.
SO H [ TITLE], E3CA% H[CONTENT], Essay Title: [TITLE], Essay Content: [CONTENT],
455 N [OUTPUT] Output: [OUTPUT]
YESCEH R[TITLE], 1EX N4 N[CONTENT], Essay Title: [TITLE], Essay Content: [CONTENT],
\iﬁﬁtﬂé’%%ﬁﬂ: ) \OQuiput: Y,

Figure 3: The prompts under the ICL setting, include Chinese prompts and corresponding English translations.

CoT Prompt

(Chinese Prompt: N énglish Prompt: N

PR A0 T B B B SO, IERNTR You are an experienced high school Chinese language teacher.
T SO SCHEATRAT, XA 7Y Please analyze the following argumentative essay and determine
SRR A TR, the argument type for each sentence.
i/‘ﬁ\ﬁgé%@ja:rhm@ﬁ , ﬁ\ﬁzi ii‘:”:i The argument types include Major Claim, Claim, Restated Claim,
i%;g l%giggﬁﬂz ABE . B g a;:lt, Anecdote, Quotation, Proverb, Axiom, Elaboration, and
WL MES: H—, Ritigscy | | Ohers. . o .
OB ST, S, R BUE SR Please complete this task step-by-step: stepl, identify the Major
1. B2, RGeS, R Claim sentence. Step 2, identify the Claim sentences. Step 3,
HELT, NAE, BALE . BEEGBEMN identify the evidence sentences and output them in the order of
/é-\z {Ez%géﬁgiméﬁ ;/LE . ilili/\ijé ‘a&%‘% Fact, Anecdote, Quotation, Proverb, and Axiom. Step 4, identify
RG] T, B, wBWGe { i identi i
I S TS R the Elaboration sentences. Step 5, identify the Restated Claim
BWa]y, RIHARE )T, .
PV DU A TS “Hid” R R R types, i.e., Others type of sentences.

sentences. Step 6, identify the sentences that are not of the above

TR, Note: Only output the sentence number "#id" and the
{ESCBIH KITITLE], fE3CPA%H[CONTENT], | | corresponding argument type.
LTRESE E Essay Title: [TITLE], Essay Content: [CONTENT],

_ /) \Qutput: J

Figure 4: The prompt under the CoT setting, include Chinese prompt and corresponding English translation.
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Sents SFT 0-shot 3-shot CoT ‘ 1-shot-CoT Human

#1 Schopenhauer once said, "Do not let yourself become a Quotation Quotation Quotation Major Claim Quotation Quotation
racetrack for the thoughts of others."
(MBAREE G “FlikETRHHARENEDS . )

#2 We all know not to rely solely on one side of a story, but Elaboration Elaboration Elaboration Claim Elaboration Elaboration
when the speaker holds a special status, like an ancient sage
or an expert, we often lose our footing and blindly believe.
(M2l TEATRR AT RIT R FS, (B— BB RPR S (RN, A ¥5%, &
EEEL TR, HEVHE. )

#3 Are the sayings of the ancients, authorities, or books Elaboration Restated Claim Elaboration Claim Claim Elaboration
always correct? I think not.
(#3 A~ BB BAPTE I EERIL? RBERL. )

#8 No wonder his theories were eventually refuted. Elaboration Restated Claim Elaboration Elaboration Elaboration Elaboration
(48 LR 2B T . )

#9 Authorities and books are the same in this respect. Elaboration Restated Claim Elaboration Elaboration Fact Elaboration
(49 UL - BATRLL - )

#10 Many self-proclaimed experts online post entirely inap- Fact Elaboration Elaboration Restated Claim Claim Fact
propriate views, leading many to jokingly refer to experts
as "brick experts"; there are good books and bad books,
otherwise, why would there be so many banned books?
(#10 M LS ANBHER. KR-LRLFEENULA, LS NEERER
R BEES, WARS, REAIMLAMLSIESE? )

#11 Therefore, even the words of the ancients, authorities, | Major Claim Restated Claim Elaboration Claim Claim Claim
and books should be scrutinized for authenticity.
(w11 B, BBRRE A DU BARFTE, BATHRELHNILH . )

#12 If we blindly follow because "it has always been so," Elaboration Elaboration Elaboration Claim Axiom Elaboration
"the books say so," or "most people think," it can lead to
serious and irreversible mistakes.

(B2 FRVHRGE, BEE R B LU L RSB @ E BEN, £5&
R RAEE AR . )

#13 Sunshine boy Liu Xuezhou faced life positively, and the Fact Anecdote Fact Anecdote Anecdote Fact
misfortunes of his childhood did not dampen his enthusiasm
for life, yet he was driven to end his life by the cold and
cruel comments on the internet.

(#13 B EERIZE M, BTN AR TR, SR A R A SR SO T T o A % AP
HIB LS BRRF ARG, R T . )

#14 A kind word can warm three winter months, while Proverb Proverb Proverb Proverb Proverb Proverb
harsh words can chill someone deeper than the cold of June.
(M4 BE =40, BEHASAE.)

#15 Some people find pleasure in spreading rumors, and Fact Elaboration Elaboration Elaboration Elaboration Fact
unfortunately, gossiping is a major interest for many, thus
making false information increasingly exaggerated to the
point of disbelief.

(#15 HEAF UL (ERE, BRI, it/ RS AN APTE,
FREMFMOHOT, REEEALHGE . )

#18 No snowflake in an avalanche ever feels responsible. Proverb Proverb Proverb Proverb Fact Quotation
(18 TR, FH A THRTEN. )

#19 We must remember that speaking and acting cautiously Elaboration Restated Claim Elaboration Restated Claim Quotation Claim
is the mark of a gentleman.
(mORmMEAID, WEMTARBTIER- )

#20 Do not let yourself become a racetrack for the thoughts | Restated Claim | Restated Claim | Restated Claim | Restated Claim | Restated Claim Claim
of others, manipulated and trampled upon without even
knowing.

(#20813L B DACH B BRI DS, ENEFERE0R M. )

#22 Do not become a racetrack, do not follow the crowd, Others Restated Claim | Restated Claim Elaboration - Major Claim
do not become a sharp blade, bloom under the sunlight.
(22 DIRBES 5. DERMNE . JIEAT), ERDET - )

Table 14: A case study on the argumentative essay Do Not Let Your Mind Become a Racetrack, which consists of 22
sentences. Texts highlighted in red indicate incorrect judgement. Considering the text length and data presentation,
only key sentences are displayed here.
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