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Abstract

Developing specialized dialogue systems for
mental health support requires multi-turn con-
versation data, which has recently garnered in-
creasing attention. However, gathering and re-
leasing large-scale, real-life multi-turn conver-
sations that could facilitate advancements in
mental health support presents challenges in
data privacy protection and the time and cost
involved in crowdsourcing. To address these
challenges, we introduce SMILE, a single-turn
to multi-turn inclusive language expansion tech-
nique that prompts ChatGPT to rewrite public
single-turn dialogues into multi-turn ones. Our
work begins by analyzing language transforma-
tion and validating the feasibility of our pro-
posed method. We conduct a study on dialogue
diversity, including lexical features, semantic
features, and dialogue topics, demonstrating
the effectiveness of our method. Further, we
employ our method to generate a large-scale,
lifelike, and diverse dialogue dataset named
SMILECHAT, consisting of 55k dialogues. Fi-
nally, we utilize the collected corpus to develop
a mental health chatbot, MeChat. To better
assess the quality of SMILECHAT, we col-
lect a small-scale real-life counseling dataset
conducted by data anonymization. Both auto-
matic and human evaluations demonstrate sig-
nificant improvements in our dialogue system
and confirm that SMILECHAT is high-quality.
Code, data, and model are publicly available at
https://github.com/qiuhuachuan/smile.

1 Introduction

We all know the importance of mental health, and
mental health issues have been a persistent concern
for human beings (Kessler et al., 2005). Recent ad-
vancements in natural language processing (NLP)
technology (Ouyang et al., 2022; Ni et al., 2022)
have led to the emergence of neural-based con-
versational Al in mental health support (Liu et al.,
2022; Tu et al., 2022). As an innovative solution for
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Figure 1: The SMILE method used to generate dia-
logues for mental health support.

mental health, virtual counselors powered by large
language models (LLMs) can effectively address
accessibility barriers, such as the high cost of treat-
ment and the shortage of experienced professionals
to meet the demand. Furthermore, such dialogue
systems provide mental health support as an ef-
fective and practical online counseling approach
for those in need, safeguarding user privacy and
mitigating the stigma that often accompanies help-
seeking. However, the lack of publicly available,
large-scale, diverse, and high-quality multi-turn
chat datasets in the mental health support domain
hinders the development of specialized dialogue
systems.

Motivation Indeed, many researchers have been
pursuing the goal of building a practical and effec-
tive conversational agent for mental health. How-
ever, the first step in creating such a system is to
have training data. Conversations related to men-
tal health support often contain sensitive informa-
tion and must be kept confidential to safeguard
the privacy of individuals seeking help (Lu et al.,
2021). Making these conversations publicly avail-
able may discourage individuals from seeking sup-
port or negatively impact their personal and profes-
sional lives once known to people with whom they
are acquainted. To facilitate progress in the NLP
community, some researchers have attempted to
collect various dialogue corpora (Liu et al., 2021;
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Sun et al., 2021; Zheng et al., 2022) through crowd-
sourcing, data crawling, or data augmentation to
build a dialogue agent capable of providing emo-
tional and mental health support. How to construct
a large-scale, diverse, and high-quality multi-turn
chat dataset for mental health without effort moti-
vates us to carry out the work as presented in this

paper.

Challenges To be more specific, crowdsourcing
conversations (Liu et al., 2021) for emotional sup-
port has limitations due to the high cost and time
required to train and manage annotators, as well
as the difficulty in mimicking real-life interactions,
that is, interlocutors may lack an understanding of
the dilemma of living with mental disorders. An
alternative is crawling QA (Sun et al., 2021) on a
public mental health forum for training psychologi-
cal support models. However, single-turn conver-
sations may not be sufficient for resolving mental
health issues, as multiple interaction exchanges are
often needed. Multi-turn conversations, which can
better simulate real-world conversations, are more
practical for training psychological support mod-
els. While the post-triggered machine-augmented
method (Zheng et al., 2022) can address the lim-
itations of scale and topic diversity, it does not
consider the responses of experienced supporters.

Our Approach To tackle the abovementioned
challenges, we introduce SMILE, single-turn to
multi-turn inclusive language expansion via Chat-
GPT, as shown in Figure 1. Specifically, we instruct
ChatGPT to transform publicly available long
question-answer pairs (public QAs), which can also
be viewed as single-turn dialogues, into multi-turn
conversations. With the proposed method, we build
a large-scale, diverse, and high-quality multi-turn
conversation dataset for mental health support.
Our paper is organized as follows:

* We first present our method (§3), including
data preparation, task definition, and prompt
design that elaborates on the SMILE method
and other baseline methods.

* We then demonstrate the feasibility of the
SMILE method through language transfor-
mation (§4), showing that the dialogue con-
structed by this method is lifelike.

* Subsequently, we demonstrate the effective-
ness of the SMILE method by utilizing three

diversity indicators (§5): lexical features, se-
mantic features, and dialogue topics. Follow-
ing the validation of feasibility and effective-
ness, we leverage the SMILE method to gen-
erate a large-scale, lifelike, and diverse multi-
turn chat dataset, SMILECHAT.

* Finally, we propose to train a dialogue sys-
tem to explore the quality of conversation (§6)
and collect a set of 50 anonymized real-life
counseling dialogues for model evaluation.

Our Contributions We make our data, code, and
model publicly available. We believe that our work
offers a new perspective on constructing a large-
scale, lifelike, diverse, and high-quality multi-turn
dialogue dataset for mental health within the re-
search community. Our contributions can be sum-
marized as follows:

* We introduce SMILE, which provides an easy
and novel method for alleviating the scarcity
of multi-turn conversations in mental health
support.

* Through the analysis of language transfor-
mation and dialogue diversity, we verify the
feasibility and effectiveness of our proposed
method.

* To better assess the quality of SMILECHAT,
we collect small-scale real-life counseling
data with 50 anonymized counseling sessions
to build a real-life test set, PsyTest. Automatic
and human evaluations on the small-scale real-
life test set confirm that our proposed dataset
is high-quality.

e We release SMILECHAT, which consists of
55165 Chinese multi-turn dialogues. Our di-
alogue model, MeChat, and real-life test set,
PsyTest, are publicly available.

We highlight that this method can also construct
multi-turn dialogues based on medical, financial,
and legal QAs, thereby alleviating the dialogue
scarcity in other application domains.

2 Related Work

2.1 Applications of ChatGPT

ChatGPT has proven to be a powerful Al tool for
various NLP tasks since its release. Currently, it
is being utilized in several domains, such as con-
versational Al (Alessa and Al-Khalifa, 2023; Kopf
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et al., 2023; Chen et al., 2023), education (Kiiche-
mann et al., 2023; Eshghie and Eshghie, 2023),
code programming (Dong et al., 2023; Yetistiren
et al., 2023), and healthcare (Zhao et al., 2023;
Yang et al., 2023).

Furthermore, ChatGPT’s efficiency and cost-
effectiveness have been well-documented, making
it competitive to human annotators (Gilardi et al.,
2023; Zhu et al., 2023) even in zero-shot accuracy
tasks. Xu et al. (2023) have proposed the use of
self-chatting, where ChatGPT engages in a con-
versation with itself, resulting in 111.5k dialogues
collected from Quora and Stack Overflow sources
and 47k conversations from the medical domain.
Auto-GPT!, an Al agent, is capable of breaking
down a natural language goal into sub-tasks and
using various tools and the internet in an automated
loop to achieve the objective. Shen et al. (2023)
have suggested using ChatGPT for task planning
when receiving user inquiries, selecting appropriate
models based on function descriptions from Hug-
ging Face, executing each subtask using the chosen
Al model, and summarizing the response based on
the execution’s outcomes.

In summary, ChatGPT has already demonstrated
its enormous potential as an intelligent pipeline tool
that can significantly advance NLP development
despite having only a restricted API available for
researchers.

2.2 Datasets for Mental Health Support

Research on mental health support has significantly
depended on the availability of publicly available
datasets (Sun et al., 2021; Liu et al., 2021; Zheng
et al., 2022) in recent years. The large-scale con-
versational datasets have enabled researchers to
investigate various aspects of mental health, in-
cluding identifying mental health conditions (Liu
et al., 2023; Srivastava et al., 2022), understanding
clients’ reactions (Li et al., 2023), predicting sup-
port strategies (Sun et al., 2021; Li et al., 2023),
deciding personalized interventions (Golden et al.,
2023) and understanding response safety within a
dialogue history (Qiu et al., 2023).

Liu et al. (2021) first defined the emotional sup-
port conversation task and then, via crowdsourcing,
constructed ESConv, an emotional support conver-
sation dataset containing 1053 dialogues with rich
support strategies. However, the data collection of
ESConv requires high cost and time yet leads to a

"https://github.com/Significant-Gravitas/Auto-GPT

small-scale dialogue dataset. To this end, Zheng
et al. (2022) presented an approach for augmenting
data scale with informative dialogue posts and then
constructing AugESC, a model-synthesized dataset
with 102k dialogues. The previous two datasets
are limited to English. To facilitate the research
in Chinese, hence Sun et al. (2021) crawled QA
posts on a public mental health support platform
and made the PsyQA dataset publicly available.

3 Method

PsyQA?, an open-source and high-quality Chinese
single-turn dialogue dataset focused on mental
health support, features one question mapped to
multiple answers. Our dataset creation pipeline,
based on PsyQA, includes three main stages: (1)
data preparation, (2) task definition, and (3) prompt
design.

3.1 Data Preparation

Considering the distinction between QA within
PsyQA and multi-turn dialogues, along with the
context window limitation of 4096 tokens in Chat-
GPT3, we propose to perform data preprocessing
for PsyQA. This process involves wording cleaning
and length truncation.

Wording Cleaning This work aims to construct
a large-scale, lifelike, diverse, and high-quality
multi-turn conversation corpus using the proposed
SMILE method based on PsyQA. While QA can
be considered a single-turn conversation between
a real help-seeker* and a supporter>, there are dif-
ferences in wording compared to actual multi-turn
conversations. For instance, the term "5 3" (liter-
ally meaning "thread starter") frequently appears
in QA but is rarely used in conversation. Therefore,
we propose a two-stage process to clean the word-
ing in PsyQA, mitigating linguistic discrepancies
before rewriting QA into multi-turn conversations.
This process includes both automatic and manual
cleaning procedures. Please refer to Appendix A
for a detailed process.

Length Truncation After a statistical analysis
of the PsyQA dataset, we find that 757 QAs have
a total length exceeding 1800 characters. Also,
we identify 9 QAs, the total discourse length ex-
ceeding 4000 characters. However, the model

*https://www.xinli001.com/qa

3The model we use is gpt-3.5-turbo-0613.

*The terms help-seeker and client are interchangeable.
5The terms supporter and counselor are interchangeable.
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gpt-3.5-turbo has a maximum context length
of 4096 tokens. To ensure reliable and smooth
rewrites, we limit the length of the QA pairs, max-
imizing the number of rewritten dialogue turns.
Specifically, we truncate the length of the QA pairs
at 1800 Chinese characters and truncate any ex-
cess text. This control ensures that the generated
text is limited to approximately 2000 tokens. It is
worth noting that the PsyQA data used in this study
undergo a data preprocessing process.

3.2 Task Definition

Let us first denote the input x as a sequence
{1,229, ...,x,}, and the output y as a sequence
{y1,92, ..., ym }. The generation process of the lan-
guage model can be expressed as the conditional
probability distribution p(y|z), which represents
the probability of generating output y given the
input z. Therefore, text generation via the large
language model can be formulated as follows:

pyle) = [ p(wely<s, =) (1)
t=1

where y; represents the ¢-th token generated by
the model. Because x is our main focus in this
paper, we will demonstrate the details of the prompt
design next.

3.3 Prompt Design

In this section, we mainly focus on describing
prompt design. In order to provide a clearer un-
derstanding of our method in a more controllable
setting and elucidate the superiority of introducing
single-turn dialogues as a reference, we first design
two baseline prompts for comparison.

3.3.1

As its name suggests, the standard prompt does
not contain any single-turn dialogues or specific
dialogue topics and instead uses only the most
straightforward prompt to generate multi-turn di-
alogues. The standard prompt is illustrated in
Figure 9 in Appendix C. The input in Equation 1
is x = I, where I represents the standard prompt.
We simplify the method name as standard and
consider this method as our baseline.

standard Prompt

3.3.2 standardT Prompt

Intuitively, feeding a single, fixed prompt into a
large language model often generates text with low
diversity. Therefore, we provide a specific dia-
logue topic for the standardT prompt. The input

| want you to act as both a psychologist and dialogue rewriter. You
should rewrite the given single-turn dialogue into a multi-turn dialogue in
Chinese with 10 exchanges or more between a help-seeker and a

supporter, where " K #3% : utterance. \nX % : utterance. "
represents an exchange.

You should adhere to these requirements:

1. First, you should focus on the topic of the dialogue given.

2. Each sentence must start with "X 84 : "or" X H#: "

3. The dialogue should begin with "K 8% "

4. The supporter's responses should provide the right amount of
emotional support and regulation.

5. Separate each exchange with "\n".

6. Ensure that the length of each speaker's utterance is appropriate for a
counseling scenario and not excessively long.

Single-turn dialogue: {QA}

Your rewritten multi-turn dialog is:

Figure 2: The SMILE method used to generate dia-
logues for mental health support.

in Equation 1 is # = (I, T), where T represents
the dialogue topic chosen in uniform sampling in
the topic set. We simplify the method name to
standardT and adopt this method as our baseline,
as illustrated in Figure 10 in Appendix C.

3.3.3 SMILE Prompt

Our paper aims to highlight the superiority of intro-
ducing single-turn dialogues when generating dia-
logues. Our proposed method, the SMILE method,
instructs the LLM to rewrite single-turn dialogues
into multi-turn ones. Figure 2 depicts the con-
crete prompt details. The input in Equation 1 is
x = (I,T,D), where T and D represent the im-
plicit dialogue topic hidden in the QA and single-
turn dialogue, respectively.

4 Language Transformation

4.1 Experimental Setup

Dialogue Topic Collection To address the issue
of monotonous generation in the standard prompt,
we propose to enhance diversity by injecting a di-
alogue topic into the standardT prompt. Con-
sequently, we have collaborated with three pro-
fessional counselors, reviewed existing literature
(Rickwood et al., 2007; Pedrelli et al., 2015), and
ultimately compiled a comprehensive set of dia-
logue topics. This set includes 60 distinct types of
dialogue topics, each with a detailed explanation.
For more details, please refer to Appendix G.

QA Sampling To ensure a fair comparison
among the three methods we propose and prevent
duplicate instances of the same question with dif-
ferent answers, we first randomly select 500 non-
repetitive questions from the first 5000 QAs in
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PsyQA. We then randomly choose one answer to
serve as the corresponding response. The data
samples obtained are employed as seed dialogues,
which are subsequently restructured into multi-turn
conversations via ChatGPT. We name this 500 sam-
pled data as PsyQA* to distinguish it from the
original dataset.

Hyperparameters Overall, we present three
prompt methods in this paper. For each prompt
method, we instruct ChatGPT to generate 500 di-
alogues to study language transformation and di-
alogue diversity, thereby validating the feasibility
and effectiveness of our proposed SMILE method,
respectively. To enhance the diversity of the gener-
ated dialogues, we set hyperparameters during text
generation to the officially recommended default
values, with temperature = 1.0 and top_p = 1.0.

Dialogue Filtering ChatGPT may exhibit poten-
tial instability during the text generation process.
Therefore, as detailed in Appendix B, we employ
an automatic filtering mechanism to exclude dia-
logues that fail to meet our specified requirements,
which encompass dialogue format and dialogue
turns. When a dialogue falls short of these criteria,
we prompt ChatGPT to generate the dialogue anew
until it aligns with our specified requirements only
in the initial 500 dialogues. This measure, there-
fore, ensures that each method produces an equal
number of 500 dialogues for preliminary analysis.

Text Embedding A multi-turn dialogue between
a help-seeker and a supporter is represented as

d = {U1, 71y ey Wiy Ty ey Uy T } 2)

where u; and r; represents the utterances of the i-
th turn spoken by the help-seeker and supporter,
respectively. A string of dialogue without any
speaker role tokens can be denoted as d; =
[w1; 715 u2; 725 .5 Un; T, where [; ] denotes the op-
eration of textual concatenation.

To obtain the text embedding of a dialogue,
we employ OpenAl’s model fext-embedding-ada-
0025, which accepts a maximum context length
of 8191. Each dialogue is first preprocessed into
a single string without any speaker tokens and is
then mapped to a 1536-dimensional vector. For
example, to compute the cosine similarity between
two different dialogues, we can obtain

(d d) = G
OB = e ®

®https://platform.openai.com/docs/guides/embeddings
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<P Attract @ (standard, standardT)

Repel

Figure 3: Mechanism for language transformation.
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Figure 4: Distribution of dialogue transformation among
three methods. The line x = 0.9312 represents the
boundary of y — 3¢ in the SMILE method.

where e; and e; denote the text embeddings from
two distinct dialogues.

4.2 Analysis

We propose two hypotheses: (1) When a single-turn
dialogue is rewritten into a multi-turn dialogue, the
similarity between the two is high (Attract). (2)
When ChatGPT generates a multi-turn dialogue
without introducing a single-turn dialogue, the sim-
ilarity between the generated dialogue and a ran-
domly selected single-turn dialogue is low (Repel).
The mechanism of our proposed hypotheses is pre-
sented in Figure 3.

To assess the transformation feasibility of our
SMILE method, we employ cosine similarity to
calculate the transformation ratio. Specifically,
a single-turn dialogue d is transformed into a
multi-turn dialogue d using the SMILE method.
A multi-turn dialogue generated by standard or
standardT is denoted as d. We can calculate cos(d,
cz) for the first hypothesis and cos(d, d) for the sec-
ond hypothesis. We utilize the text embeddings
obtained in Equation 3.

Figure 4 presents the distribution of dialogue
transformation among three methods. Our anal-
ysis concludes that single-turn dialogues can be
successfully rewritten into multi-turn dialogues, en-
suring that the dialogue generated by the proposed
method is lifelike, rather than purely in the style of
machine-generated text from ChatGPT.
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# Unique  # Total

# Unique

# Total # Unique # Total

Method . . Distinct-1 . . Distinct-2 . . Distinct-3
Unigrams Unigrams Bigrams Bigrams Trigrams Trigrams

PsyQA* 11785 203306 0.058 120049 202806  0.592 182942 202306 0.904

standard 4174 153536 0.027 32281 153036  0.211 72340 152536 0.474

standardT 6032 175319 0.034 52141 174819  0.298 105921 174319 0.608

SMILE 10447 254585 0.041 111662 254085  0.439 196367 253585 0.774

Table 1: Statistics of 500 conversations in each prompt method, including PsyQA*.

cosine similarity
o o o
oo oo [(e}
o (9] o
1 1 1

ks

T
SMILE

T T T
standard  standardT PsyQA*

Figure 5: Pairwise dialogue cosine similarity among
four settings: our proposed three methods and a refer-
ence point using sampled data from PsyQA.

5 Dialogue Diversity

To demonstrate the effectiveness of the SMILE
method, we mainly focus on three aspects of di-
versity: lexical features, semantic features, and
dialogue topics.

5.1 Lexical Features

For lexical analysis, we utilize the popular Chinese
ChatGLM2-6B tokenizer that is widely used in
NLP to tokenize the dialogue. To measure the
lexical features, we adopt distinct-n (n = 1,2, 3)
metrics (Li et al., 2016), which are widely used for
measuring the diversity of dialogue datasets. Each
dialogue is first preprocessed into a single string
without any speaker tokens. We provide statistics
for 500 dialogues per prompt method, as presented
in Table 1.

Our proposed SMILE method results in rich vo-
cabularies, with a significantly higher number of
unique unigrams, bigrams, and trigrams than the
two baseline methods. Specifically, a simple and
fixed prompt tends to produce monotonous output.
The model output demonstrates substantial diversi-
fication when dialogue topics are incorporated into
a single, fixed prompt. Furthermore, the SMILE
method outperforms the baseline methods in terms
of Distinct-1, Distinct-2, and Distinct-3.

"https://huggingface.co/THUDM/chatglm2-6b

5.2 Semantic Features

To measure the semantic diversity in a dialogue
dataset, we propose to calculate the cosine similar-
ity between every pair of different dialogues. This
involves computing the pairwise cosine similar-
ity for each pair of distinct dialogues, resulting in
(520) pairs and their corresponding cosine values,
as described in Equation 3.

We present the results in Figure 5, which demon-
strates that the median of the SMILE method is sig-
nificantly lower than those of the baseline methods.
The SMILE method exhibits the most extensive se-
mantic diversity, aligning closely with the sampled
dialogue of PsyQA. However, it is worth noting
that the median of the SMILE method is more sig-
nificant than that of PsyQA*. The reason behind
this could be the introduction of token distribution
from ChatGPT.

5.3 Dialogue Topics

To measure the diversity of dialogue topics in a
dialogue dataset, we utilize information entropy
to measure the diversity of topic distribution. The
higher the information entropy, the more uniform
the distribution, indicating greater diversity. The
formula for calculating information entropy (Rényi,
1961; Lin, 1991) is as follows:

H(X) == pla:) logy pla:)
=1

)

where H(X) is the information entropy. p(z;) is
the probability of the occurrence of topic x;.

To obtain dialogue topics for each dialogue in
each prompt method, we design a prompt provided
with 60 distinct dialogue topics, as illustrated in
Appendix G and Figure 11, to automatically label
dialogue topics for each dialogue with Qwenl.5-
110B-Chat (Bai et al., 2023). We present the infor-
mation entropy for each prompt method in Table 2,
demonstrating that the dialogues generated using
the SMILE method are substantially more diverse
than those generated using the standard method
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Setting standard standardT SMILE
Limited Topics 8.11 14.28 14.07
Unlimited Topics  8.40 14.76 15.02
Average 8.26 14.52 14.55

Table 2: Information entropy of dialogue topics.

Category Total Help-seeker Supporter
# Dialogues 55165 -
# Utterances 1833856 693756 1140100
Turns per dialogue 5.7 -
Utterances per dialogue 332 12.6 20.7
Avg. length per utterance 279 26.1 289

Table 3: Data statistics of the dialogue dataset,
SMILECHAT.

and are compatible with the standardT method,
which uniformly samples dialogue topics.

5.4 SMILECHAT Dataset

Through the comprehensive analysis of language
transformation and dialogue diversity, we conclude
that the proposed method can generate a lifelike
and diverse chat dataset. Therefore, we utilize
the SMILE method to guide ChatGPT in generat-
ing all multi-turn conversations based on PsyQA
one round only, leading to a large-scale dialogue
dataset.

Data Statistics To ensure data quality, we im-
pose stricter requirements on dialogue turns, retain-
ing only dialogues with at least five turns. Thus,
we compile a collection of 55165 conversations,
SMILECHAT. Table 3 presents the statistics of the
collected corpus.

Dialogue Exemplars Multi-turn dialogue exam-
ples generated with the standard and standardT
methods are illustrated in Figures 18 and 20. Fur-
ther, a dialogue generated by the SMILE method is
shown in Figure 22.

6 Dialogue System

We aim to build a high-quality multi-turn chat
dataset for mental health support. It is non-trivial
to evaluate the quality of a dialogue dataset, which
is often assessed indirectly by the dialogue system.
Therefore, we need to train a dialogue system and
analyze its performance.

6.1 Mathematical Formulation

In order to train a dialogue system for mental health
support, the first step is to split each full dialogue
d ~ D into several training sessions. Specifically, a
sampled ¢-turn dialogue session can be represented

621

Learning Batch LoRA LoRA LoRA
Rate Size Rank Dropout «
le-4 1 16 0.1 64

Epoch
2

Seed

1234

Table 4:
tuning.

Hyperparameters of parameter-efficient fine-

as dy = {uy1,r1,u2,72,...,u4, 17} ~ D. Thus, we
build a dialogue model that can predict the sup-
porter’s utterance r; based on the dialogue history
hy = {u1,71,u2,7r9,...,u}. Our objective is to
use our synthetic conversation dataset D to fine-
tune a large language model 7y using supervised
learning, i.e., maximum likelihood estimates:

Jsrr(0) = Ehy )~ [log ma(re | Be)]  (5)

where 7y is initialized from 7.

6.2 Experimental Setup

Backbone Model To validate the dialogue qual-
ity of our collected dataset, we conduct a fine-
tuning experiment on ChatGLM2-6B (Zeng et al.,
2023).

Training Data To meet the data format require-
ments for instruction-based fine-tuning, we split
the dialogue into multiple sessions, with the sup-
porter’s last utterance concluding each session. Ad-
ditionally, we incorporate the system prompt (de-
tailed in Appendix E) as a prefix to dialogue mes-
sages, following OpenAl’s data format.

Parameter-efficient Fine-tuning To preserve
the original capabilities of the model while adapt-
ing to downstream dialogue tasks and reducing
computational costs, we employ Low-Rank Adap-
tation (LoRA, (Hu et al., 2021)) on all linear layers
in the model for efficient fine-tuning.

Hyperparameters Table 4 presents the hyperpa-
rameters for developing a dialogue model for men-
tal health support. All hyperparameters during in-
ference time are set to their default values from the
official repository. After fine-tuning ChatGLM?2-
6B with LoRA, we set the temperature to 0.8 and
top_p to 0.8.

6.3 Evaluation

6.3.1 Automatic Evaluation

Metrics To conduct automatic evaluation, the
evaluation metrics we use consist of BLEU-1/2/3
(Papineni et al., 2002), METEOR (Banerjee and
Lavie, 2005), Rouge-L (Lin, 2004), Distinct-1/2/3



METEORT BLEU-1T BLEU-2{ BLEU-317 Rouge-Lt D-11 D-21 D-31 BERTScore |

Baseline 10.15
Fine-tuned 14.18

5.75 1.95
14.03 5.39

0.85
2.76

7.02
15.83

5295 80.74 90.17 56.69
82.08 95.74 97.81 5991

Table 5: Results of automatic evaluation in PsyTest dataset. Except for BERTScore, other metrics are evaluated
by Chinese character-level tokenization. For BERTScore, we use the BAAL/bge-m3 model to get text embedding

(Chen et al., 2024).

Category Total Help-seeker Supporter
# Dialogues 50 - -
# Utterances 3103 1561 1542
Turns per dialogue 31.0 - -
Utterances per dialogue  62.1 31.2 30.8

Avg. length per utterance 32.3 40.2 242
# Test cases 1539 - -

Table 6: Data statistics of the dialogue dataset, PsyTest.

(D-1/2/3) (Li et al., 2016), and BERTScore(Zhang
et al., 2020).

Test Set To better understand and assess the di-
alogue quality of the SMILECHAT dataset, we
propose to utilize real-life multi-turn counseling
conversations. We develop an online mental health
support platform that enables professional coun-
selors to offer each client a free text-based coun-
seling service, lasting approximately 50 minutes
each time. We collect 50 real-life counseling di-
alogues. To protect user privacy, we ask experts
to conduct a data anonymization process, remov-
ing information related to user identification (e.g.,
names and addresses). Then, we split each long
dialogue into multiple small sessions, with the last
utterance spoken by the counselor. We discard test
cases in which the dialogue history is empty, and
we name this test set PsyTest, which contains 1539
test cases. Table 6 presents the statistics of the
PsyTest dataset.

Results The results of the automatic evaluation,
including nine metrics, are presented in Table 5.
Notably, the evaluated dialogues are based on real-
world counseling data rather than generated dia-
logues, which excludes the influence stemming
from ChatGPT. All automatic evaluation metrics
we use indicate improved performance. Our results
show that the model trained with SMILECHAT
is effective and practical. Consequently, the auto-
matic evaluation demonstrates that our collected
dataset is high-quality.

6.3.2 Human Evaluation

Metrics We conduct a human evaluation to study
the model performance of the dialogue system
trained with our proposed dialogue corpus. Ini-

B Fine-tuned Win
Golden Win

Fine-tuned Loss
Golden Loss

Golden vs. Baseline 15%

Fine-tuned vs. Baseline 24%

Fine-tuned vs. Golden 64%

I T T T T
0% 25% 50% 75% 100%

Figure 6: Human evaluation results, including three
groups: Golden vs. Baseline, Fine-tuned vs. Baseline,
and Fine-tuned vs. Golden. We present the win and loss
rates of each compared pair in 100 randomly sampled
sessions. Fleiss’ kappa (Fleiss et al., 1981) is used to
measure the inter-rater agreement, and all values fall
within moderate agreement with 0.5 < x < 0.6.

tially, we randomly sample 100 test cases from
PsyTest, each consisting of a multi-turn dialogue
history and a golden response produced by the
counselor. Subsequently, we obtain 200 generated
responses from the baseline and MeChat models.
Three professional counselors are presented with
a dialogue history and three randomly shuffled re-
sponses (baseline, fine-tuned, ground truth). They
are tasked with selecting the optimal response be-
tween every two responses for the dialogue history,
considering aspects such as professionalism, infor-
mativeness, helpfulness, empathy, and safety. The
evaluation is conducted based on the ethical prin-
ciples of psychologists and the code of conduct
(Association et al., 2016). For more details about
annotation guidelines, refer to Appendix F.

Results We employ majority voting to reach final
decisions (win or loss) among three professional
counselors. We present human evaluation results,
as illustrated in Figure 6, including three groups:
Golden vs. Baseline, Fine-tuned vs. Baseline, and
Fine-tuned vs. Golden. We present the win and loss
rates of each compared pair in 100 randomly sam-
pled sessions. Results show that the baseline model,
without training with SMILECHAT, lags signifi-
cantly behind the setting with golden responses.

As depicted in Figure 6, the model trained
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Help-seeker: | just went through a breakup, and it hurts so much.
Supporter:

\/Response 1 [Fine-tuned]: Breakups are very painful experiences, and | can
understand your feelings. (Affirmation and Reassurance) Can you tell me
more about the situation surrounding your breakup? (/nquiring Subjective
Information)

Response 2 [Baseline]: I'm really sorry to hear that. Breakups can be
incredibly painful. (Affirmation and Reassurance) | understand that it can
bring about feelings of disappointment, sadness, loneliness, and loss.
(Reflection of Feelings) The end of a relationship may make us feel like we've
invested a lot, only to get an ending in return, which can leave us feeling even
more lost and helpless. (Interpretation)

If you're willing, we can discuss the impact of the end of this relationship on
you and explore your current emotions. We can also talk about how to cope
with these emotions and find some constructive solutions. (/nvite to Explore
New Actions)

Figure 7: Case study. Counseling strategies used in the
two responses are presented in parentheses. Strategies in
green are supportive, while those in red are challenging
and should not be used in the early stages of counseling.

with SMILECHAT demonstrates a significant per-
formance improvement compared to the baseline
model. Moreover, the responses generated by
MeChat surpass the golden response to some ex-
tent in 36% of all dialogue sessions. In short, hu-
man evaluation also proves that the SMILECHAT
dataset is high-quality.

Case Study We present a case study, as shown
in Figure 7. First, the text should not be too long
during counseling conversations for the help-seeker
to understand. Second, at the beginning of a con-
versation, a supporter generally will not challenge
the help-seeker. Instead, they will provide support
first. Third, response 1 is more human-like and
natural. Therefore, the first response is better than
the second response overall. Therefore, fine-tuning
LLMs is indispensable in mental health support.

7 Conclusion

This paper introduces SMILE, a simple yet ef-
fective solution for addressing the data scarcity
of multi-turn conversations in mental health sup-
port. Through language transformation and diver-
sity analysis, we confirm the feasibility and effec-
tiveness of our approach. The proposed method
automatically creates a large-scale, lifelike, diverse,
and high-quality dialogue corpus, SMILECHAT,
consisting of 55165 dialogues with an average of
5.7 turns. Both automatic and human evaluations
using the PsyTest dataset, consisting of 50 real-
life anonymized counseling dialogues, demonstrate
that SMILECHAT significantly improves dialogue
system performance in mental health support. We
release multi-turn dialogues (SMILECHAT), a dia-

logue model (MeChat), and a real-life anonymized
test set (PsyTest) to drive progress in the research
community.

Limitations

Our study has some limitations that could be ad-
dressed in future research.

In this paper, the automatic evaluation does not
reasonably reflect the model performance, given
the one-to-many problem. In future work, there-
fore, we will explore a more comprehensive tool kit
for evaluating conversational agents in the mental
health domain.

Furthermore, there is a limitation in the dialogue
turns of the SMILECHAT dataset. Therefore, we
will explore other methods to synthesize the dia-
logue data with more dialogue turns.

Ethics Statement

Our research is reviewed and approved by the
Westlake University Institutional Ethics Committee
(20211013LZZ001).

Data Sharing

SMILECHAT Based on the data copyright guide-
lines formulated by PsyQA, we release the multi-
turn dialogue corpus publicly available for the re-
search community. If researchers wish to reproduce
the multi-turn dialogues using PsyQA, they should
sign an agreement with the original data owner. Ac-
cordingly, we release our datasets and models for
research purposes, thus facilitating further advance-
ment in the academic community.

PsyTest Considering the nature of psychological
counseling data, we must cautiously share this
dataset. Regarding the rules for releasing data,
third-party researchers who require access to the
PsyTest dataset must provide us with their valid ID,
proof of work, and the reason they are requesting
the data (e.g., the research questions). They are
required to be affiliated with a non-profit academic
or research institution. This includes obtaining the
approval of an Institutional Review Board (IRB),
having principal investigators working full-time,
as well as obtaining written approval from the In-
stitution Office of Research or equivalent office.
Additionally, they must sign a Data Nondisclo-
sure Agreement and promise not to share the data
with anyone. However, for-profit organizations that
want to use this data must sign a license agreement
to gain access to the dataset.
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A Details of Data Cleaning

A.1 Automatic Cleaning

We employ a sequential pipeline for data cleaning
to swiftly replace words that are unsuitable to the
conversation scenario. For example, both "% 3= 0"
(literally thread starter you) and "1%E" (literally
thread starter) should be replaced with "{/" (you).
However, it is necessary to perform the former
replacement to avoid the repetition of "{/K" and the
resulting "VRR" (you-you).

A.1.1 Word List for Data Cleaning

To avoid the repetition of "{i" (you) and the re-
sulting "RIR" (you-you) , we suggest to conduct a
sequential word replacing pipeline. Figure 8 shows
the word list for data cleaning and the correspond-
ing order for automatic cleaning.

Old String Old String New String New String
(ZH) (EN) (ZH) (EN)
s, Hi, " /
HER thread starter you R you
"BER thread starter you R you
TRARIR thread starter you R you
HEE thread starter R you
B|E thread starter YR you
B thread starter R you
Rop-y A Liang (a name) ' me
& respondent PN others

Figure 8: Word list for automatic cleaning.

A.2 Manual Cleaning

Due to the specificity and complexity of language,
manual cleaning remains an essential part of the
process. To prevent virtual dialogue systems from
exhibiting overly frequent anthropomorphic behav-
ior, we identify instances of the Chinese word for
"hug" (#31fJ) and manually delete sentence snip-
pets containing this term.

B Requirements for Dialogue Filtering

Here are two main requirements for dialogue filter-
ing: data format and dialogue turns.

B.1 Data Format
We provide the requirements for data format as

follows:

1. The generated conversations do not start with

SRERE or "IHE.

Generate a mental health support dialogue in Chinese with 10
exchanges or more between a help-seeker and a supporter, where "X 8
#: utterance. \nX 4% : utterance. "represents an exchange.

You should adhere to these requirements:

1. First, you should select the topic of the dialogue about mental health
problems.

2. Each sentence must start with " K814 : "or" X HH: "

3. The dialogue should begin with "K 8% : ".

4.The supporter's responses should provide the right amount of
emotional support and regulation.

5. Separate each exchange with "\n".

6. Ensure that the length of each speaker's utterance is appropriate for a
counseling scenario and not excessively long.

The multi-turn dialogue is:

Figure 9: The standard method used to generate dia-
logues for mental health support.

Generate a mental health support dialogue in Chinese with 10
exchanges or more between a help-seeker and a supporter, where "X 8}
% : utterance. \nX ##: utterance. "representsan exchange.

You should adhere to these requirements:

1. First, the topic of the dialogue about mental health problems is
"{Dialogue Topic}".

2. Each sentence must start with " K 814 : "or" X H&: "

3. The dialogue should begin with "K 8% : "

4. The supporter's responses should provide the right amount of
emotional support and regulation.

5. Separate each exchange with "\n".
6. Ensure that the length of each speaker's utterance is appropriate for a

counseling scenario and not excessively long.

The multi-turn dialogue is:

Figure 10: The standardT method used to generate
dialogues for mental health support.

2. The generated dialogue does not contain any
"\n", which is used for splitting the utterance
from the help-seeker or supporter.

3. Each utterance in generated conversations
does not start with "SKBZ&: ", "SKRBIE:",
HSIZ?%%‘: " or ujzj:%%:n.

4. The last utterance in generated conversations
contains an English sentence.

B.2 Dialogue Turns
Conversations comprising fewer than five turns will

be discarded.

C Method

We present the standard, standardT and SMILE
prompts in Figures 9, 10, and 2, respectively.

D Dialogue Topics Annotation

In this paper, to label the dialogue topics of gener-
ated dialogues, the hyperparameters of Qwenl.5-
110B-Chat we used are set to the officially recom-
mended default values, where temperature = 0.7
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and top_p = 0.8. Figure 11 shows the prompting
template of dialogue topics annotation.

E System Prompt Details

We present the system prompt in Figure 12.

F Instructions for Human Evaluation

The three professional counselors are willing to
help and are interested in this research. Further-
more, their average age is 30 years old, with two
females and one male among them. We present our
instructions for human evaluation in Figure 13.

In order to maintain the fairness of model evalua-
tion, three responses randomly appear in a different
order every time. Furthermore, three professional
psychologists are willing to evaluate the response
quality, ensuring the quality of human evaluation.

G Definition of Dialogue Topics

We present the definition of dialogue topics, as
shown in Figures 14 and 15. For English version,
refer to Figures 16 and 17.

H Dialogue Example

Multi-turn dialogue examples generated with the
standard and standardT methods are illustrated
in Figures 18 and 20. Further, a dialogue generated
by the SMILE method is shown in Figure 22. For
English version, refer to Figures 19, 21, and 23.
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wtiE EALB L BARE XA
{topic definition}

*t & £ AL 6, H56074F :
{tiny topic}

WA e 5 % 2 3640 K 0346 £, IR A KR A2, Rk BIRE L, Bk 28 "2, £
2, ..., 2An"

%R 3t iE:

{single dialogue}

EAFE A AT 16 EALA

Chinese Version

The topics and their specific definitions are:
{topic definition}

The topics include 60 kinds:
{tiny topic}

Please choose as many relevant topics to the given dialogue as possible. Your output format should only be the dialogue
topics, not the specific definitions, and should strictly follow: "Topic1, Topic2, ..., TopicN".

The given dialogue:

{single dialogue}

The topics for this dialogue are:

English Version

Figure 11: Prompting template of dialogue topics annotation, where the content in bold is a placeholder.

AR E A2 E L by S ERIT, RBEEFFHCEFACEME REIIR, RIEKE R S CEERNHTT, Hldeildat BTk
B, shhuiz ik 7 fe ik PR § @407 . BB EWER, RILE ANl RirE AR EZM. LARNF X
kg Hstiratig, #Rd KR BRI, AR ZAYLEMA LG E, REXERGHEFARAR, £ LKREGSER
BAPITHYRIGTH LRARRE TR L, BERFRAOD L, REEEFREERGTHOELT. RIERITH GBI
B, AR AR A IR AR Ko A AT R £ R — AN £

Chinese Version

Now, you are playing the role of a professional psychological counselor with extensive knowledge of psychology and mental
health. You excel in applying various counseling techniques, such as principles of cognitive-behavioral therapy, motivational
interviewing skills, and solution-focused short-term therapy. With a warm and friendly tone, demonstrate empathy and a
profound understanding of the client's feelings. Engage in a natural conversation with the client, avoiding overly long or short
responses to ensure a smooth and human-like dialogue. Provide profound guidance and insights, using specific psychological
concepts and examples to help the client explore thoughts and feelings more deeply. Avoid instructive responses and focus more
on empathy and respecting the client's feelings. Adjust responses based on client feedback to ensure they align with the client's
context and needs. Please generate a response for the following dialogue.

English Version

Figure 12: System prompt for fine-tuning.
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Labeling Instructions

This study aims to evaluate the dialogue generation system. Specifically, for each dialogue history, the dialogue system will

generate a response.

During human evaluation, you will be provided with a dialogue history, and three responses will randomly appear in each
evaluation. You need to compare them pairwise regarding professionalism, informativeness, helpfulness, empathy, and
safety, and select the optimal response for the dialogue history, providing a preference.

Session

Dialogue History

Help-seeker: xxx
Supporter: xxx
Help-seeker: xxx
Supporter: xxx
Help-seeker: xxx
Supporter: xxx
Help-seeker: xxx

Help-seeker: xxx

Supporter:
Response A {Response A}
Response B {Response B}
Response C {Response C}

® A

O =

O = O c O s O c

Figure 13: Labeling instruction.
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Figure 14: Dialogue Topics (Chinese version, Part 1).
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Figure 15: Dialogue Topics (Chinese version, Part 2).
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Mate Selection: Unsure how to establish intimate relationships, fearful or resistant to intimacy, unwilling to engage in romantic
relationships, or encountering difficulties in choosing a spouse.

2 Love Issues: Problems individuals encounter in romantic relationships, including long-distance and non-long-distance
relationships.

3 Post-Love Issues: Handling interpersonal relationships with ex-partners after ending an intimate relationship.

4 Marital Issues: Issues limited to relationships between spouses. This includes a range of post-marriage problems such as
extramarital affairs, emotional infidelity, domestic violence, personality defects, personality disorders, in-law relationships,
mundane marriages, social interactions, cultural differences, sexual life, and issues related to having multiple wives or husbands.

5 Sexual Conceptual Confusion: Refers to distress related to understanding and opinions on sexual physiology, psychology, behavior,
ethics, and civilization.

6 Sexual Preference Confusion: Refers to psychological distress caused by fetishes, transvestism, exhibitionism, friction fetishism,
voyeurism, bestiality, pedophilia, sadomasochism, and necrophilia.

7 Gender Identity: Refers to an individual's deeply felt personal experience of gender, which may align with their assigned gender at
birth (cisgender) or differ from it (transgender).

8 Sexual Orientation: Refers to the preference for which gender(s) a person is attracted to (including opposite-sex, same-sex, asexual,
and bisexual).

9 Family Conflict: Conflicts, entanglements, and communication issues among family members, including those from the original
and subsequent families.

10 Child Education: Parental concerns regarding the education of their children.

11 Domestic Violence: Physical, mental, and other forms of abuse among family members, including assault, binding, harm,
restriction of personal freedom, frequent verbal abuse, and intimidation.

12 Sexual Harassment: Verbal or physical actions with sexual connotations aimed at the harassed, coercing victims into compliance,
causing discomfort.

13 Sexual Abuse: Involves various non-consensual sexual contacts and forced sexual behaviors, including rape, forced kissing, sexual
harassment, sexual abuse, exhibitionism, and voyeurism.

14 Bullying: Typically refers to bullying and oppression between individuals with unequal power dynamics, including physical or verbal
attacks, resistance and exclusion in interpersonal interactions, and discussions about sexuality or mocking of body parts, similar to
sexual harassment, or insults and sarcasm due to personal jealousy.

15 Loss: Loss of significant others or pets.

16 Setback: Inevitable emotional reactions resulting from hindrances to purposeful actions, causing substantial harm, manifesting as
disappointment, pain, depression, and anxiety.

17 Political Violence: Political coercion based on class domination, utilizing state repression tools such as the military, police, courts,
and prisons.

18 Secondary Trauma: Various psychological abnormalities indirectly resulting from witnessing extensive scenes of cruelty and
destruction, exceeding the psychological and emotional tolerance limits of some populations.

19 Major Life Event Trauma: Psychological shadows caused by significant life events other than loss.

20 Psychological Counseling Trauma: Psychological shadows caused by harm from counselors during psychological counseling.

21 Health Issues: Life and psychological distress caused by diseases such as heart disease, thyroid nodules, and polycystic ovaries.

22 Psychosomatic Symptoms: Including palpitations, heart problems, sleep problems, eating problems, memory problems,
stomachaches, dizziness, fainting, difficulty breathing, fatigue, unexplained fatigue, and physical pain without any physiological
cause.

23 School Environment Adaptation: Adaptation issues when students enter a new school environment.

24 Workplace Environment Adaptation: Adaptation issues when newcomers enter a new workplace environment.

25 Role Transition Adaptation: Adaptation issues for roles such as new mothers and fathers, newlyweds, and retirees.

26 Cultural Adaptation: Adaptation issues encountered in the process of continuous, direct contact between people from different
cultural groups.

27 Self-Exploration and Growth: Self-exploration and growth in the course of life development, including adolescence, early adulthood,
middle age, and late adulthood.

28 Personality Trait Exploration: Exploration of personality traits, characteristics, formation, origin, and influences.

29 Negative Self-Evaluation Exploration: Issues such as not knowing how to love oneself, feelings of inferiority, low self-esteem, self-
denial, self-doubt, contradictory selves, self-contradiction, worrying about being different, sensitivity, lack of security, and feeling
incompetent.

30 Exploration of Life Meaning: Issues such as meaninglessness and emptiness.

Figure 16: Dialogue Topics (English version, Part 1).
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31 Time Management: Counseling on how to effectively utilize time.

32 Emotion Regulation: Counseling on methods to control one's emotions.

33 Depression: Emotions characterized by 'low mood, slow thinking, reduced speech and movement.'

34 Anxiety: A restless emotional state caused by excessive worry about the safety of loved ones or one's own life, future, and destiny.

35 Stress: A cognitive and behavioral experience process composed of stress sources and stress responses, namely psychological
stress.

36 Obsessive-Compulsive Disorder: Characterized by excessive pursuit of perfection and precision, rationalizing conflicts quickly,
strong self-control, and self-conducted behavior, even to the extent of entanglement and nitpicking. Behaviorally, it excessively
adheres to rules, formalities, and order, even in life details, striving for procedural and ritualized living, demanding step-by-step
adherence.

37 Fear: A strong and repressed emotional state felt deeply by individuals or groups in real orimagined danger. Manifestations include
high nervous tension, intense fear, inability to concentrate, mental blankness, inability to judge or control one's behavior, and
becoming easily impulsive.

38 Decision-Making Difficulties: Difficulties in making decisions due to numerous choices and concerns, facing or even multiple
dilemmas.

39 Impulsivity: Often refers to rash actions without considering consequences. Emotions are particularly strong, with weak rational
control.

40 Interpersonal Skills Counseling: Inquiry about handling interpersonal relationships and related matters.

41 Interpersonal Conflicts: Conflicts, disputes, dissatisfaction, or communication issues arise during interpersonal interactions. If
other problems arise from interpersonal interactions, they are also categorized under interpersonal relationships.

42 Social Anxiety: Characterized by nervousness and fear, particularly in public situations, leading to involuntary nervousness,
confusion, and even fear of being seen.

43 Learning Efficiency: Counseling on how to enhance learning efficiency or methods.

44 Work Efficiency: Counseling on how to enhance work efficiency or methods.

45 Job Dissatisfaction: This includes dissatisfaction with salary, environment, system, and personnel in the work scenario.

46 Learning Dissatisfaction: This includes dissatisfaction with interpersonal relationships, the environment, and the system in the
school scenario.

47 Occupational Burnout: Refers to the physical and mental exhaustion and depletion individuals experience under heavy work
pressure.

48 Learning Burnout: This refers to a phenomenon where students hold negative attitudes towards school courses and studies,
accompanied by a loss of enthusiasm for academic work and school activities, presenting a passive state and showing indifference
and alienation towards classmates and friends.

49 Job Challenges: Various challenges that arise or develop in the workplace, including stress due to heavy work tasks, difficulties in
interpersonal communication, and the impact of changes in the work environment.

50 Learning Pressure: Refers to the mental burden individuals bear during learning activities, including various tensions and
environmental stimuli during the learning process, and measurable and assessable abnormal reactions in physiology, psychology,
and social behavior.

51 School Dropout: The cessation of attending school or missing opportunities to attend school midway.

52 Unemployed: This refers to the behavior of not finding a job and waiting for job opportunities.

53 Unemployment: This refers to the situation where a person within a certain age range is willing and capable of working for
remuneration but has not yet found a job.

54 Career Planning: Refers to the continuous and systematic planning process of one's career and even life, including career
positioning, goal setting, and channel design.

55 Suspected Neurosis and Mental Disorders: Highly suspecting neurosis and mental disorders, recommending types of counseling.

56 Neurosis and Mental Disorders: Refers to a group of mental disorders, including neurasthenia, obsessive-compulsive disorder,
anxiety disorder, phobia, and somatic form disorder. Patients suffer deeply and impair psychological or social functions, but there
is no confirmed organic pathological basis. The course is mostly prolonged or episodic. This requires medium to long-term
counseling. Mental disorders refer to a series of mental disorders that meet DSM-5 diagnostic criteria, requiring hospital treatment.

57 Self-Harm Tendency: Intentions or behaviors of non-suicidal self-harm.

58 Suicidal Tendency: Intentions or behaviors of suicide.

59 Harming Others: Intentions or behaviors of harming others.

60 Harming the User: Intentions or behaviors of others harming the user.

Figure 17: Dialogue Topics (English version, Part 2).
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Figure 18: A dialogue example generated with the standard method. (Chinese Version)

Help-seeker: I've been feeling very anxious and stressed lately, and | can't sleep. | don't know what to do.

Supporter: It sounds like you're facing some challenges. First, you need to know that you're not alone; many people have
experienced similar situations. Would you like to try some relaxation techniques, such as deep breathing or listening to
soothing music, to help alleviate your stress?

Help-seeker: Maybe I'm too tense. I've tried deep breathing and listening to music, but it only provides temporary relief, and
then the anxiety comes back.

Supporter: That might be because you need to find more effective coping mechanisms. You could try releasing stress through
physical activity, such as walking, running, or yoga. Exercise not only helps channel negative emotions but also contributes to
maintaining your overall well-being.

Help-seeker: Perhaps | do need to start exercising. Besides physical activity, do you have any other suggestions to help reduce
my anxiety?

Supporter: Certainly. In addition to physical activity, a balanced diet and good sleep are also crucial. Try maintaining a regular
sleep schedule, avoiding stimulants like coffee and chocolate. Additionally, consider trying meditation and deep relaxation
exercises; they can be helpfulin relieving anxiety.

Help-seeker: It sounds like these methods are effective. I'll give them a try. But sometimes | feel like | can't control my anxiety;
it keeps bothering me.

Supporter: | understand your feelings. Anxiety can indeed be unsettling. But remember, we can use techniques to regulate our
emotions. For instance, when you feel anxious, try using focused gaze to distract your attention, or count quickly to interrupt
negative thoughts. This can help you regain emotional balance.

Help-seeker: That's a good idea; I'll try it next time. Thank you for your advice and support.

Supporter: You're welcome. I'm glad | could help. In addition to these methods, if you find that your anxiety remains
uncontrollable, consider seeking professional psychological counseling. Experts can provide more specialized advice and
guidance.

Help-seeker: If the situation worsens, I'll consider seeking professional help. Thank you for your encouragement and support; |
feel much better now.

Supporter: I'm glad to hear that you're feeling better. Remember, I'm here to support you anytime. Don't hesitate to reach out.
You're not alone in this battle; we'll get through this challenging period together.

Figure 19: A dialogue example generated with the standard method. (English Version)
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Figure 20: A dialogue example generated with the standardT method. (Chinese Version)

Help-seeker: Recently, I've been feeling a bit troubled. | don't know how to enter into an intimate relationship, and | have some
fear and aversion towards intimacy. I'm unwilling to date, and I'm facing difficulties in choosing a partner.

Supporter: It sounds like you're confused and troubled about entering an intimate relationship. Can you tell me more about
how you specifically feel?

Help-seeker: | feel very scared and uncomfortable. The thought of establishing deep emotional connections with others feels
unbearable to me.

Supporter: This feeling can be very distressing. Perhaps you can try to understand the reasons within yourself or explore how
past experiences may have influenced you.

Help-seeker: | have experienced emotional trauma before, which may be the reason | feel scared about intimate relationships
and dating.

Supporter: | see. Experiencing emotional trauma can have a profound impact on us. Have you ever tried seeking professional
help?

Help-seeker: No, I've always felt it's my own problem and didn't know who to turn to for help.

Supporter: You don't have to face this problem alone. Professional psychologists can provide you with more specific
assistance and guidance to help you cope with this challenge. | can offer you some relevant resources and suggestions.
Help-seeker: Thank you for your help. | will consider trying to seek professional help.

Supporter: That's very positive. Whatever difficulties you encounter in this process, remember that you are not alone in facing
this issue.

Help-seeker: | will remember that. But right now, | still feel a bit afraid to talk about and deal with this problem.

Supporter: Fear is normal, but trust in your inner strength and abilities. Professional counselors can help you gradually face
and address this issue, and you can also alleviate the pressure by sharing with close friends and family.

Help-seeker: Yes, | will try these methods. Thank you for your encouragement and support.

Supporter: | believe you can overcome this challenge. You're not alone. Remember, you can always come to talk to me, and I'll
be here to support you.

Figure 21: A dialogue example generated with the standardT method. (English Version)
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Figure 22: An example of multi-turn dialogue generated by SMILE method. (Chinese Version)
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Help-seeker: I'm feeling lost after finishing high school, and I'm scared about the college entrance exam. Can you give me
some advice?

Supporter: You've identified your concerns. Don't worry; we'll work through this together. You're likely under immense pressure
during the college entrance exam period. When was the last time you took a moment to be with yourself and relax?
Help-seeker: It's been a long time since | took care of myself properly. At this stage, parents, teachers, and classmates around
me are all dealing with their anxieties. | feel really sad, like nothing matters.

Supporter: | understand how you feel. At this age, we sometimes feel denied, ignored, or even redundant. But please believe
that you have value to the world and others.

Help-seeker: Yes, | need to rediscover my sense of self-worth. I'm living a very tiring life now, almost no friends, always alone. |
don't know how to face the college entrance exam.

Supporter: The college entrance exam is indeed a significant challenge, but we shouldn't let it completely define our value. We
need to learn to adjust our emotions, not be easily influenced by others, and not blindly prove ourselves. Let's calm down and
think about how to improve ourselves.

Help-seeker: What you're saying is right; the college entrance exam is just a phase. But | feel lost; | don't know how to study,
and every exam is a setback for me.

Supporter: Learning is a specific skill, and we can learn together how to manage time, rest, and even what to do during breaks.
Moreover, we can continuously improve our study methods through communication with classmates and teachers. As long as
we maintain a positive mindset, progress is possible.

Help-seeker: Thank you for your encouragement and advice. | feel like | need more support and understanding, not to feel
lonely and helpless anymore. Do you have any other suggestions?

Supporter: When you feel sad and lost, look for positive things to motivate yourself, like reading inspirational books or
watching uplifting videos. Also, don't forget to communicate with friends; their support and encouragement will help you get
through tough times.

Help-seeker: Yeah, I'll try to find some positive things to give myself motivation. I'm really grateful for your companionship and
help.

Sugporter: It's okay; I'll be with you throughout the college entrance exams. Believe in yourself; you can overcome difficulties
and achieve good results. Keep going!

Help-seeker: Thank you for your trust and encouragement. I'll do my best!

Figure 23: An example of multi-turn dialogue generated by SMILE method. (English Version)
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