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Abstract

Byzantine-resistant aggregations detect poi-
sonous clients and discard them to ensure that
the global model is not poisoned or attacked
by malicious clients. However, these aggrega-
tions are mainly conducted on the parameter
space, and the parameter distances cannot re-
flect the data distribution divergences between
clients. Therefore, existing Byzantine-resistant
aggregations cannot defend against backdoor
injection by malicious attackers in federated
natural language tasks. In this paper, we pro-
pose the client embedding for malicious client
detection to enhance Byzantine-resistant aggre-
gations. The distances between client embed-
dings are required to reflect the data distribution
divergences of the corresponding clients. Ex-
perimental results validate the effectiveness of
the proposed client embeddings.

1 Introduction

Byzantine attacks are a kind of threat to federated
learning security, and therefore a line of Byzantine-
resistant aggregation algorithms (Blanchard et al.,
2017; Mhamdi et al., 2018; Zhang et al., 2022) are
designed to defend against Byzantine attacks.

The core of Byzantine-resistant aggregations
is to detect poisonous clients and discard them
to ensure that the global model is not poisoned
or attacked by malicious clients. These aggrega-
tions are mainly conducted on the parameter space,
namely, these aggregations determine suspected
poisonous clients based on the distances between
client parameters. Existing Byzantine-resistant ag-
gregations can defend against adversaries caused
by software bugs, hardware bugs, network asyn-
chrony, or datasets biases (Blanchard et al., 2017;
Mhamdi et al., 2018), while Zhang et al. (2022)
point out that they cannot defend against backdoor
injection by malicious attackers in federated natu-
ral language tasks. Zhang et al. (2022) point out
the limitation of the malicious client detection in

the parameter space.

In this paper, we argue that for better detection of
malicious clients, we should not apply Byzantine-
resistant aggregations in the parameter space di-
rectly, because the parameter distances of clients
cannot directly reflect the distribution divergences
between clients. Therefore, we propose the client
embedding for malicious client detection. We as-
sume that the distances between client embeddings
can reflect the distribution divergences of the cor-
responding client data distributions. According
to this assumption, we propose to solve the low-
dimension embeddings according to Proposition 1.

As demonstrated in Figure 1, enhanced with the
proposed client embedding, Byzantine-resistant ag-
gregations detect malicious clients according to em-
bedding distances instead of parameter distances.
Aggregation algorithms can better detect malicious
clients enhanced with client embedding, since ma-
licious and clean clients are easier to distinguish in
the embedding space than the parameter space.

To validate the effectiveness of the proposed
client embedding, we conduct the defense and de-
tection experiments algorithms on typical NLP
Byzantine attacks, including adversaries (Blan-
chard et al., 2017; Mhamdi et al., 2018) and back-
doors (Chen et al., 2020b; Dai et al., 2019). Exper-
imental results show that the defense performance
of existing Byzantine-resistant aggregations can
be improved and enhanced with client embedding.
Furthermore, the results of malicious detection also
show that the client embedding can prove the de-
tection performance of Byzantine-resistant aggre-
gations, which indicates that the improvement of
defense performance does come from better de-
tection performance brought by client embedding.
The detection ability of client embedding comes
from the ability of client embeddings to model the
dataset distributions of clients.
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Figure 1: Illustration of the client embedding. Byzantine-resistant aggregations enhanced with client embedding
detect malicious clients in embedding spaces instead of parameter spaces (adopted by traditional Byzantine-resistant
aggregations, e.g., Krum) because embedding distances model the data distribution divergences between clients.

2 Background and Related Work

In this section, we first introduce the concept of
federated learning and Byzantine-resistant aggre-
gations. Then we introduce some NLP Byzantine
attacks adopted in experiments.

2.1 Federated Learning Paradigm

Suppose the federated learning process includes T'
learning rounds. In every round, suppose there are
n clients training the local model with parameters
Ot(l) on client ¢ € [1,n], then the server needs to
update the global 87°™°" according to {Ogl)}thl.
Byzantine attack means that malicious clients
among n clients send poisonous clients for mali-
cious purposes. To defend against byzantine at-
tacks, Byzantine-resistant aggregations (Blanchard
et al., 2017; Mhamdi et al., 2018; Zhang et al.,
2022) choose a secure client index set S and only
aggregate secure clients to update the global model:

1 i

i€S

Server
0;

ey

2.2 Byzantine-Resistant Aggregations

Traditional Byzantine-resistant aggregations (Blan-
chard et al., 2017; Mhamdi et al., 2018; Zhang
etal., 2022) detect malicious clients and choose the
set .S according to parameters distances or other
metrics in the parameter space. In this section, we
take the classic multi-Krum (Blanchard et al., 2017)
algorithm as an instance.

Suppose d;; = HOF) - Ht(] ) || denotes the pa-
rameter distance of client ¢ and j, N; denotes the
neighbors of client ¢ which includes [241] clients
with the smallest distances d;; (including client
1 itself). Suppose i* denotes the client with the

smallest distance sum of its neighbors N;:

iF = arg miin Z dij. 2)

JEN;

The multi-Krum algorithm trusts the neighbors
of 7*, namely chooses S = N;. Other Byzantine-
resistant aggregations adopt different algorithms to
determine the set S, but all according to parameters
distances d;; in parameter space.

We choose four Byzantine-resistant aggrega-
tions as baselines: they are Krum (Blanchard
et al., 2017), Multi-Krum (Blanchard et al.,
2017), Bulyan (Mhamdi et al., 2018), and Dim-
Krum (Zhang et al., 2022) algorithms. In addition
to Byzantine-resistant aggregations, there are also
a line of other robust aggregations without explic-
itly detecting malicious clients and choosing the
set S. In our experiments, we also adopt the sta-
tistical median (Median) (Chen et al., 2020a; Yin
et al., 2018), the geometric median (RFA) (Pillutla
et al., 2019), certifiably robust federated learning
(CRFL) (Xie et al., 2021), FoolsGold (Fung et al.,
2020), and Residual-based (Residual) (Fu et al.,
2019) algorithms as baselines.

2.3 NLP Byzantine Attacks

Blanchard et al. (2017) first consider adversaries as
Byzantine attacks: the attacker can add a Guassian
noise (Blanchard et al., 2017) or fixed bias (Blan-
chard et al., 2017) on the parameters. In our ex-
periments, we adopt both Guassian and bias at-
tacks as adversaries. Besides adversaries, the at-
tacker can also poison the local dataset (Mufioz-
Gonzalez et al., 2017; Chen et al., 2017) to inject
backdoors (Gu et al., 2019) to control the model’s
behaviors for malicious purposes. We introduce
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two typical federated NLP backdoor attacks: Bad-
Word (Chen et al., 2020b) and BadSent (Dai et al.,
2019; Chen et al., 2020b).

3 Federated Client Embedding

Suppose v(?) denotes the federated client embed-
ding of client i, and E = [v();v(®); ... :v(")] is
the embedding matrix. We have only one assump-
tion for client embedding:

Assumption 1. The embedding distances can
model the data divergences:

IV = V)2 = D epY),  3)

here D;(p?||p1)) denotes the f-divergences of
data distributions p™ and p\9) on client i and 7,
and we adopt the f-divergence indicator (Zhang
et al., 2024) to estimate it.

In Assumption 1, if we assume:
v =07 = D ePp). @)

to ensure the linearity of embeddings, namely for
mixed probability:

p* =ap? + (1 —a)p¥, (5)

the corresponding embedding should be approxi-
mately av(?) 4 (1—a)v(). Therefore, we can only
choose p = 2 since:

Dy(p*|[p?) =~ Dy (pW(pY)).  (6)

Suppose the matrix F denotes the divergence
matrix, namely F;; ~ Df(p(i)Hp(j)) is the f-
divergence indicator (Zhang et al., 2024). In Propo-
sition 1, we prove we can find (n — 1)-dimension
embeddings satisfying Assumption 1.

Proposition 1. There exists an (n — 1)-dimension
solution for |v() — vW|2 = Fyj, which can
be solved with the following Cholesky decompo-
sition (Dereniowski and Kubale, 2004):

FJ+JF -F —-JFJ

E'E=F .= ,
2

)

where 1 is an n-dimension vector full of ones, J =
171T, and rank(F) < n — 1.

Proposition 1 guides us on how to solve low-
dimensional client embeddings E to enhance
Byzantine-resistant aggregations. More theoretical
details are deferred to Appendix.A. For example,
multi-Krum algorithm enhanced with client embed-

ding chooses S according to d;; = Hv,gi) - vgj ) || in

embedding spaces instead of d;; = 16 — oY
in parameter spaces. The direct advantage of our
proposed method is that embedding distances can
directly reflect the data distribution divergence be-
tween clients according to Assumption 1.

4 Experiments

Our experiments include defense and detection ex-
periments. The target of defense is to train a model
with low Attack Success Rate (ASR) or high Accu-
racy (ACC) under Byzantine attacks, and the target
of detection is to detect malicious clients precisely
in one training round. We introduce experiment
setup and report experimental results in this sec-
tion.

4.1 Experiment Setups

We train an LSTM on two typical text classifica-
tion tasks, i.e., SS7-2 (Stanford Sentiment Tree-
bank) (Socher et al., 2013) and Amazon (Amazon
reviews) (Blitzer et al., 2007).

As introduced in Sec. 2.2, we adopt four
Byzantine-resistant baselines: Krum (Blanchard
et al., 2017), Multi-Krum (Blanchard et al., 2017),
Bulyan (Mhamdi et al., 2018), Dim-Krum (Zhang
et al.,, 2022); and other aggregations: Fe-
dAvg (McMahan et al., 2017), Median (Chen et al.,
2020a; Yin et al., 2018), RFA (Pillutla et al., 2019),
CRFL (Xie et al., 2021), FoolsGold (Fung et al.,
2020), and Residual (Fu et al., 2019). In Dim-
Krum, we choose the ratio as p = 1073 and the
adaptive noise scale A = 2.

As introduced in Sec. 2.3, we adopt two adver-
saries (i.e., Guassian (Blanchard et al., 2017) and
bias (Mhamdi et al., 2018)) and two backdoor
attacks (i.e. BadWord (Chen et al., 2020b) and Bad-
Sent (Chen et al., 2020b; Dai et al., 2019)) as the
Byzantine attacks. In BadWord, the trigger words
are “cf”, “mn”, “bb”, “tq” and “mb”. In BadSent,
the trigger sentence is “I watched this 3d movie”.
The target label is label 0.

In adversary attacks, the defense target is to
avoid the Accuracy (ACC with adversaries) de-
crease with adversaries. In backdoor attacks, the de-
fense target is to gain a low Backdoored Attack Suc-
cess Rate (Backdoored ASR) with less Backdoored
Accuracy (Backdoored ACC) decreases. The detec-
tion target of all six Byzantine attacks is to detect
malicious precisely, and we adopt some detection
metrics to evaluate different aggregations: FAR
(False Acceptance Rate, the probability of clean
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Aggregations Metric Clean Training‘FedAvg‘Median FoolsGold RFA CRFL Residual

ACC with adversaries 86.16 50.32 | 86.14 50.05 86.34  74.86 86.24
Baseline Backdoored ACC 86.16 86.03 | 85.71 86.15 86.23  75.00 86.14
Backdoored ASR 16.22 98.86 | 97.95 98.35 98.66  95.92 99.00

Aggregations Metric Clean Training‘FedAvg‘ Krum Multi-Krum Bulyan Dim-Krum Byzant. Ave.
ACC with adversaries 86.16 50.32 | 79.56 86.27 85.79 8527 84.22
Byzantine-resistant| Backdoored ACC 86.16 86.03 | 77.82 86.07 85.80  85.12 83.70
Backdoored ASR 16.22 98.86 | 99.95 98.78 98.84  46.58 86.04

Aggregations Metric ‘Clean Training‘FedAvg‘ Krum Multi-Krum Bulyan Dim-Krum Byzant. Ave.
Byzantine-resistant,| ACC with adversaries 86.16 50.32 | 83.77 86.21 85.46 84.96 85.10
enhanced with Backdoored ACC 86.16 86.03 | 83.23 86.20 86.01 84.82 85.07
Client Embedding| Backdoored ASR 16.22 98.86 | 18.17 26.05 64.55 36.02 36.20

Table 1: Average defense results of baseline aggregations and Byzantine-resistant aggregations enhanced with
client embedding. Higher ACCs with adversaries and Backdoored ACCs are better, while lower Backdoored ASRs
are better. Results of Byzantine-resistant aggregations enhanced with client embedding are in bold if they have

statistically significant improvements.

Aggregations ‘ FAR FRR Precision Recall Fl-score ACC MR MAP
Krum/Multi-Krum/Bulyan 15.1 94.1 8.3 5.8 6.8 70.0 235 219
enhanced with Client Embedding | 10.0 72.5 38.9 274 321 78.2 123 58.9
Dim-Krum 10.1 72.6 38.9 27.5 32.2 782 165 574

enhanced with Client Embedding | 8.4 65.7 48.6 34.3 40.2 80.7 11.5 70.9

Table 2: Average detection results of Byzantine-resistant aggregations and those enhanced with client embedding.
Higher metrics except FARs, FRRs, and MRs are better. Results of Byzantine-resistant aggregations enhanced with
client embedding are in bold if they have statistically significant improvements.

clients recognized as malicious clients), FRR (False
Rejection Rate, the probability of malicious clients
recognized as clean clients), Precision, Recall, F1-
score, ACC (accuracy), MR (mean rank), and MAP
(mean average precision). Here the F/-score is
defined as:

2 X Precision X Recall

Fl-score =

®)

Precision + Recall

We adopt Adam (Kingma and Ba, 2015) opti-
mizer with a learning rate of 10~3 and a batch size
of 32. The attacker number and total client num-
ber are 1 and 10 in the defense experiments. In
detection experiments, the client number is 30, and
we enumerate the attacker number from 1 to 10.
We report the average metrics and the metrics with
statistically significant improvement are in bold.

4.2 Defense Results and Analysis

It is maybe because adversaries are conducted on
the parameter spaces directly (Blanchard et al.,
2017; Mhamdi et al., 2018), and thus is easy to de-
tect for traditional Byzantine-resistant aggregations.

However, the backdoor attacks are more stealthy,
since they poison the clients’ dataset and are hard to
detect according to the parameter space. Enhanced
with our proposed client embedding, Byzantine-
resistant aggregations can model the distributional
variations between clients and thus can detect mali-
cious clients with the poisonous dataset.

4.3 Detection Results and Analysis

Existing Byzantine-resistant aggregations calculate
parameter distances d;; = ||0t(i) - 0? )|| directly
(Krum (Blanchard et al., 2017), Multi-Krum (Blan-
chard et al., 2017), and Bulyan (Mhamdi et al.,
2018)), or calculate parameter distances on some
suspicious dimensions like Dim-Krum (Zhang
et al., 2022). We try both in our experiments and
label the discarded clients in Byzantine-resistant
aggregations as the malicious clients.

As shown in Table 2, enhanced with client em-
bedding, existing Byzantine-resistant aggregations,
the detection performance of both parameter dis-
tance calculating mechanisms improves. It shows
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that the improvement of defense performance does
come from better detection performance brought
by our proposed client embedding that can model
the clients’ data divergences more accurately.

4.4 The Role of Client Embedding

We also analyze the role of the proposed client
embedding in the proposed defense in this section.
Due to space limit, supplementary results of client
embedding visualizations are reported in Figure 2
in Appendix B.

In Figure 2, we can conclude that enhanced with
client embedding, Byzantine-resistant aggregations
can better distinguish clean and malicious clients.
Namely, the defense performance improvements
come from the better client embedding, the pro-
posed client embedding played a crucial role in the
proposed federated defense method.

5 Conclusion

In this paper, we propose the client embedding to
enhance Byzantine-resistant aggregations. The pro-
posed client embedding can model the dataset dis-
tributions of corresponding clients, namely the em-
bedding distances can model the data divergences
of clients. Experimental results show that the de-
fense performance of Byzantine-resistant aggrega-
tions can be improved and enhanced with client em-
bedding. Further analyses show that the improve-
ments in defense performance come from better
detection performance of client embedding, which
demonstrates that the proposed client embedding
can model the data divergences of clients.

Ethical Considerations and Limitations

In this paper, the proposed client embeddings are
proposed to enhance the Byzantine-Resistant aggre-
gations for more secure federated language learn-
ing. At the same time, since the proposed client
embeddings have lower dimensions, the risk of pri-
vacy leakage is much lower.

This paper focuses on explaining the theoretical
motivation and preliminary experimental valida-
tion. Although experimental results show that the
proposed client embeddings can enhance existing
Byzantine-Resistant aggregations, we only validate
the proposed client embeddings on several classic
NLP models and tasks. Further detailed experi-
ments on the latest NLP model architectures, espe-
cially large language models, need to be explored.
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A Theoretical Details

In this section, we introduce theoretical details.

A.1 The Estimation of Data Divergences

In Assumption 1, we assume:
IV = v = D;[pY). ©)

Following Zhang et al. (2024), we use the
f-divergence indicator F;; to estimate the f-
divergence D (p'||pY)) of p¥) and p©/):

D(p?||pW) o

where A;; = () — 919, and H denotes the es-
timated diagonal Hessian matrix. We follow the
same estimating methods as Zhang et al. (2024).
Since scaling our embeddings E into o E does not
affect the detection, we assume:

Dy(p"pY) ~
A.2 The Proof of Proposition 1
Proof. The objective of Proposition 1 is to find
the embedding matrix E = [v(});v(®).... . y()]
satisfying ||[v(?) —v()||2 = F;;,1 <4,j < n.

Denote a - b as the inner product of vectors a, b,
namely a - b = a"b. Denote:

Fij .= ALHA;;,  (10)

v — w2 = Fij. (1)

v==3 v (12)
n -
=1
v (i) . v
V-V =— vV oev (13)
n “ 1
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Note that v-v # v - v. Denote:

1 n
F.j=—% Fi. (14)
=1
1 n
Fi = > Fij, (15)
j=1
1 n n
F.=— YY) Fy. (16)

i=1 j=1

we have:

F.j=V-Vv+ v . v@) —og.v@  17)
Fi, =v9 .vO v v—ov®.v, 18
F..=2v-v—-2v.v. (19)
Therefore,
Fi* F*—Fz_F**
+ J 5 J (20)
:(V(i) —v)- (V(j) — ). QD

Since moving our embeddings v(*) into v() +
vPela qoes not affect the detection, we also assume
that v) is the zero vector. Therefore,

_FJ+JF-F-JFJ

E'E=F: 5 . (22)
where,
By = e T T EG T e g (g3

ij = 5

Then we prove that rank(F) < n — 1, then we
can solve the (n — 1)-dimension embeddings E
with Cholesky decomposition.

2F =FJ +JF — F — JFJ
=I-J)(-F)(I-J),

(24)
(25)

since (I —J)1 =1—-1 = 0-1,itis easy to
prove that the matrix I — J has an eigenvalue of 0,

namely rank(I—J) < n—1. Therefore, rank(F) <
n— 1. O

B Further Discussions

In this section, we first discuss the non-embedding-
based defenses, and then explore further appli-
cations of client embedding besides enhancing
Byzantine-Resistant aggregations.

B.1 Non-Embedding-based Defenses

Though our proposed method can enhance
Byzantine-Resistant aggregations with client em-
bedding, it is heavily relied on the embed-
ding module in Byzantine-resistant aggregations.
Embedding-based Byzantine-resistant aggrega-
tions (such as Krum (Blanchard et al., 2017),
Bulyan (Mhamdi et al., 2018), Multi-Krum (Blan-
chard et al., 2017), Dim-Krum (Zhang et al., 2022),
etc.) can be enhanced equipped with client embed-
dings, while non-embedding-based defenses (such
as Median (Chen et al., 2020a), Residual-based (Fu
et al., 2019), Fed-FA (Zhang et al., 2024), etc.)
cannot.

Therefore, Non-embedding-based defenses can-
not benefit from the client embedding, which limits
the application of client embedding in federated
defenses.

B.2 Further Client Embedding Applications

Besides enhancing Byzantine-Resistant aggrega-
tions with client embedding, the theoretical model-
ing of client embedding can also be used for client
profiling, client clustering, client classification, or
client similarity calculation in federated learning.
In this section, we discuss further applications of
client embedding.

In federated learning applications, client profil-
ing can improve user profiling and personalized
recommendations. Client profiling can also be used
for client similarity calculation, client clustering,
and client classification.

In this paper, the proposed client embedding can
be seen as a client profile, and the embedding simi-
larities of clients indicate the client similarities. We
provide supplementary experimental results in Fig-
ure 2. It can be concluded that enhanced with client
embedding, Byzantine-resistant aggregations, take
Krum (Blanchard et al., 2017) algorithm as an in-
stance can better distinguish clean and malicious
clients, namely can better profile the clients. We
can also conclude that the defense performance im-
provements come from the better client profiling
ability enhanced by the client embedding.

Besides, malicious client detection can be seen
as a special client clustering or client classification
application. Note that although the experiments in
this paper focus on federated defense, the client
embedding can also be applied to other federated
tasks, such as user profiling, personalized recom-
mendations, client, clustering, and classification.
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Figure 2: Illustrations of parameter (a,c,e,g) and embecsicéi9n§ spaces (b,d,f,h). Malicious/total clients are provided.



