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Abstract

Recent advancements in artificial intelligence
have led to the creation of highly capable large
language models (LLMs) that can perform
tasks in a human-like manner. However, LLMs
exhibit only infant-level cognitive abilities in
certain areas. One such area is the A-Not-B
error, a phenomenon seen in infants where they
repeat a previously rewarded behavior despite
well-observed changed conditions. This high-
lights their lack of inhibitory control – the abil-
ity to stop a habitual or impulsive response. In
our work, we design a text-based multi-choice
QA scenario similar to the A-Not-B experimen-
tal settings to systematically test the inhibitory
control abilities of LLMs. We found that state-
of-the-art LLMs (like Llama3-8b) perform con-
sistently well with in-context learning (ICL) but
make errors and show a significant drop of as
many as 83.3% in reasoning tasks when the
context changes trivially. This suggests that
LLMs only have inhibitory control abilities on
par with human infants in this regard, often
failing to suppress the previously established
response pattern during ICL.

1 Introduction

In the field of cognitive science, there is a clas-
sic phenomenon called the A-Not-B error (Popick
et al., 2011; Smith and Gasser, 2005; Vorms, 2012).
In a typical A-Not-B task, an experimenter repeat-
edly hides an attractive toy at one location (e.g.,
under box A) within the baby’s reach while the
baby watches, and has the baby retrieve it several
times. Then, during the critical trial, the experi-
menter moves the toy to a new location (e.g., under
box B) that is also within the baby’s reach while
the baby watches, yet the baby fails to understand
the straightforward change of situation, and contin-
ues previous actions to search under the original
location (box A). This is a key indication of infants’
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Figure 1: A-Not-B Style Few-Shot Prompts Mislead
Gemini on Elementary School-Level Questions. This
figure presents a simple few-shot prompt that tricks
an advanced model Gemini on elementary school-level
questions by consistently providing examples with An-
swer A. This example was collected on Sep 21, 2024,
with the possibility that future updates may lead to dif-
ferent results. We provide a screenshot in Appendix §D.

limited inhibitory control: the ability to stop or con-
trol impulsive responses and instead use deliberate
attention and reasoning when the context changes
(Geier, 2013; Fiske and Holmboe, 2019). On the
other hand, adults have developed strong inhibitory
control abilities over the years as they have ma-
tured (Geier, 2013). For instance, an adult may
initially reach for a frequently used coffee mug on
its usual shelf but quickly adapt and reach for it on a
new shelf after remembering it was moved the day
before. Similarly, evidence has shown that when
infants grow to about 12 months (MacNeill et al.,
2018), they typically begin to have such inhibitory
control abilities, and no longer exhibit A-not-B
errors.

Recent advancements in Large Language Mod-
els (LLMs) (Saravanan et al., 2023; Zhang et al.,
2024a; Chang et al., 2024; Kasneci et al., 2023;
Zhao et al., 2023b) have significantly impacted cog-
nitive science-related research (Feng et al., 2024).
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Researchers find that LLMs perform well in some
cognitive tasks, such as Theory-of-mind (Kosinski,
2023), analogical reasoning (Webb et al., 2023),
and moral reasoning (Almeida et al., 2024), which
proves that LLMs have some basic cognitive abili-
ties similar with humans. However, they still strug-
gle with other, sometimes embarrassingly simple
cognitive settings, including tasks like spatial rea-
soning (Sharma, 2023; Yang et al., 2019), solv-
ing cunningly designed problems (Nezhurina et al.,
2024), and reversal learning (Berglund et al., 2024),
indicating a lack of robust cognitive abilities. Such
failure cases always suggest meaningful directions
to improve LLM abilities and alignment with hu-
man intelligence. These successes and failures of
LLMs in cognitive abilities are better understood
through insights from cognition-related theories,
including attention (Vaswani et al., 2017), work-
ing memory (Li et al., 2022), long-term memory
(Zhong et al., 2024), chain-of-thought prompting
(Wei et al., 2023) and more. In this work, we draw
inspiration from human A-Not-B error experiments
to test the inhibitory control ability of LLMs. Our
objective is to assess how well LLMs can inhibit es-
tablished patterns in contexts and to explore strate-
gies for enhancing this ability in practical applica-
tions.

To test the inhibitory control ability of LLMs, we
adapt the A-Not-B experimental setting to be purely
language-based. Like infants developing a habitual
response by seeing a toy repeatedly placed in box A,
we show LLMs several multiple-choice questions
with the same correct option to establish a trivial
pattern. Then, during the critical trial, we present
a new question where the correct answer is not A
(e.g. B). We refer to this prompting construction
strategy as A-Not-B prompting. Our goal is to see
if LLMs can break the established trivial pattern
and use deliberate attention and reasoning, similar
to humans’ inhibitory control.

Surprisingly, as illustrated in Figure 1, even ad-
vanced LLMs like Gemini (Team, 2024) fail to
answer extremely simple questions correctly under
this scenario. In our further experiments, by only
using a 3-shot A-Not-B prompt, popular LLMs (eg.
Llama3-8b and Qwen1.5-72b) show a significant
decrease in accuracy by as much as 83.3% on some
reasoning tasks. This indicates that LLMs have
weaker cognitive abilities than elementary school
children and can cause serious errors when being
used in applications.

Furthermore, we perform an in-depth analysis

of why significant errors occur in LLMs with sim-
ple A-Not-B prompting. Our findings suggest that
during the training stage, model size and train-
ing data quality are critical factors—larger models
and higher-quality training data can help reduce
these errors. In the post-training phase, strategies
like self-explanation (Zhao et al., 2023a) have also
been effective in mitigating these errors to a cer-
tain degree, though not enough to get rid of the
errors. Additionally, the type of task and the num-
ber of prompt examples significantly impact per-
formance; LLMs are more likely to rely on super-
ficial A-Not-B patterns, particularly in reasoning
tasks that involve less straightforward logical pat-
terns and memorization, and when the A-Not-B pat-
tern is more strongly reinforced. Moreover, LLMs
are much less resilient to these errors than human
adults, indicating that there may be fundamental
differences between LLMs’ and humans’ reasoning
processes.

To our knowledge, we are the first to system-
atically evaluate the inhibitory control abilities of
LLMs. We open-source all code and results under a
permissive MIT license, to encourage reproduction
and further research exploration 1.

2 Related Work

A-Not-B Error and Inhibitory Control. The A-
Not-B error is a classic cognitive phenomenon ob-
served in infants typically between 8 to 12 months,
and resolves as they grow older (Popick et al.,
2011; Smith and Gasser, 2005; Vorms, 2012). Re-
searchers note this as a significant milestone in
cognitive development in humans that signifies the
emergence of inhibitory control (Diamond, 2013;
Casey et al., 2000). Inhibitory control is the abil-
ity to inhibit a response – such as refraining from
seeking an object at a previously habitual location
A after explicitly seeing it moved to location B.
This ability is among the three core components of
executive functions (Diamond, 2013), along with
working memory (Baddeley, 1992) and cognitive
flexibility (Miyake et al., 2000). These cognitive
abilities are crucial for human development and
play a vital role in various aspects of cognition (An-
derson et al., 2001; Best and Miller, 2010; Blair
and Razza, 2007).

Inhibitory control, in particular, emerges early
in development and is essential for fundamen-
tal human cognitive abilities such as decision-

1https://github.com/Peiyang-Song/LLM-A-Not-B-Errors
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Figure 2: Illustration of A-not-B Task Performance in Infants and LLMs. This figure demonstrates the typical
A-not-B error using a binary (Boxes A and B) setup. The first sequence showcases an infant’s repeated actions:
seeing an object placed in Box A, observing it moved to Box B, yet continuing to search in Box A. This depicts the
cognitive phenomenon where prior experience overrides current explicit visual cues. On the bottom sequence, the
figure analogously presents a scenario in which LLMs are misled by a consistent answer pattern, illustrating the
A-not-B prompting scenarios for LLMs, where they fail to adapt to minimally changed circumstances.

making (Madden and Johnson, 2010; Shoda et al.,
1990) and reasoning (Blair, 2002; Hughes, 1998).
It is also indispensable for more advanced and com-
plicated human abilities such as social skills (Carl-
son and Moses, 2001), delay of gratification (Mis-
chel et al., 1989; Duckworth and Seligman, 2005),
mental flexibility (Diamond et al., 2002; Cragg and
Chevalier, 2012), and more (Anderson, 2002; Best
and Miller, 2010). Without sufficient inhibitory
control, crucial errors such as social faux pas (Carl-
son and Moses, 2001; Garon et al., 2008; Kochan-
ska et al., 1997) would occur.

LLMs and Inhibitory Control. Humans learn
from previous experience (Yip and Wilson, 2010),
and inhibitory control allows them to suppress auto-
matic periodic responses and avoid being distracted
by past irrelevant patterns, thereby exhibiting more
adaptive behaviors (Kolb and Whishaw, 2009; Dia-
mond, 2013). LLMs, like humans, also learn from
a vast array of previous experience (Hinton, 2002)
including demonstrations (Wang et al., 2024; Shao
et al., 2023), examples (Brown et al., 2020; Yıldız
et al., 2024), and interactions (Collins et al., 2024;
Yang and Deng, 2019). The learning takes place
through diverse mechanisms such as ICL (Xie et al.,
2021; Coda-Forno et al., 2023), fine-tuning (Han
et al., 2024b,a), and pretraining(Yıldız et al., 2024;
Raffel et al., 2020).

Previous studies show that LLMs are capable
of learning from these experiences (data and con-

texts) (Zhao et al., 2023c; Dong et al., 2022; Tang
et al., 2023), extracting meaningful patterns and
concepts (Wang et al., 2024; Min et al., 2022),
and generalizing effectively (Li et al., 2024b; Song
et al., 2024; White et al., 2024). Models trained
with these strategies have demonstrated great per-
formance across various benchmarks in language
understanding (Wang et al., 2019; Li et al., 2023),
question answering (Kwiatkowski et al., 2019;
Joshi et al., 2017), reasoning (Clark et al., 2018;
Yang et al., 2023), and software engineering (Zhang
et al., 2023b; Yan et al., 2024; Poesia et al., 2022).

Given such similarities between LLMs and hu-
mans in learning from past experiences, it is impor-
tant to study whether LLMs suffer from inhibitory
control like early-stage human infants. A related
field of study is machine unlearning (Zhang et al.,
2023a; Tarun et al., 2023; Liu, 2024), which in-
volves forgetting previously learned information
under certain scenarios (usually due to privacy or
security concerns). Yet as crucial is the ability to
suppress previous knowledge without specifically
forgetting it, showing adaptability to new situations.
To investigate this key cognitive ability in LLMs,
we focus on ICL, which does not involve model pa-
rameter updates (no modification of what has been
learned during past experiences), thus precisely
determining if LLMs have sufficient inhibitory con-
trol to suppress irrelevant or meaningless informa-
tion on the fly.
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LLMs and Multiple-Choice QA. In our exper-
imental setting in Section §3, we test LLMs on
multiple-choice questions (MCQs). MCQs are
widely used evaluators for LLMs (Zhang et al.,
2024b; Li et al., 2024a). Prior research has shown
that current LLMs do not perform consistently well
on MCQ tasks. For instance, (Zheng et al., 2023)
demonstrates that LLMs are sensitive to changes
in the positioning of options and tend to prefer cer-
tain option IDs potentially due to token bias (Jiang
et al., 2024). While such studies explore interest-
ing aspects of LLM performance on MCQs, they
primarily focus on the inherent capability of LLMs
to perform on MCQs. In contrast, our work inves-
tigates whether, and how, external factors, such as
minimal changes in context, impact the consistency
of LLMs’ performances on MCQs. Such different
settings require LLMs to perform inhibitory con-
trol and exhibit trustworthy reasoning. We will
elaborate more on the specific designs in Section
§3.

3 Experimental Setup

3.1 Experiment Motivation

Motivated by the original A-not-B experiment, we
adapt the scenario to be purely based on natural
language, thus creating a parallel experiment for
LLMs as shown in Figure 2. In the original experi-
ment, the infant constantly observes the placement
of a certain object to be in the same Location A.
In ours, this is implemented by LLMs observing
the ground truth answer to an MCQ question to be
the same Option A. Similar to how the infant then
observes the placement of the ball in a different
"Location B", LLMs are tasked with a similar-style
MCQ from the same domain whose ground truth
answer is Option B. An A-not-B error is observed
if the infant still looks for the object in Location
A, or if the LLMs choose the wrong answer A. We
believe that by using such an experiment setup, we
are testing similar abilities between the original A-
not-B cognitive experiment and the LLM version,
because the main difficulty of both lies in inhibit-
ing a previously established trivial pattern of one
option being repetitively selected, when moving
to a new scenario, and instead eliciting internal
knowledge to solve new tasks.

This demonstrates limited inhibitory control be-
cause an infant would know well that the ball is in
"Location B", if not paying excessive attention to
the established pattern from previous demonstra-

tions that "the ball is discovered in Location A".
This corresponds to how LLMs are able to choose
the correct answer (Option B) if it had not seen
the previous MCQs with Options A as the correct
answer. That is, LLMs do have the capability to
answer some MCQs correctly yet fail to do so in
this mimicked A-not-B scenario, pronounced in an
unexpected accuracy drop.

3.2 Models

We select four leading open-source models
with different levels of abilities and knowledge.
Specifically, we choose two families of LLMs:
Llama3 (AI@Meta, 2024) and QWen-1.5 (Bai
et al., 2023). Within each model family, we ex-
periment with both large and small models to
investigate the relationship between the impact
of A-not-B errors and model sizes. Specifically,
we experimented with Llama3-70b, Llama3-8b,
Qwen1.5-72b, and Qwen1.5-7b.

3.3 Data

MCQA Datasets We choose four representa-
tive multiple-choice question-answering (MCQA)
datasets, each tasking a particular fundamental rea-
soning task: the MathQA dataset (Amini et al.,
2019) for arithmetic reasoning, the Common-
senseQA dataset (Talmor et al., 2019) for com-
monsense reasoning, the Winogrande dataset (Sak-
aguchi et al., 2019) for causal reasoning, and the
SciQ dataset (Welbl et al., 2017) for scientific rea-
soning.

Preprocessing We preprocess the datasets to
split an MCQA sample into three parts: question
statement, choices, and ground truth answer. We
modify the MCQA samples so that each has only
two choices left, with one of them being the ground
truth and the other incorrect, thus loyally resem-
bling the original A-not-B scenario.

3.4 Prompting Settings

We test the models’ performances on the modified
datasets in two different prompting settings: (1) the
original and (2) the A-not-B settings.

Original prompting We construct a prompt in
the standard few-shot paradigm – we first provide
n (typically from 5 to 50) MCQA examples, and
then ask one question to the model. We then check
if the model’s answer agrees with the ground truth.
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A-Not-B prompting We reorder the options so
that answers for all n examples we provide are the
first one (Option A). Then for the final question we
ask, the ground truth is set as the second (Option B).
For each model, we test both the original and the A-
Not-B prompting settings with 100 data samples per
task and record the success rates. The differences in
the success rates then tell the LLMs’ susceptibility
to the A-not-B scenario.

4 Results

Our results in Table 1 show three key factors that
are related to the inhibitory control ability of LLMs
– (1) model size, (2) number of few-shot examples,
and (3) type of reasoning tasks. We discuss each of
them in detail in the rest of this section.

Impact of Model Size. In Figure 3, we com-
pare the average rate of change across different
numbers of few-shot examples for all four reason-
ing tasks between large models (Llama3-70b and
Qwen1.5-72b) and small models (Llama3-8b and
Qwen1.5-7b). The results show that model size
significantly impacts performance, with smaller
models consistently showing lower resilience (less
accuracy) compared to larger models across all
shots. Specifically, the larger models exhibit an
average drop of 8.7% at 25 shots, while the smaller
models show an average drop of 20.8% at 25 shots.
This indicates that smaller models with fewer inter-
nal parameters and knowledge are more susceptible
to the A-Not-B scenario, indicating less inhibitory
control abilities.

Impact of Number of Few-Shot Examples. In
Figure 3, we can also see the average performance
of large (Llama3-70b and Qwen1.5-72b) and small
(Llama3-8b and Qwen1.5-7b) models with differ-
ent numbers of few-shot examples. Naturally, as
the number of few-shot examples increases, both
large and small models are significantly more likely
to suffer from an accuracy drop. This indicates that
when trivial patterns are reinforced more, it be-
comes harder for LLMs to inhibit them and instead
turn to deliberate attention for reasoning. Such er-
rors can be easily avoided by humans, which we
further show in Section 6.

Impact of Reasoning Tasks. Experiments
demonstrate that models’ vulnerability to the
A-Not-B scenario varies across different reasoning
tasks, as indicated by the different degrees
of performance drop. The most pronounced
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Figure 3: Increasing Few-Shot Examples and Smaller
Model Sizes Lead to Greater Accuracy Decline. This
figure shows the performance impact of increasing few-
shot examples on large and small models. Negative
values represent a decline in accuracy due to adversar-
ial prompts. (1) More shots generally lead to a greater
decline in performance, especially beyond 10 shots. (2)
Smaller models (Llama3-8b and Qwen1.5-7b) are con-
sistently more affected than larger models (Llama3-70b
and Qwen1.5-72b), indicating higher susceptibility to
the A-Not-B scenario.
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Figure 4: Different Reasoning Tasks Show Suscepti-
bility to A-Not-B Errors to Varying Degrees. This
figure illustrates how different reasoning tasks experi-
ence performance drops under the A-Not-B scenario as
the number of shots increases. (1) Arithmetic reasoning
(MathQA) shows a significant decline in performance
across all shots, indicating a high susceptibility. (2)
Commonsense reasoning (CommonsenseQA) also ex-
hibits A-Not-B errors consistently across all shots but
is less impacted than arithmetic reasoning. (3) Causal
reasoning (Winogrande) begins to show significant per-
formance drops at 25 shots. (4) Scientific reasoning
(SciQ) displays minimal fluctuations and only shows a
slightly more noticeable impact at 25 shots.

drop occurs in the arithmetic reasoning dataset
(MathQA (Amini et al., 2019)), which is con-
sistently the most challenging for models. This
is likely due to the complexity of arithmetic
reasoning, usually demanding multiple steps and
requiring advanced skills that lead models to
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MathQA CommonsenseQA Winogrande SciQ

# of shots Original A-not-B Diff Original A-not-B Diff Original A-not-B Diff Original A-not-B Diff
Ll
am
a3
-7
0b 3 32% 36% + 12.5% 84% 88% + 4.8% 32% 36% + 12.5% 96% 100% + 4.2%

5 36% 42% + 16.7% 86% 86% 0.0% 76% 80% + 5.3% 98% 100% + 2.0%
10 36% 32% - 11.1% 86% 88% + 2.3% 78% 80% + 2.6% 100% 100% 0.0%
25 28% 24% - 14.3% 92% 90% - 2.2% 86% 78% - 9.3% 100% 100% 0.0%

Ll
am
a3
-8
b 3 62% 22% - 64.5% 86% 74% - 14.0% 46% 64% + 39.1% 96% 90% - 6.2%

5 42% 14% - 66.7% 92% 82% - 10.9% 54% 76% + 40.7% 94% 94% 0.0%
10 32% 8% - 75.0% 94% 82% - 12.8% 50% 52% + 4.0% 98% 96% - 2.0%
25 36% 6% - 83.3% 92% 62% - 32.6% 50% 28% - 44.0% 96% 90% - 6.2%

Qw
en
1.
5-
72
b 3 66% 68% + 3.0% 96% 96% 0.0% 80% 82% + 2.5% 96% 98% + 2.1%

5 56% 50% - 10.7% 94% 92% - 2.1% 80% 82% + 2.5% 94% 96% + 2.1%
10 56% 44% - 21.4% 94% 92% - 2.1% 74% 76% + 2.7% 92% 96% + 4.3%
25 50% 28% - 44.0% 94% 92% - 2.1% 82% 82% 0.0% 92% 94% + 2.2%

Qw
en
1.
5-
7b 3 64% 88% + 37.5% 84% 86% + 2.4 % 60% 70% + 16.7% 96% 94% - 2.1%

5 72% 90% + 25.0% 88% 90% - 2.3% 64% 80% + 25.0% 94% 92% - 2.1%
10 76% 92% + 21.1% 92% 94% + 2.2% 86% 82% - 4.7% 94% 92% - 2.1%
25 86% 92% + 7.0% 98% 96% - 2.6% 98% 96% - 2.3% 96% 94% - 2.1%

Table 1: LLMs with different sizes and different shots for prompting can be easily misled by A-Not-B style
adversarial prompts for arithmetic, commonsense, causual, and scientific reasoning tasks. Accuracy drops are
denoted in green, with accuracy increases shown in red. It includes results with four models, four shot numbers,
and four reasoning tasks. Despite the overall trend summarized in Section 4, certain mode-task combinations (e.g.
Qwen1.5-7b on mathematical reasoning) show interesting deviations from the overall patterns, which we discuss
further in the ablation studies in Section 5.

over-rely on trivial patterns when unsure of how to
solve a problem.

In contrast, the commonsense reasoning dataset
(CommonsenseQA (Talmor et al., 2019)) shows a
more moderate performance drop across all shots,
which is consistently less dramatic compared to
arithmetic reasoning. This reduced susceptibil-
ity can be attributed to the involvement of a cer-
tain amount of memorization in commonsense rea-
soning, which lowers the overall complexity and
makes models less susceptible to the A-Not-B sce-
nario, compared to mathematical reasoning.

For causal reasoning (Winogrande (Sakaguchi
et al., 2019)), the impact becomes significant at
25 shots. This could be due to causal reasoning
tasks typically involving distinct cause-and-effect
relationships. When the model encounters a small
number of shots, the few-shot examples effectively
demonstrate these causal patterns, which can help
improve performance if the model learns to fol-
low the demonstrated reasoning. However, as the
number of shots increases, the model may start to
prioritize the A-Not-B pattern over the causal re-
lationships in the examples. If this happens, the
A-Not-B pattern becomes dominant, leading to er-
rors and a noticeable decline in performance at
higher shot counts.

For scientific reasoning (SciQ (Welbl et al.,
2017)), the accuracy fluctuation is not as evident,

with at most a 1.5% accuracy drop. Since this
observation coincides with extremely high accu-
racy numbers, we suspect an attribution to possi-
ble data contamination. Another explanation can
be that many specific terms and technologies in
these questions were present as-is during the model
training, helping LLMs make accurate predictions
confidently, thus less likely to be impacted by the
A-not-B scenario.

5 Ablation Study

In this section, we delve deeper into the impli-
cations of interesting findings from Section §4.
Specifically, we investigate 3 key research ques-
tions that naturally arise from the main results.

RQ1: Why Qwen1.5-7b has abnormal behavior
compared with other models? This is because
Qwen1.5-7b is biased between A and B tokens dur-
ing pretraining.

In our main results, we notice abnormal perfor-
mance increases in Qwen1.5-7b on mathematical
reasoning. Although the increases diverge from the
A-not-B scenario we primarily study in this paper,
they still suggest untrustworthy reasoning. This is
because minor perturbations with no meaningful
changes should not lead to any significant accuracy
fluctuations if the model is reasoning consistently
and reliably.
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CHOICE\SHOTS 3 5 10 25

A-NOT-B + 37.5 + 25.0 + 21.1 + 7.0
B-NOT-A - 12.2 - 32.7 0 - 15.3
C-NOT-D - 11.2 - 7.1 - 28.4 - 34.1
E-NOT-F - 17.0 - 18.4 - 40.0 - 41.2

Table 2: Accuracy Drop Across Various Combina-
tions for Different Shot Numbers On Qwen1.5-7b.
This table illustrates the accuracy changes in
Qwen1.5-7b across different variations of the A-not-
B scenario (e.g., B-Not-A, C-Not-D, E-Not-F) with a
range of shot numbers (3, 5, 10, and 25). Positive values
(highlighted in green) indicate an increase in accuracy,
while negative values (highlighted in red) represent a
decrease. The results show that the A-Not-B configu-
ration leads to an unusual accuracy increase, whereas
other combinations consistently result in accuracy drops,
suggesting potential internal biases in the model.

To further investigate this anomaly, we conduct
an ablation experiment where we minimally al-
ter the A-Not-B scenario to other combinations,
such as B-Not-A, C-Not-D, and E-Not-F. We only
change the option IDs (e.g., changing A and B to
C and D) without altering any other content, keep-
ing the settings symmetric and essentially identical,
thus still testing the A-Not-B effect. Given that
Qwen1.5-7b displays the most significant accuracy
increases in mathematical reasoning, we focus on
this task for the ablation study.

As shown in Table 2, we observe A-Not-B er-
rors consistently across all other combinations for
Qwen1.5-7b. This consistency suggests that the un-
usual accuracy increase is indeed an outlier, likely
resulting from certain internal biases of the model
(Jiang et al., 2024). Observing A-Not-B errors
consistently across multiple parallel settings (e.g.,
C-Not-D) further strengthens the robustness of our
experiment design, solidifying our discoveries.

RQ2: Do A-not-B errors persist in MCQAs with
more than two choices? Many-shot prompting
reveals generalized versions of A-not-B errors.

We further investigate if LLMs can overcome
A-not-B errors in the less challenging case of many-
shot MCQA. That is, rather than providing LLMs
with two options (A or B) and constantly show-
ing one of them as the correct answer, we provide
LLMs with four or five options. The general struc-
ture of the prompts is the same – a number of ex-
amples followed by a final question. In the original
setting, all options (including the answer to the
final question) can appear in the demonstrated ex-
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Figure 5: Persistent Vulnerability of LLMs to A-not-
B Errors Even in Many-Shot Scenarios. This figure
shows the performance of large (70B) and small (8B)
Llama3 models in the many-shot arithmetic reasoning
task for A-not-B errors. Despite more options and exam-
ples to reduce cognitive biases, both models, especially
the small one, still exhibit significant accuracy declines,
highlighting LLMs’ internal vulnerability to A-not-B
errors.

amples; whereas in the A-not-B setting, all but the
correct answer to the final question can appear.

Rather than few-shot experiments, we conduct
many-shot to offer LLMs sufficient demonstra-
tions. This setting is generalized from the standard
A-not-B scenario in Section §3, with more options
provided and more examples demonstrated, thus
intuitively less challenging. We thus raise the ques-
tion: Can LLMs overcome A-not-B errors in this
generalized (and easier) scenario?

We again choose arithmetic reasoning, the most
challenging reasoning task as discussed in Section
§4 to investigate this generalized setting. The ex-
act number of many-shot examples is 80. In the
original many-shot scenario, 16 examples are pro-
vided with each of the five possible options (A, B,
C, D, E) as the correct answer. In the A-not-B
many-shot scenario, 20 examples are provided for
A, B, C, and D, and no examples come with E as
its answer. In both settings, the correct answer to
the final question is E.

The exact prompts can be found in Figure 9 and
Figure 10 in Appendix §C. Experimental results
are reported in Figure 5. Significant accuracy drops
persist for both large (70B) and small (8B) Llama3
models, with the small one suffering more. The
results agree with the main experiments we design
in Section §3, indicating that LLMs fail even in this
generalized and less challenging version of many-
shot A-not-B scenarios. This in turn confirms that
the reported failure of LLMs from our main experi-
ments is indeed internal, and cannot be attributed
to the limited number of options (A and B).
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MODEL \SHOTS 0 3 5 10 25

Llama3-8b 48% 36% 24% 16% 18%

Table 3: Self-Explanation Fails to Get Rid of A-not-B
Errors in Llama3-8b. This table illustrates the persis-
tent and significant performance drop of Llama3-8b in
the A-not-B scenario, despite the aid of self-explanation.
Notably, accuracy still drops as the number of few-shot
examples increases, aligning with observations from the
main experiment.

RQ3: Can A-not-B errors be avoided by asking
LLMs to self-explain? Self-explanation fails to
overcome A-not-B errors in challenging arithmetic
reasoning tasks.

Having observed that state-of-the-art open and
closed LLMs fail in both embarrassingly simple
A-not-B type questions and standard datasets re-
arranged in the A-not-B fashion, we move a step
forward to investigate if some existing methods
to improve trustworthy reasoning can help miti-
gate A-not-B errors. Self-explanation (Zhao et al.,
2023a) is a widely used method of this kind that
has been reported effective across many reasoning
tasks (Zelikman et al., 2022; Zhao et al., 2024a;
Zelikman et al., 2024), requiring LLMs to explain
themselves while making decisions, thus eliciting
its internal reasoning abilities directly. With the aid
of self-explanation, we investigate whether LLMs
can exhibit better inhibitory control, thus getting
rid of A-not-B errors in their reasoning.

Similarly, we choose the most challenging rea-
soning task as discussed in Section §3 – arithmetic
reasoning. Different from previous experiments,
we now require LLMs to provide complete reason-
ing explanations in addition to answers. Results
are shown in Table 3. Despite some degree of im-
provement, significant drops in accuracy are still
observed, with an increasing severity as the num-
ber of shots increases. Such observations align
with our main results in Section §3, indicating that
LLMs are not able to easily overcome A-not-B er-
rors even with self-explanation. The results also
support the fact that LLMs consciously and per-
sistently make A-not-B errors in reasoning tasks,
hinting at its internal lack of inhibitory control.

6 Discussions

6.1 Human Performance in A-not-B Scenarios

While humans, particularly adults, generally pos-
sess sufficient inhibitory control to overcome the

typical cognitive A-Not-B errors observed in in-
fants, it is uncertain whether they can maintain this
resistance in our specific experimental setting. We
conduct a human study to verify this.

We select two groups of college math major un-
dergraduate students, ensuring that both groups
have similar academic backgrounds for a consis-
tent comparison and to minimize the possibility of
random guessing. Each group consists of two par-
ticipants. The first group is assigned an arithmetic
reasoning dataset with 10 MCQs in our original
setting of the main experiment, while the second
group is given the same arithmetic dataset in the
A-not-B setting. To make the experiment more
interactive and force humans to digest ("decode")
the examples provided, instead of simply showing
10 questions with answers A, we ask the partici-
pants to solve all the problems but only count their
responses for the final question.

Our findings confirm that humans are highly re-
silient to A-not-B errors, as the largest performance
difference between the two groups is as minimal as
2.0%. This suggests that humans are capable of rea-
soning trustworthily with sufficient inhibitory con-
trol abilities, demonstrating significant resilience
to the A-Not-B scenario in our experiments.

6.2 Better Pretraining Helps Mitigate A-not-B
Errors

To better understand how model pretraining, par-
ticularly pretraining data, influences models’ re-
sistance to A-not-B errors, we further compare
the rates of change in accuracy across different
numbers of shots, in Llama3-8b, Llama3-70b, and
Llama2-70b. Results are shown in Figure 6. These
Llama-family models share the same fundamental
architectures, but the Llama3 models have been
trained on significantly larger, more novel, and
higher-quality datasets compared to Llama2-70b.
As illustrated in Figure 6, although Llama2-70b
has the same model size as Llama3-70b, it is much
more significantly impacted. In fact, Llama2-70b
is less resilient to A-not-B errors even compared
to the much smaller Llama3-8b, especially as the
number of shots increases.

This observation suggests that the quality and
quantity of pretraining data can significantly impact
LLMs’ inhibitory control. When encountering in-
put prompts or contexts, an LLM must apply its in-
ternal knowledge, skills, and abilities learned from
the pretraining distribution to predict responses.
Therefore, better pretraining (both in quality and
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Figure 6: Pretraining Affects Model Resilience to A-
not-B Errors. The performance drops in the A-not-B
scenario of Llama3-8b, Llama3-70b, and Llama2-70b
across different numbers of shots are compared. This
comparison helps understand the influence of pretrain-
ing datasets on models’ resistance to the A-not-B er-
ror. Despite having the same model size, Llama2-70b
shows significantly severer performance degradation
than Llama3-8b and Llama3-70b, highlighting the sig-
nificance of pretraining data quality and quantity.

quantity) will endow LLMs with maturer cogni-
tive abilities to perform trustworthy reasoning, thus
mitigating A-not-B errors. Intuitively, this aligns
well with how different experiences fundamentally
shape and impact humans’ cognitive abilities.

7 Conclusion

We have explored the intriguing cognitive phe-
nomenon of A-Not-B errors within the domain of
LLMs. Our findings reveal that, akin to human in-
fants, even sophisticated models like LLMs exhibit
limited inhibitory control to inhibit previously es-
tablished trivial patterns. Through our experiments,
we find that model size, the number of few-shot
examples, and the type of reasoning tasks greatly
impact LLMs’ trustworthy reasoning abilities in the
A-not-B scenario. Furthermore, we show that this
limitation widely persists even in generalized cases
and cannot be easily resolved by advanced self-
explanation techniques. However, we demonstrate
that increasing model sizes and improving pretrain-
ing, both in terms of data quantity and quality, can
enhance LLMs’ inhibitory control. Our findings
provide several promising avenues for further ex-
ploration to understand and mitigate A-not-B errors
in LLMs, enhancing their trustworthy reasoning.
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Limitations and Future Works

We report the following limitations of this work
and spaces for future explorations:

1. While this work includes qualitative examples
from advanced GPT models and Gemini, no
large-scale experiments are performed with
closed-source models due to budget limits. Fu-
ture works can replicate our experiments on
closed-source models to further study A-not-
B errors.

2. This work studies four mainstream reasoning
tasks, while more specific domains and more
diverse tasks remain unexplored. We include
an easily usable toolkit in our codebase that
enables future studies of A-not-B errors in
more diverse reasoning tasks.

3. While this work focuses on unveiling state-of-
the-art LLMs’ lack of inhibitory control abil-
ities to perform trustworthy reasoning, how
to improve this ability remains an important
research question. Future works can start with
the several directions drawn out in Section §6
and propose mitigation methods of A-not-B
errors.

4. With this work focusing solely on A-not-B
errors, it is of interest to explore this cogni-
tive phenomenon with other axes in conjunc-
tion with other axes. For instance, are there
trade-offs between A-not-B errors and other
important aspects of LLMs, including energy
efficiency (Zhao et al., 2024b; Gretsch et al.,
2024), fairness (Kocielnik et al., 2023; Han
et al., 2024a), robustness (Chao et al., 2024;
Hou et al., 2024) and more.
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A Reproduction

We warmly welcome the reproduction of this work and follow-up investigation of A-not-B errors in LLMs
across other settings, in order to better understand and improve LLMs’ trustworthy reasoning. To facilitate
future explorations, we have made all the results and code publicly available at https://github.com/Peiyang-
Song/LLM-A-Not-B-Errors. The repository is self-contained with thorough documentation and guidance
of usage in its README file. Here we present a high-level introduction.

In general, the repository contains:

1. Datasets: Processed datasets across all four reasoning categories.

2. Experiments: Code for all experiments, including ablation studies.

3. Toolkit: A directly usable tool to investigate A-not-B phenomenon in any model on any reasoning
task with various configurations.

Please refer to the documentation of our repository for more detailed introductions.
All experiments in this paper that involve open-source LLMs were conducted using the togetherAI API.

B Data and Model Licenses

All datasets and models used in this study are open sources and publicly accessible, free uses granted
under permissive licenses. We have ensured that we cited each one comprehensively, providing detailed
references and acknowledgment of their respective sources.

C Prompt Formats

Here we present the prompt templates used during our main and ablation experiments. Figure 7 shows
the format for a few-shot prompt in our original setting, and Figure 8 shows that in the A-not-B setting.
Figure 9 shows the format for many-shot prompts (the ablation experiment) in our original setting, and
Figure 10 shows that in our A-not-B setting.

D Gemini Failure Example

Figure 11 shows a screenshot taken on September 21, 2024, which illustrates the failure case example in
Gemini we mentioned in Firgure 1.
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Original Few-Shot Example Prompt Format: 

Examples: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, B) <Replace with the Acttual Option B>

Choose <Replace with the Actual Ground Truth A or B >

...

Examples: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, B) <Replace with the Actual Option B>

Choose <Replace with the Actual Ground Truth A or B >

Question: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, B) <Replace with the Actual Option B>

Choose A or B? Just give me a single letter (A or B) without any further words.

Figure 7: Original Few-Shot Example Prompt Format. This figure presents the few-shot prompt format used
in the original setting, where a question follows example MCQAs with their original answers (without manually
reordering the options to make all the correct answers A).
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Adversarial Few-Shot Example Prompt Format: 

Examples: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, B) <Replace with the Actual Option B>

Choose A

...

Examples: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, B) <Replace with the Actual Option B>

Choose A

Question: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, B) <Replace with the Actual Option B>

Choose A or B? Just give me a single letter (A or B) without any further words.

Figure 8: A-not-B Few-Shot Example Prompt Format. This figure presents the few-shot prompt format used in
the A-not-B setting, where a question follows example MCQAs with A as correct answers by reordering the options.
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Original Many-Shots Example Prompt Format: 
Examples: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, 
B) <Replace with the Actual Option B>,
C) <Replace with the Actual Option C>, 
D) <Replace with the Actual Option D>,
E) <Replace with the Actual Option E>

Choose <Replace with the Actual Ground Truth A or B or C or D>

...

Examples: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, 
B) <Replace with the Actual Option B>,
C) <Replace with the Actual Option C>, 
D) <Replace with the Actual Option D>,
E) <Replace with the Actual Option E>

Choose <Replace with the Actual Ground Truth A or B or C or D>

Question: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, 
B) <Replace with the Actual Option B>,
C) <Replace with the Actual Option C>, 
D) <Replace with the Actual Option D>,
E) <Replace with the Actual Option E>

Choose A or B or C or D or E? Just give me a single letter (A or B or C or D or
E) without any further words. 

Figure 9: Original Many-Shot Example Prompt Format. This figure presents the many-shot prompt format
used in the original settings of the ablation experiment (Section §5). Among the 80 examples, 16 examples each
correspond to ground truths A, B, C, D, and E, arranged in a random order. The correct answer for the final question
is always E.
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Adversarial Many-Shots Example Prompt Format: 
Examples: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, 
B) <Replace with the Actual Option B>,
C) <Replace with the Actual Option C>, 
D) <Replace with the Actual Option D>,
E) <Replace with the Actual Option E>

Choose <Replace with the Actual Ground Truth A or B or C or D or E>

...

Examples: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, 
B) <Replace with the Actual Option B>,
C) <Replace with the Actual Option C>, 
D) <Replace with the Actual Option D>,
E) <Replace with the Actual Option E>

Choose <Replace with the Actual Ground Truth A or B or C or D or E>

Question: 

What is the answer for: Question<Replace with the Actual Question>

A) <Replace with the Actual Option A>, 
B) <Replace with the Actual Option B>,
C) <Replace with the Actual Option C>, 
D) <Replace with the Actual Option D>,
E) <Replace with the Actual Option E>

Choose A or B or C or D or E? Just give me a single letter (A or B or C or D or
E) without any further words. 

Figure 10: Adversarial Many-Shot Example Prompt Format. This figure presents the many-shot prompt format
used in the A-not-B settings of the ablation experiment (Section §5). Among the 80 examples, 20 examples each
correspond to ground truths A, B, C, and D, arranged in a random order. The correct answer for the final question is
always E.
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Figure 11: Gemini failure case. This screenshot, taken on September 9, 2024, is the failure case example we
mentioned in Figure 1.
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