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Abstract
In modern commercial systems, including Rec-
ommendation, Ranking, and E-Commerce plat-
forms, there is a trend towards improving cus-
tomer experiences by incorporating Personal-
ization context as input into Large Language
Models (LLMs). However, LLMs often strug-
gle to effectively parse and utilize sparse and
complex personal context without additional
processing or contextual enrichment, under-
scoring the need for more sophisticated con-
text understanding mechanisms. In this work,
we propose Guided Profile Generation (GPG), a
general method designed to generate personal
profiles in natural language. As is observed,
intermediate guided profile generation enables
LLMs to summarize, and extract the important,
distinctive features from the personal context
into concise, descriptive sentences, precisely
tailoring their generation more closely to an
individual’s unique habits and preferences. Our
experimental results show that GPG improves
LLM’s personalization ability across different
tasks, for example, it increases 37% accuracy
in predicting personal preference compared to
directly feeding the LLMs with raw personal
context.

1 Introduction

Within the context of personalization tasks, per-
sonal profiling has been extensively employed.
Conventional methodologies typically rely on sub-
stantial datasets such as graph-based similarities.
These profiles often exhibit ‘neighborhoods’ and
‘relationships’ within the data, posing challenges
for immediate interpretability without supplemen-
tary processing. Recently, LLMs have demon-
strated robust capabilities in tasks related to reason-
ing and generation, leading to a growing interest
in leveraging LLMs for personalization services.
However, distinguished from other Naturual Lan-
guage Processing (NLP) tasks, we identify two
primary challenges in personalization with LLMs.

The first challenge is the complexity of personal
contexts and the sparsity of their key informa-
tion. For example, a person’s distinctive writing
style may only be discernible in a small portion of
their writing, whereas the remainder of the writ-
ing style tends to be more generic. As is shown
in recent studies (Liu et al., 2023b), LLMs have
challenges in capturing comprehensive information
within lengthy contexts, making it easy to overlook
the smaller portions that contain distinctive writ-
ing styles. Previous studies (Lewis et al., 2020;
Salemi et al., 2023) have attempted to address this
challenge by context retrieval. However, context
retrievers frequently rely on surface-level ranking
strategies, such as keyword similarity. Such an
approach, while straightforward, may not always
align with the nuanced needs of personalization
tasks.

The second challenge lies in the balance between
generalization and personalization. While LLMs
have demonstrated considerable performance on
general tasks, they still struggle to generate output
that fully aligns with users’ desired behaviors and
directions (Bang et al., 2023). Rather, they prior-
itize imitating the majority of their training sets
(Karpathy, 2023). Figure 1 illustrates a personal-
ized task involving the paraphrasing of a tweet to
match someone’s distinctive writing style. From
the personal context, it is noticeable that the in-
dividual tends to use block letters to emphasize
actions and feelings. However, the model closely
mirrors the original question input when receiving
the personal context and question directly, which
can be reachable even without personal context.
When we instruct LLM to describe the person’s
writing style, rather than noticing the spatial use of
capitalization, it pays attention to the emotion, and
content, which are not our desired ‘writing styles’.

Steering LLM outputs precisely is always a chal-
lenge. To address it, previous work has attempted
to apply reinforcement learning from human feed-
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@eeshkapeesh Honey, no matter what, the overwhelming FAIL can't be forgotten. Sorry. 

I hate computer problems. Ugh. A horrid end to a REALLY CRAPPY day. 

DONE. Going home and going to SLEEP. I open tomorrow morning.!!

...

Personal Context

Paraphrase the following tweet 
without any explanation before 
or after it: I intended to 
straighten my hair, but my 
computer stopped working, so I 
didn't.

Request

Generation w/ Personal Context
👨 : {Input context} + {Request}
🤖 : I was planning to straighten my hair, but my 
computer malfunction prevented me from doing so.

Profile Generation
👨 : {Input context} + Given above, in one sentence, highlight how 
this person's unique tweets writing style.
🤖 : This person's unique tweet writing style is characterized by a 
mix of frustration, humor, and a casual, conversational tone, often 
expressing their current activities and emotions in a relatable and 
informal manner. (Profile)
👨 : {Input context} + {Profile} + {Request}
🤖 : Planned to do my hair, but my computer crapped out, so I 
didn't bother.

Guided Profile Generation

👨 : {Input context} + Given above, in one sentence, highlight how this person is uniquely writing tweets, pay attention to 
the usage of capitalization.
🤖 : This person is using block letters to convey emphasis or intensity in their emotions and actions, often representing 
excitement, frustration, or urgency. (Profile)
👨 : {Input context} + {Profile} + {Question}
🤖 : I WANTED to straighten my hair, BUT my computer decided to QUIT WORKING, so I couldn’t. 

Generation w/o Personal Context
👨 : {Request}
🤖 : I planned to straighten my hair, but my computer 
malfunctioned, so I didn’t. ✅

👎

👎

👎

👍

Figure 1: A motivating example. The model is given a personal context reflecting the person’s writing style, and
the task is to paraphrase a new tweet for the user. We show gpt-3.5-turbo-1106’s response under different input
conditions. The result shows that generating a descriptive personal profile with proper guidance helps the model
finish the personalization better.

back (RLHF) (Ouyang et al., 2022). However, this
is a resource-intensive process that might be finan-
cially burdensome and impractical for some ser-
vice providers. Other works tried to train compact
models (Li et al., 2023b) from the feedback of com-
parison between LLM’s output and ground truth
labels. However, no certain true label is available
for independent profile generation tasks. Prompt
optimization, involving both manual and automated
efforts in designing and selecting suitable prompts
for various tasks, stands out as a promising and
widely adopted alternative.

The majority of recent studies on prompt op-
timization indicate that LLMs can benefit from
digesting intermediate generated prompts to suc-
cessfully complete complex tasks (Wei et al., 2022;
Kojima et al., 2022; Yao et al., 2022). In person-
alization, formulating a personal profile serves as
a crucial intermediate step that enhances task per-
formance in terms of both accuracy and efficiency.
Most existing profile modeling techniques depend
on substantial datasets. While these approaches are
effective for structured analysis, they often yield

profiles that require additional interpretation. Ad-
ditionally, these profiles tend to be restricted to a
limited range of data types, limiting the inclusion
of more diverse perspectives. In contrast, natural
language is not only inherently understandable and
easily diagnosable, but it also enables the expansion
of the scope of data types that can be effectively
integrated into the modeling process.

In this paper, we propose a general method lever-
aging LLMs for personalization, named Guided
Profile Generation (GPG), whose goal is to aug-
ment LLMs’ capacity for interpreting raw personal
contexts and to generate high-quality natural lan-
guage personal profiles. In GPG, the process begins
with personal context digestion, where we pose
specific questions in predetermined directions on
personal context. Then the model will generate de-
scriptive natural language personal profiles, steered
by the output of last stage. The resulting personal
profile will be subsequently employed to respond
to the request with downstream models.

We conduct extensive experiments to evaluate
the efficacy of GPG with gpt-3.5 on the task of
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purchase preference prediction, text paraphrasing,
and dialogue response generation and benchmark
the performance of GPG with several baselines. Our
result shows that GPG consistently enhances the
personalization performance across various tasks.
In preference prediction of online purchase, GPG
improve 37% accuracy in predicting personal pref-
erence of product purchasing compared with di-
rect prediction with raw context. In text paraphras-
ing on Tweet, GPG improves METEOR score by
2.24 by digesting the writing style with the recog-
nition of the most significant writing features. Fur-
thermore, we conduct ablation studies to evaluate
the impact of various components within the GPG
framework and undertake further analysis to com-
prehend the limitations of our methods, aiming to
pave the way for future directions in this research.

2 Related Work

LLMs have demonstrated robust performance
through scaling up, in-context learning (Brown
et al., 2020), reinforcement learning from human
feedback (Ouyang et al., 2022), and instruction
tuning (Wei et al., 2021), making them capable of
complex reasoning tasks (Hendrycks et al., 2020;
Srivastava et al., 2022; Jiang et al., 2023a, 2024).
The performance of the model is sensitive to in-
put and output manners, making prompt optimiza-
tion (Yao et al., 2022; Wei et al., 2022; Kojima
et al., 2022; Huang et al., 2024) a popular topic.

There has been a growing interest in using LLMs
for personalization. LLM-Rec (Lyu et al., 2023) uti-
lizes LLMs as recommenders by prompting them
with recommendation instructions and employing
graph-based engagements. However, this approach
lacks emphasis on the crafting of user profiles.
LAMP (Salemi et al., 2023) attempts to integrate a
context retriever to avoid the need for feeding the
entire personal context to LLMs, but the retrieved
personal context still proves challenging for LLMs
to easily comprehend. PALR (Chen, 2023) uses
LLMs to generate user profiles for personalized
recommendation and fine-tuned llama (Touvron
et al., 2023) to generate ranking. However, the
exploration of more effective methods for craft-
ing user profiles in natural language based on per-
sonal contexts with diverse structures remains un-
derexplored. Other studies also explore the use of
LLMs to augment graph-based recommendation
system (Lyu et al., 2023), support human writing
creativity (Chakrabarty et al., 2023), personalized

writing education (Li et al., 2023a), dialogue sys-
tems (Fan and Jiang, 2023) and healthcare assis-
tant (Liu et al., 2023c).

For datasets, LAMP (Salemi et al., 2023) intro-
duces seven language tasks that necessitate person-
alization. These tasks include tweet paraphrasing
and email subject generation, among others. No-
tably, tweet paraphrasing serves as a comprehen-
sive test bed for evaluating personalized writing
style imitation using LLMs. Amazon review (He
and McAuley, 2016) provides abundant online pur-
chase history and shopping reviews, enabling the
creation of a preference prediction dataset for prod-
uct purchasing. PER-CHAT (Wu et al., 2021) is
an open-domain single-turn dialogue dataset col-
lected from Reddit. In PER-CHAT, each dialogue
response is paired with related comment history
from the same user, enabling personal profile craft-
ing. Other datasets like MovieLens (Harper and
Konstan, 2015), Recipe (Majumder et al., 2019),
PERSONA-CHAT (Zhang et al., 2018) are also
widely used. We evaluate GPG by personalized pref-
erence prediction, tweet paraphrasing, and dialogue
generation sets in this paper.

3 Guided Profile Generation

Given a personal context PC, and a task T, the ob-
jective of personalization is to align with the indi-
vidual’s behavior and successfully accomplish the
task. In contemporary commercial systems, per-
sonal profile crafting proves advantages for both
accuracy and efficiency, achieved by providing a
clear reflection of a person’s behavior and ensur-
ing reusability without the need to process the raw
context again. Given the impressive capabilities
of LLMs, there is a natural inclination to leverage
them for integrating raw PC and generating per-
sonal profiles. However, our early investigation
indicates that these approaches may not achieve the
expected performance (Figure 1). Moreover, the
lack of human-annotated data for intermediate per-
sonal profiles makes direct optimization through
fine-tuning a challenging option.

We propose GPG, a general method for person-
alization with LLMs through personal profile gen-
eration. The proposed method of GPG is presented
in Figure 2. Different from joint learning with
downstream personalization tasks for LLM, which
adopts Reinforcement Learning from Human Feed-
back (RLHF), we adopt a much more cost-effective
yet efficient method. This method focuses on gener-
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A list of products that the person purchased before:
Jergens Ultra Healing Lotion, 32 Fl Oz

Skip Hop Toddler Leash and Harness Backpack, Zoo Collection, Owl

Dove Beauty Bar, Sensitive Skin, 4 oz, 8 bar

Pantene Pro-V Everlasting Ends 2 in 1 Shampoo and Conditioner, 25.4 Fl Oz
......

Ques5on
Which product is the person likely to buy?
[1] Olay Total Effects Age Defying Wet Cleansing Cloths, 30 Count

......

I'm sorry, I cannot provide a 
direct answer to this ques5on.

Provide product categories 
one by one!

Lo5on, Toddler Leash,
Beauty Bar, Shampoo/Condi5oner

......

What’s his/her purchasing 
preference then?

This person's purchasing preference 
seems to... while also showing an 
interest in personal care products 
like lo5on, beauty bars, and 
deodorant. Addi5onally ......

...

[1] Olay Total Effects Age 
Defying Wet Cleansing Cloths 

✅

❗

Guided Profile Genera.on

【guidance】
【profile】

Personal Context Diges.on Answer Generation

Figure 2: Illustration of GPG described in Section 3: Given a personal context, we instruct LLM to generate a
descriptive personal profile via self-guidance. The personal profile is then used to complete the personal task. GPG
enables LLM to generate high-quality personal profiles, improving their performance on personalization. Note that
our experiments are conducted in textual domain, images are for illustrative purposes.

ating a readable, descriptive personal profile based
on personal context. Our method consists of the
following steps:

3.1 High-level Workflow

The first step is Personal Context Digestion. In this
step, we pose task-specific questions to the LLM,
guiding it to digest PC in our desired direction. For
instance, in the scenario of predicting a customer’s
preferred product based on their purchase history,
we prompt the model to sequentially generate prod-
uct categories. The main purpose of this step is to
get direction and key information for the next step.
Note that differentiated from few-shot prompting
which needs a large amount of in-context corpus
crafted by humans, in GPG, only one specific ques-
tion is designed for each task.

The second step is Guided Profile Generation.
The response of the previous steps serves as guid-
ance for the generation of the personal profile. Sim-
ilar to (Li et al., 2023b),

we concatenate the PC and guidance as input.
We instruct the LLM to generate descriptive sen-
tences serving as the personal profile. In contrast to
high-dimensional representations, our profile is ex-
plainable, enabling easy diagnosis of inadequacies.
Moreover, our profile is language model orthogo-
nal, facilitating broader applications and seamless
future development.

The final step is Response Generation. The gen-
erated personal profile is used to finish the final
task. To provide sufficient information, we do not
exclude the raw personal context in our main ex-
periment. In section 5, we conduct a detailed ex-
periment study of the effect of the inclusion of PC
and guidance.

4 Evaluation Tasks and Metrics

Our proposed method can be applied to a wide
range of personalization tasks to overcome the chal-
lenge given by raw personal contexts. In this work,
we mainly focus on the task of personalized pref-
erence prediction, text paraphrasing, and dialogue
continuation.

4.1 Task of Preference Prediction

In commercial systems, accurately predicting a
user’s preference is one of the most crucial tasks.
This prediction holds the potential to benefit var-
ious downstream tasks (e.g., personal recommen-
dation). However, reliance on large databases and
specific models, like assessing the similarity be-
tween different users, poses limitations. The design
of these models often restricts access to additional
information, such as the full name and detailed
product information on the Internet. Furthermore,
these large databases are not always readily accessi-
ble for common use. In contrast, LLMs exhibit the

4008



capability to process any textual data, providing a
means to overcome the aforementioned limitation.
In this section, we delve into their ability to pre-
dict user preferences relying solely on textual data.
Specifically, we choose user-based online purchase
history as our focus due to the distinctive personal
behaviors evident in this domain.

Specifically, to construct the test bed for user
preference prediction, we leverage the Amazon
Product Review (He and McAuley, 2016; McAuley
et al., 2015) dataset collected from the Amazon
website. The dataset provides the purchase history
for each of product with categories and users. We
extract the purchase history for each of user and
keep the product categories. Then we filter out
all of the users who have purchased less than 5
categories of product, who are considered as be-
ing lack of personal context. For the remaining
users, we randomly select one of the purchased
product categories with at least 2 products. Then
one of the products is selected as a question. To
sample the distractors, we randomly select 3 prod-
ucts from the category that this person has never
purchased before. We consider the product name
to be enough information to identify the person’s
purchase preference, to the end, we exclude all of
the review information in the dataset for simplicity.
In the resulting dataset, PC is defined as purchasing
history, which is a list of products that the person
has purchased before, and the task is to identify the
product that is most likely to be purchased by the
person, and select the product from four candidate
options.

Metrics. Since the dataset is in the form of mul-
tiple choice questions, and is designed to be in a
balanced set, we take the accuracy as the only met-
ric for this task. Lastly, it is worth noting that the
constructed preference prediction dataset mostly
serves as a diagnosis purpose, evaluating how we
can better utilize LLMs predicting user’s prefer-
ence based on raw context. As is shown in Table 1,
a single semantic-level comparison algorithm can
reach the highest performance in such data, but will
not generalize well when facing different formats
of datasets.

4.2 Task of Text Paraphrasing
Though simple for humans, it is underexplored
whether LLMs can detect and imitate the text-
writing styles for different individuals. Such ca-
pability is crucial since in recent times, LLMs have
been widely used as writing assistants. In this sec-

tion, we explore how well can LLMs imitate a
person’s writing style given the raw PC. Compared
to formal writing, such as news reports or research
articles, Twitter is a platform where every individ-
ual can express their thoughts freely. Hence, we
select the text on Twitter as our study focus due
to the frequently personalized writing on it, such
as punctuation, and abbreviations. Specifically, we
use LAMP-7 (Salemi et al., 2023), a user-based
Twitter collection based on sentiment140 (Go et al.,
2009) dataset. In LAMP-7, one of a user’s tweets
is selected as the source of task input. Then, this
input is fed into an LLM for neutralizing the writ-
ing style. In the resulting dataset, PC is defined
as the collection of all past tweets that this person
had before excluding the selected one. The task
is to reconstruct the tweet following this person’s
writing style based on the neutralized tweet and all
other tweets.

Metrics. We consider the word and phrase level
usage similarity, including BLEU (Papineni et al.,
2002), METEOR (Banerjee and Lavie, 2005) and
ROUGE (Lin, 2004). Since the task is style recon-
struction without semantic-level personalization,
we do not evaluate the semantic-level (embedding)
similarity.

4.3 Task of Dialogue Response Generation
Besides writing style imitation discussed in sec-
tion 4.2, the ability of AI assistants to accurately
reflect an individual’s opinion is also crucial. This
task is particularly challenging due to the opinions
are often implicit and multifaceted in a raw per-
sonal context, and should be selectively employed
based on the requirements of different tasks.

We focus on dialogue continuation in practice.
In particular, we leverage PER-CHAT (Wu et al.,
2021) collected from open-domain discussions on
Reddit. PER-CHAT collects each individual’s com-
ment history, and the task is to use the history as
a signal of personal preference and help the indi-
vidual answer the question. We do not include
the retrieved personal profile from the paper for
simplicity. To improve the relevance between the
comment history and target response, we mea-
sure their semantic similarities based on sentence-
transformer (Reimers and Gurevych, 2019), and
select a subset having a maximum similarity larger
than 0.4. We also exclude instances with max sim-
ilarities larger than 0.6 to avoid overlap between
comment history and target response.

Metrics. We consider semantic level similarity
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Table 1: Accuracy comparison of different prompt-
ing strategies on amazon preference prediction dataset.
Where DG denotes direct generation, PG denotes profile
generation directly with language instructions.

Method Accuracy
Random 25.00
DG w/o PC 31.65
DG w/ PC 47.55
PG 54.98
GPG 65.08

Table 2: Performance of different prompting strategies
on our selected subset of PER-CHAT data, where ST de-
notes sentence transformer and BS denotes Bert-Score.

Method ST BS
DG w/o PC 29.86 83.09
DG w/ PC 32.31 83.54
PG 32.66 83.47
GPG 32.35 83.43

metric based on sentence-transformer and BERT-
Score (Reimers and Gurevych, 2019; Zhang et al.,
2019) as our main metric for evaluation. Since
the posted questions are mostly open-ended discus-
sions without definite answers, we do not include
metrics for direct string, word or phrase-level com-
parison.

5 Experiments

We use OpenAI’s gpt-3.5-turbo-1106 as our ma-
jor LLM all through the tasks; during inference, we
keep the temperature at 0 (greedy decoding) to gain
a deterministic result and set max_tokens to 100.
We report the result with a single run due to the
greedy decoding.

5.1 Baselines.

For the comparison purpose, we present the follow-
ing baselines to illustrate the effectiveness of GPG:
1. Direct Generation without Personal Con-

text. (DG w/o PC) We consider the LLMs’ na-
tive response to the question since they have
been trained on numerous corpus. For example,
LLMs could have knowledge about the general
tweet writing style, thus having the ability to
reshape a sentence to such a style. The input is
formalized as {Q}.

2. Direct Generation with Personal Context. (DG
w/ PC) In this baseline, we feed the PC to
LLM and ask them directly to generate the an-
swer to our question. The input is formalized
as {PC}{Q}.

3. Unguided Profile Generation. (PG) In this base-
line, we ask LLMs to generate the profile of a
person according to PC without further instruc-
tions. Then we use the generated profile to finish
the personalized task. The input is formalized
as {PC}{PP}{Q}, where PP is the profile gener-
ated from PC by instructing LLM.

5.2 GPG Specifications.
In the task of Preference Prediction, we guide the
LLM to generate the personal profile by providing
the product categories. To this end, we first ask the
LLM “Provide the product category of above one
by one, each of them use less than 10 words, split by
a comma:”. The resulting list of categories serves
as the guidance for LLM in generating the personal
profile. After the generation of the personal profile,
we concatenate the raw PC, and the personal pro-
file as the final input of LLM, predicting the final
answer. We do not include the raw guidance, i.e.
purchase category to reduce redundant information.
We will discuss the effect of the inclusion of each
component in detail in section 6.1.

In the Text Paraphrasing task, the LLMs are
guided by a unique aspect of the writing style of the
tweets when generating the personal profiles. We
identify 4 key aspects of paraphrasing: Capitaliza-
tion, Emoji, Abbreviation, Punctuation. Then we
instruct LLM to select the most distinctive features
in the personal context, specifically our instruction
is: Among the usage of 1. Capitalization, 2. Emoji,
3. Abbreviation, 4. Punctuation, which is the most
distinctive feature of the above tweets?. Then LLM
will generate the profile based on the self-selected
category and use the generated profile together with
the guidance to finish the task.

In the Dialogue Response Generation Task, We
expect the generated personal profile to be a sum-
mary of these texting habits and personal opinions.
Inspired by the original paper, we instruct LLM to
generate the basic personal information from their
comment history, the aspects include: “pets”, “fam-
ily”, “residence”, “favorites”, “partner”, “pos-
sessions”, “gender”, “self-description”. Then the
above aspects are used to craft the personal profile.

5.3 Experimental Results
Table 1 shows the performance on our Amazon
preference prediction dataset of different prompt-
ing strategies. LLM improves its performance
by 50.23% when adding the personal context to its
input. Furthermore, this improvement can be fur-
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Figure 3: Text paraphrasing on Twitter performance of GPG in comparison with direct generation without personal
context (DG w/o PC), direct generation with personal context (DG w/ PC) and Profile Generation (PG).

ther enhanced to 73.71% by using a self-generated
personal profile. Our GPG, reaching an improve-
ment of 105.62% through self-guidance.

The result of tweet paraphrasing is shown in Fig-
ure 3. Firstly, the inclusion of personal context im-
proves the performance across all metrics, clearly
showing the usefulness of personal context in re-
shaping the users’ writing styles. Generating an
unguided personal profile further improves the per-
formance compared to direct generation, provid-
ing guidance could double such benefit. Such a
result indicates the effectiveness of generating a
self-guided intermediate profile for personalization
of text paraphrasing with LLMs.

On dialogue generation, the inclusion of raw PC
has a positive impact on the performance, as is
shown in Table 2. However, profile generation, ei-
ther guided or unguided does not help much in such
a task. To understand this phenomenon better, we
will look deeper into the generations in section 6.1.

6 Analysis and Discussions

6.1 Ablation Studies

We conduct an ablation study to better understand
the benefit of each component of GPG, on prefer-
ence prediction and text paraphrasing tasks. the
result is shown in Table 3. Specifically, we analyze
the impact of incorporating personal context (PC),
guidance(G, context digestion), and personal pro-
file (PP) during the generation of final response.
Next, we will provide a detailed analysis based on
the result.
Can we exclude raw personal context when gen-
erating an answer? In our experiment, we ini-
tially incorporated the personal context as part of
the input to mitigate the risk of information loss.
However, in practice, it is inefficient to keep the

personal context as input during every run. To this
end, we remove the personal context during the fi-
nal task generation. Compared with the direct gen-
eration, GPG improve the performance by 17.53%
(absolute) in predicting purchase preference, gen-
erations without raw personal context (sixth-row
in Table 3) could approximate 61.04% of such im-
provement, indicating a considerable trade-off be-
tween the expense and performance. However, in
text paraphrasing, the performance after remov-
ing the raw personal context is worse than a direct
generation, underlining the higher importance of
personal context in text paraphrasing.
Can personal context digestion directly benefit
the downstream tasks? As is shown by our result,
personal context digestion can help LLMs generate
better descriptive personal profiles. Thus, we are
curious whether such a benefit is directly applica-
ble to the final task generation. To this end, we
skip the generation of descriptive personal profiles
and directly perform downstream tasks after con-
text digestion, the result is shown in the last two
rows of Table 3. Surprisingly, the guidance itself is
functioning even worse than an unguided personal
profile (third row) in both of the tasks, suggesting:
1. Despite being beneficial in enhancing the gen-
eration of personal profiles, the guidance itself is
not immediately effective for improving the perfor-
mance of the final task. 2. A descriptive personal
profile helps the model be better at personalization.

6.2 Error analysis and Observations.

Profile Generation helps LLM be more certain
about making selections. We find LLMs fre-
quently opt to abstain from responding when faced
with uncertain information. To better understand
this behavior of LLMs, we select all of the ‘abstain’
answers and report the ratios of correct, incorrect,
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Table 3: The ablation study on amazon preference prediction (P-P) and text paraphrasing (T-P) tasks. We consider
the inclusion of raw personal context (PC), guidance (G, context digestion), and descriptive personal profile (PP).
The best performances are in bold.

Dataset P-P T-P
w/ PC? w/ G? w/ PP? Acc ROUGE-1 ROUGE-2 METEOR ROUGE-L BLEU

DG
✓ - - 47.55 35.21 14.27 42.22 32.46 10.43
✗ - - 31.65 33.40 12.74 40.76 30.86 9.27

PG
✓ - ✓ 54.98 35.97 14.88 43.59 33.25 11.09
✗ - ✓ 51.86 34.25 13.57 42.04 31.65 9.95

GPG

✓ ✗ ✓ 65.08 36.12 15.14 43.87 33.55 11.23
✗ ✗ ✓ 58.25 33.96 13.43 43.50 31.41 10.10

✓ ✓ ✓ 61.96 36.56 15.43 44.46 33.99 11.37
✗ ✓ ✓ 59.14 35.90 14.62 44.45 33.32 10.81

✓ ✓ ✗ 51.71 35.69 14.75 43.07 33.11 10.79
✗ ✓ ✗ 48.44 35.04 13.84 42.52 32.42 10.10

Table 4: The ratio of correct, incorrect, and abstain
answers in the amazon preference prediction dataset.

Method Correct Incorrect Abstain

DG w/o PC 27.79 55.27 16.94
DG w/ PC 41.46 32.39 26.15
PG 52.30 34.92 12.78
GPG 64.04 31.20 4.75

and abstained answers in the preference prediction
dataset. Specifically, the answer is recognized as
abstained if the word ‘sorry’ is found in the answer.
From the result shown in Table 4, we find that the
primary improvement of GPG on preference predic-
tion data is from helping the model reduce the ratio
of answer abstaining rather than correcting their
failures.

6.3 Limitation and Future Works

Integrating multiple aspects personalization.
Our experiments are conducted on a single source
of personal context. In practice, the complete pro-
file of an individual should be drawn from multiple
aspects. For example, a person’s purchase pref-
erence can be related to their gender, age, habit,
or even the weather where they live. Due to the
difficulty of cross-platform data collection, most
of the off-the-shelf personalization data are from
a single source. Constructing datasets containing
personal contexts from multiple sources for each in-
dividual could be interesting. In addition, it is also
challenging to integrate data from multiple aspects.
While wisely designed mechanisms like graph con-
trastive learning (Chen et al., 2023) could poten-
tially incorporate different types of information,
unifying graph information into natural language is

a lightweight alternative (Zhang et al., 2022; Jiang
et al., 2023b), obtaining better explainability at the
same time. We believe our findings bring useful
insight into this future direction.
Multimodal personalization. Recently, multi-
modal large language models (MLLMs) (Dai et al.;
Liu et al., 2023a) have shown promising capabili-
ties in various tasks. Such advancement opens the
possibility of multimodal personalization. For ex-
ample, an individual’s preference for clothes could
be highly related to the designs, which are not eas-
ily described by text. In such studies, the undesired
and generic MLLM outputs could be a problem,
applying a visual crop (Zhang et al., 2023) directed
by visual search (Wu and Xie, 2023) as a ‘guidance’
would be interesting. In addition, other modalities
such as sound (Meta AI Research, 2023), and sen-
sor data like heart rates (Ni et al., 2019) are also
considerable.

7 Conclusion

In this work, we present Guided Profile Genera-
tion GPG, a novel method leveraging LLMs for per-
sonalization tasks through profile generation and
context digestion. We conduct extensive experi-
ments on various personalization tasks, including
preference prediction, text paraphrasing, and dia-
logue continuation. Despite the superior perfor-
mance, GPG generates a personal profile in pure
natural descriptive language, which is interpretable
and easily diagnosable. Moreover, we reveal why
and how the guidance and descriptive personal pro-
file improve the performance. We hope our re-
search can pave the way for personalization appli-
cations with AI models in the future.
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Table 5: One Example from dialogue continuation task,
where LLMs face a challenge in closely aligning the
personal preference and texting habits.

Profile: This person seems to have strong opinions and
enjoys giving advice. They also appear to be direct
and straightforward in their communication style,
often using humor and sarcasm.
Question (task): How do you talk to a girl irl after only
talking online?
Human (ground truth): always through mutual acquain-
tances. Anything else is creepy and stalker like .
LLM response: Well, first off, be yourself and don’t try to
be someone you’re not. Keep the conversation light and fun,
and don’t be afraid to throw in some humor. And remember,
confidence is key! Good luck!

A Examples of Three Tasks

In Figure 4, we present examples of the three tasks
under our test, we include raw personal context,
personal context digestion, and personal profile in
each example. The prompts for generating per-
sonal context digestion and personal profiles can
be found in section 5.2.

B Challenges in Open-Ended
Personalization Tasks.

When addressing open-ended tasks like dialogue
continuation, LLMs encounter more challenges
in aligning with personal preferences and texting
habits. One example is shown in Table 5, where
LLMs are trying to give a generic response to the
question rather than a personalized one. This ten-
dency aligns with findings reported in (Karpathy,
2023) that LLM would prioritize imitating the ma-
jority of their training data. While such a phe-
nomenon is not bad in itself as it helps LLMs lever-
age huge amounts of data and obtain impressive
capabilities, it is not a desired behavior in personal-
ization.

C Statistics of Three Tasks.

Table 6 presents the statistics of three included
tasks. We report the total count of data instances
(# Data) and the average number of user activities
(# Activities) within each personal context. Specifi-
cally, in the Preference Prediction task, # Activities
represents the average number of products a user
has purchased before. In Text Paraphrasing, it rep-
resents the average number of history Tweets. In
Dialogue Response Generation, it represents the
average number of dialogue responses within the
personal context.

Table 6: Statistics of preference prediction (P-P), text
paraphrasing (T-P) and Dialogue Response Genera-
tion (D-G). We report the total number of data (# data)
and the average number of user activities (# Activities)
per personal context.

Task P-P T-P D-G

# Data 673 1500 607
# Activities 6.82 17.64 10.00

4015



Mrs Stewarts Bluing Corp Bluing Solution Mrs Stewart's - 8oz - Model 89140 - Each by...

Motorola Digital Video Baby Monitor with 1.5 Inch Color LCD Screen (Discontinued by Manufacturer)

Juicy Fruit Original Bubble Gum, 5 piece pack (18 Packs)

Ultimate Office Party

DaVinci Whole Wheat Penne, 12-Ounces (Pack of 12)

Profoot Super Sport Arch Support For Men

Mrs. Meyer's Clean Day Liquid Dish Soap - Bluebell - 3 pk, 16 oz

Juicy Fruit Gum, 72 Count

Mrs. Meyer's Clean Day Dish Soap, Bluebell, 16 fl oz

Preference Prediction (Amazon purchase)

Personal Context

Personal Context 
Digestion

Soap, Laundry, Baby Monitor, Tablet Case, Gum, Party Supplies, Pasta, Foot Care, Cleaning, Dish Soap, Headphones.

Personal Profile
This person's unique purchasing preference seems to be a combination of practical household items such as laundry 
bluing solution, dish soap, and cleaning products, along with tech accessories like a tablet case and wireless 
headphones, and some indulgent items like bubble gum and an office party kit.

Have a Monday? arm urself-Even after wrkin hard? Here's a weapon I use- One of our fav products &amp; it's fun 

@HuniB Neep a nap-take a nap - respect ur body love 

kept praying &amp; praying for something- never got it - Got something better 

@LovelyLu I don't watch - just wish - TV's been off for months- I love it Guess I won't win though LOL

@womanlinks That's a fav - Thank you! Lennon lives on in so many hearts 

@labelladiva Thank you Love I was out of town w/ family stuff - the real things in life-Thanks for the follow Fr 
rec 

@StephenGonzalez Thank you Love I was out of town w/ family stuff - the real things in life-Thanks for the 
follow Fr rec \n@cynstarlight Sending out lots of ((((((((((HUGS)))))))))) ???XXXOOO??? to all of you!!! 
???Sending out a luv blast!!! ??? I needed that 

@itsonlywords You thought &amp; did - Those are tough too - Pat U

Text Paraphrasing (Tweet)

Personal Context

Personal Context 
Digestion The most distinctive feature of the above tweets is the usage of Abbreviations.

Personal Profile This person is uniquely writing tweets by using a combination of unconventional abbreviations, emoticons, and a 
casual, conversational tone to express their thoughts and experiences.

hey the fact that you want to do this tells me a lot about what kind of partner you are . your lady is lucky to 
have you !

honestly ? find a dude who never thought this way to begin with .

you are a good friend , and you did the right thing . even if your friend is mad at you , please remember that . 
an adult man was preying on a kid , and you put a stop to that . keep doing you !

so what you re telling me is that a cat adopted you\ni mean . have you ever like met a dog before ? how could 
you not ?

you can thank my autocorrect for that one . i have a friend named taylor and my phone thinks that if i type 
anything remotely close to that that i must want to say taylor 

see ! it ' s super normal . i wouldn ' t feel bad that you need to physically stimulate yourself while going 
down on your lady . i am with another woman now , but i find it really hot when she touches herself when she 
eats me out . i imagine people of all couples would feel the same way about their partners

Dialogue Response Generation (PER-CHAT, Reddit)

Personal Context

Personal Context 
Digestion

self-description: Empathetic, assertive  personal possessions owned: Smartphone, laptop  gender: Male  family: 
Supportive, close-knit  favorites: Traveling, exploring new places  residence: Urban area  partner: Open-minded, 
understanding  pets: Cat

Personal Profile
This person values empathy and assertiveness, enjoys traveling and exploring new places, and has an open-minded and 
understanding partner. Their texting habits include using casual language, expressing empathy and support, and 
sharing personal experiences and opinions.

Figure 4: Examples of personal context, personal context digestion, and personal profile of three tasks under our
test. We select only part of the personal context due to their length.
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