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Abstract

Chain-of-thought (CoT) prompting is a popular
in-context learning (ICL) approach for large
language models (LLMs), especially when
tackling complex reasoning tasks. Traditional
ICL approaches construct prompts using ex-
amples that contain questions similar to the in-
put question. However, CoT prompting, which
includes crucial intermediate reasoning steps
(rationales) within its examples, necessitates
selecting examples based on these rationales
rather than the questions themselves. Existing
methods require human experts or pre-trained
LLMs to describe the skill, a high-level abstrac-
tion of rationales, to guide the selection. These
methods, however, are often costly and difficult
to scale. Instead, this paper introduces a new ap-
proach named Latent Reasoning Skills (LaRS)
that employs unsupervised learning to create a
latent space representation of rationales, with
a latent variable called a reasoning skill. Con-
currently, LaRS learns a reasoning policy to de-
termine the required reasoning skill for a given
question. Then the ICL examples are selected
by aligning the reasoning skills between past
examples and the question. This approach is
theoretically grounded and compute-efficient,
eliminating the need for auxiliary LLM infer-
ence or manual prompt design. Empirical re-
sults demonstrate that LaRS consistently out-
performs SOTA skill-based selection methods,
processing example banks four times faster, re-
ducing LLM inferences during the selection
stage by half, and showing greater robustness
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(a) Question-similarity-based selection.

(b) Skill-based selection.

Figure 1: CoT prompting with examples selected by (a) similar
questions and (b) similar skills that (mis)match the skills in
their rationales.

to sub-optimal example banks.

1 Introduction

Large Language Models (LLMs) exhibit remark-
able capabilities in solving various downstream
tasks through in-context learning (ICL) (Brown
et al., 2020), even without being explicitly trained
on the distribution of in-context examples (Vaswani
et al., 2017; Devlin et al., 2019; Rae et al., 2021;
Chowdhery et al., 2022; Wei et al., 2022a). Us-
ing in-context learning, LLMs generate output for
an input query by conditioning on a prompt that
contains a few input-output demonstrations.

Reasoning tasks have proven to be particularly
difficult for language models and NLP in gen-
eral (Rae et al., 2021; Bommasani et al., 2021;
Nye et al., 2021). In the recent literature, chain-
of-thought (CoT) prompting, an ICL method, has
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Figure 2: An overview of LaRS including a pre-processing stage (left) and a selection stage (right).

been proposed to improve LLMs on a wide spec-
trum of reasoning tasks by guiding LLMs to pro-
duce a sequence of intermediate steps (rationale)
for generating a (better) final answer (Cobbe et al.,
2021a; Wei et al., 2022b; Suzgun et al., 2022). The
prompts for CoT are composed of demonstrations
that contain not only input and output, but also the
rationales for why the output holds.

The core challenge for ICL lies in designing ef-
fective demonstrations to prompt LLMs. Much
evidence has indicated the significant impact of
demonstrations on the performance of ICL (Lu
et al., 2021; Liu et al., 2021). To form a prompt,
one important setting considers selecting demon-
strations from an existing example bank, termed
demonstration selection (Dong et al., 2022). While
a variety of methods exist in the ICL literature for
automating this process, CoT prompts are distinct
in that they include not only questions and answers
but also specially-designed rationales. This distinc-
tion highlights the importance of rationales in se-
lecting demonstrations for CoT prompting. Specifi-
cally, CoT prompting should select demonstrations
that illustrate relevant skills within their rationales
to effectively address a given question. For in-
stance, in solving math word problems (as depicted
in Fig. 1), a useful rationale involves computing ad-
dition to get the correct answer. Selecting few-shot
examples based on the question similarity (Fig. 1a)
might lead to examples showcasing subtraction and
generate incorrect rationales. However, skill-based
selection (Fig. 1b) can align the skills between ex-
amples and the given question, which leads to cor-
rect answers guided by relevant rationales.

To achieve such a skill-based demonstration se-
lection, An et al. (2023b) introduces Skill-KNN,
which employs pre-trained LLMs to generate skill
descriptions. Then, the few-shot examples are se-
lected based on the embedding of the skill descrip-
tions computed by another pre-trained embedding

model. Although this approach is straightforward,
the LLM-generated skill descriptions can be some-
what arbitrary, heavily relying on the manually
crafted prompts. This reliance constrains its wider
applicability across diverse reasoning tasks. More-
over, the approach requires to generate a unique
skill description for each example, which limits its
scalability to larger example banks.

Rather than relying on LLMs, we introduce
Latent Reasoning Skill Discovery (LaRS), a new
skill-based demonstration selection method. This
approach learns skills as latent space representa-
tions of rationales through unsupervised learning.
The essence of LaRS lies in a unique formulation
for the generation of rationales, which we term
the latent skill model. This model, inspired by the
principles of topic models (Xie et al., 2021a), con-
ditions the generation of a rationale on both a given
question and a latent variable, called a reasoning
skill. This latent variable embodies a high-level
abstraction of the rationales, such as formats, equa-
tions, or knowledge.

Figure 3: t-SNE projections of question embedding and LaRS
reasoning skill embedding of the exmaples from TabMWP
(Lu et al., 2022) dataset. The 12 different colors correspond
to 12 skill labels annotated by human.

Under the skill model formulation, LaRS utilizes
a Conditional Variational Auto-encoder (CVAE) to
approximate the generation of rationales on a small
dataset from the example bank. As a result, two
probabilistic models can be learned concurrently:
(1) a reasoning skill encoder that maps an example
to the actual reasoning skills demonstrated in the
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Figure 4: Causal graphs for prompting with zero-shot/human
(left), zero-shot CoT (middle), and few-shot CoT (right) for
generating rationales via skills. The dashed arrow from Q to
z indicates possible sub-optimal inference of the reasoning
skills from both human and zero-shot LLM generations.

rationale; and (2) a reasoning policy that predicts
the reasoning skills required for a particular ques-
tion. This method of learning through a CVAE,
especially when applied to a small dataset from the
example bank, is both cost-efficient and fast com-
pared to Skill-KNN. Fig. 2 presents an overview
of LaRS. In addition, Figure 3 shows the learned
reasoning skill embedding (right) that effectively
separates examples with different skill labels, while
the off-the-shelf question embedding does not.

The efficacy of LaRS is evaluated on four dif-
ferent benchmarks based on five backbone LLMs
with varying scales. The method is also com-
pared with baseline approaches, including an oracle
method that assumes access to ground truth ratio-
nales. LaRS consistently outperforms Skill-KNN
and also matches the oracle performance in almost
half of the experiments. In addition, LaRS reduces
half of the LLM inference, eliminates the need of
human prompt design, and maintains better robust-
ness to sub-optimal example banks. A summary of
this paper’s contribution is as follows:

• We propose LaRS, a novel unsupervised demon-
stration selection approach for CoT prompting,
and empirically verify its effectiveness through
large scale experiments.

• We introduce the latent skill model, a plausible
formulation for CoT reasoning, which has illumi-
nated a deeper understanding of CoT prompting.

• We present theoretical analyses of the optimality
of the latent-skill-based selection method.

2 Related Work

2.1 CoT Reasoning

CoT prompting is a special prompt design tech-
nique that encourages LLMs to generate interme-
diate rationales that guide them towards providing
accurate final answers. These rationales can exhibit
remarkable flexibility in their styles. For instance,
the original work by (Wei et al., 2022b) specially
designs rationales in the in-context demonstrations

to suit different reasoning tasks. Moreover, novel
prompt designs that highlight diverse formats of the
rationales have emerged to enhance CoT prompt-
ing. For example, (Kojima et al., 2022) proposed
Program of Thoughts (PoT) that disentangles tex-
tual reasoning from computation, with the latter
specially handled through program generation.

In contrast to manual design, our method LaRS
can be thought of as automatic discovery of di-
verse rationale styles from an example bank. This
method can also dynamically select reasoning skills
based on the specific questions. Worth noting,
(Chen et al., 2023) introduces SKills-in-Context
(SKiC), which confines rationale generation to pre-
defined “skills” within the prompt. Although shar-
ing a similar motivation to LaRS, we emphasize
two crucial distinctions: (1) while SKiC relies on
manual “skills” design, LaRS automatically discov-
ers them, (2) SKiC presents a full list of “skills” in
the prompt, allowing LLMs to select from them,
whereas LaRS learns the skill selection from the ex-
ample bank, explicitly instructing LLMs on which
skill to employ through in-context examples.

2.2 Demonstration Selection

Demonstration selection refers to a special set-
ting, where the prompts are constructed by select-
ing examples from an example bank. In this con-
text, our LaRS aligns with the paradigm of unsu-
pervised demonstration selection, which involves
designing heuristics for this selection process. A
variety of heuristics have been explored, including
similarity (Gao et al., 2021; Hu et al., 2022), di-
versity (Zhang et al., 2022), coverage (Gupta et al.,
2023), and uncertainty (Diao et al., 2023). Among
these, Skill-KNN ((An et al., 2023b)) shares the
closest resemblance to our approach. However,
Skill-KNN relies on pre-trained LLMs to provide
“skill” annotations, which could be arbitrary and
resource-intensive, requiring extensive inferences
of LLMs and human prompt design. In contrast,
LaRS automatically discovers reasoning skills by
learning a lightweight CVAE represented by two-
layer MLPs and standard loss function. In addition,
the selections based on these discovered reasoning
skills are theoretically-grounded based on the latent
skill model and the theoretical analyses presented
in this paper.

3626



3 Formulation

In this section, we formally describe the skill
model, a new formulation for explaining the gener-
ation of rationales in CoT reasoning. In Section 3.1,
the skill model is first introduced to describe the
human-generated rationales. Then, Section 3.2 il-
lustrates how the skill model can be adapted to
LLM-generated rationales. Finally, leveraging the
concept of reasoning skill as outlined in the skill
model, a new latent-skill-based demonstration se-
lection method is formally described in Section 3.3.

3.1 Skill Model

Let X be the set of all sequences of tokens,
Z be the continuous vector space of latent rea-
soning skills, and PH denotes the probability dis-
tribution of real-world natural language. CoT
reasoning is to generate a rationale R ∈ X
given a question Q ∈ X , whose correctness1 can
be verified by an indicator function 1(R,Q) :=
1(R is the correct rationale for Q).

The skill model assumes that the real-world con-
ditional distribution of R given Q can be described
as follows:

PH(R | Q) =
∫
Z PH(R | z,Q)PH(z | Q)dz (1)

where, PH(z | Q) is the posterior of selecting
latent reasoning skills in human reasoning, called
a reasoning policy. PH(R | z,Q) is the posterior
distribution of generatingR given a questionQ and
a reasoning skill z. A causal graph illustrating such
a generation process involving a latent reasoning
skill z is presented in Fig. 4 on the left.

Unlike (Wang et al., 2023), this formulation con-
siders a dependency of z on Q reflecting a pref-
erence for selecting particular reasoning skills to
solve a given question. We justify this formulation
as follows:

1. Rationales can exhibit remarkable flexibil-
ity, manifesting diverse formats, topics, and
knowledge, which can naturally be abstracted
into the high-level concepts of reasoning
skills.

2. The selection of these skills is not bound by
strict determinism. For instance, diverse rea-
soning paths and formats could all contribute

1For math word problems, whose answers are discrete la-
bels, the correct rationale should contain the correct answer
label as the final step. For code generation, the correct ratio-
nale should be the correct code.

toward finding the correct final answer. There-
fore, real-world data is a mixture of diverse
skills captured by a stochastic reasoning pol-
icy PH(z | Q).

3.2 CoT prompting

LLMs are pre-trained conditional generators.
Given an input query X ∈ X , the conditional dis-
tribution of an output Y ∈ X generated by LLMs
can be written as PM (Y | X). LLMs are usually
trained on generic real-world data distribution such
that PM (Y | X) ≈ PH(Y | X).

Prior studies have presented an implicit topic
model formulation in explaining the in-context
learning mechanisms of LLMs (Wang et al., 2023;
Xie et al., 2021a). Similarly, we posit that LLMs
can be viewed as implicit skill models for generat-
ing rationales. To elaborate, when generating ratio-
nales, LLMs’ conditional distribution PM (R | Q)
can be extended as follows (with illustrations in
Fig. 4 on the left):

PM (R | Q) =
∫
Z PM (R | z,Q)PM (z | Q)dz (2)

This implicit skill model assumes that LLMs also
infer reasoning skills z, which resembles the real-
world generation of rationales.

The above formulation only encompasses the
zero-shot generation of rationales. In practice,
prompts are commonly provided to guide LLMs’
generation. In general, two CoT prompting strate-
gies exist: zero-shot CoT, employing a prompt com-
prising a short prefix and a test question, and few-
shot CoT, employing a prompt containing pairs of
questions and rationales. Denoting pt ∈ X as a
prompt, a unified formulation for both prompting
strategies can be derived as follows:

PM (R | pt) =
∫
Z PM (R | z,Q)PM (z | pt)dz (3)

0-shot CoT: pt = (prefix, Q) or (Q, prefix)
k-shot CoT: pt = (Q1, R1, · · · , Qk, Rk, Q)

Here, the formulation is simplified such that the
use of prompts only influences the probability dis-
tribution of z. For instance, a prefix specifying the
generation’s format can be interpreted as specify-
ing the reasoning skill z by shaping the distribu-
tion from PM (z | Q) to PM (z | pt). This sim-
plification aligns with empirical evidence suggest-
ing that in-context examples serve as mere point-
ers to retrieve already-learned knowledge within
LLMs (Shin et al., 2020; Min et al., 2022; Wang
et al., 2022).

3627



Drawing upon this formulation, we can gain in-
sight into the failure of zero-shot generation. In
general, real-world data is inherently noisy, indi-
cating that the reasoning policy PH(z | Q) may be
sub-optimal, and the reasoning skills are not cho-
sen to maximize the accuracy of answering a test
question. Trained on this generic real-world data
distribution, PM (z | Q) could also be sub-optimal,
leading to the failure of zero-shot generation. On
the other hand, CoT prompting improves the rea-
soning performance by shaping the distribution of
reasoning skills using carefully-designed prompts
that contain either prefix or few-shot examples.

3.3 Skill-Based Demonstration Selection

The analysis above suggests that the key to the
success of CoT prompting is to design an effec-
tive prompt that improve upon the posterior distri-
bution of human’s preference of reasoning skills
PH(z | Q). To design an effective prompt, the
demonstration selection problem assumes access
to an example bank of question-rationale pairs, de-
noted as DE = {(R,Q)}. This example bank
is usually specially-crafted and has a distribution
different from the real-world distribution. Denot-
ing PE as the distribution of the example bank,
R is distributed according to PE(R | Q) for all
(R,Q) ∈ DE .

Given DE , the demonstration selection is to se-
lect a few question-rationale pairs from DE . As-
suming that each selected demonstration is i.i.d, a
demonstration selection method can be uniquely
defined as a probabilistic model g(Q,R|Qtest) :=
X 7→ ∆(X ) that maps a test question Qtest to a
probability distribution of demonstrations. Then,
we can formally define the skill-based demonstra-
tion selection method as follows:

Definition 1 Skill-based demonstration selection
is given by

gskill(Q,R | Qtest) =
∫
Z PE(Q,R | z)PE(z | Qtest)dz

Intuitively, this selection method maximizes the
probability of a selected demonstration showcas-
ing the reasoning skill that is likely to be chosen
according to PE(z | Q). Since the example bank
is usually specially-crafted and contains rationales
showcasing “better” reasoning skills, the in-context
examples that align with PE(z | Q) are intuitively
more effective. In Section 4.3, we provide theoreti-
cal analysis of the optimality of this skill-based se-

lection when conditioned on certain ideal assump-
tions of the example bank and LLMs.

4 Method

To enable the skill-based demonstration selec-
tion (Definition 1), we introduce our approach
LaRS , which involves learning a conditional vari-
ational autoencoder (CVAE) to approximate PE
using the data from the example bank DE . We
then outline a practical demonstration selection
process aligning with the skill-based selection. The
schematic overview of LaRS (right) and the corre-
sponding demonstration selection process (left) are
illustrated in Figure 2.

4.1 Latent Reasoning Skill Discovery

The conditional variational autoencoder (CVAE)
has emerged as a popular approach for modeling
probabilistic conditional generation. As one spe-
cific case, the skill model, introduced in this paper,
can effectively be represented as a CVAE. There-
fore, we introduce LaRS that employs a CVAE to
approximate the generation of rationales using the
data from the example bank DE = {(Q,R)}.

In particular, this CVAE includes three coupled
models: an encoder model, a decoder model, and
a reasoning policy model, independently parame-
terized by ω, ψ, and ϕ respectively. Drawing from
the notations introduced in the skill model, the
reasoning policy model is a conditional Bayesian
network πϕ(z | Q), determining the posterior dis-
tribution of latent reasoning skill z given a ques-
tion Q. The decoder model is also a conditional
Bayesian network pψ(R | z,Q) that generates a
rationale R, conditioned on both Q and z, where
z is sampled from πϕ(z | Q). Finally, the en-
coder model qω(z | Q,R) is another conditional
Bayesian network, mapping a question-rationale
pair to z. In this paper, we train this CVAE using
classical variational expectation maximization and
the reparameterization trick.

Specifically, the classical variational expectation
maximization optimizes a loss function as follows:

LCVAE(ϕ, ω, ψ) = Lrecon + LKL (4)

Lrecon = −E(Q,R)∼DE ,z∼qω(|Q,R)[log pψ(R|z,Q)]

LKL = E(Q,R)∼DE
[DKL(qω(z | Q,R) ∥ πϕ(z | Q))]

By training to minimize this loss function, qω
and πϕ can be learned to effectively approximate
the conditional distributions PE(z | Q,R) and
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PE(z | Q). It is worth noting that the decoder
model acts an auxiliary model that only roughly
reconstructs rationales for the purpose of training
the encoder and the reasoning policy model,
and is not deployed to generate rationales in the
downstream tasks.

Ideally, all three models would be represented
by language models, processing token sequences
as input and generating token sequences as out-
put. However, training full language models
for demonstration selections can be computation-
ally expensive. Instead, we adopt a pre-trained
embedding model denoted as f : X 7→ Θ,
which maps the token space X to an embedding
space Θ. Consequently, the decoder model, en-
coder model, and reasoning policy model trans-
form into pψ(f(R)|z, f(Q)), qω(z|f(Q,R)), and
πϕ(z|f(Q)), respectively. They now condition on
and generate the embeddings instead of the origi-
nal tokens. In the actual implementation, we use
the same feed-forward neural network to represent
both πϕ and qω, predicting the mean and variance
of Gaussian distributions of latent reasoning skills.
On the other hand, pψ is a feed-forward neural net-
work that deterministically predicts a value in the
embedding space.

4.2 Demonstration Selection

Since the distribution PE(Q,R | z) in Definition
1 is practically intractable, we propose a selection
process that effectively aligns with the skill-based
selection using the learned πϕ and qω. For a given
test question Qtest, the desirable reasoning skill
ztest = argmaxz[πϕ(z|f(Qtest))] can be computed
using the reasoning policy. Subsequently, each
example from the example bank can be scored
based on the cosine similarity between ztest and
zpost, where zpost = argmaxz[qω(z|Q,R))] repre-
sents the maximum likelihood skill of the current
example. Finally, a CoT prompt can be constructed
by selecting the top-k examples according to the
computed scores. The step-by-step procedure is
outlined in Algorithm 1.

4.3 Theoretical Analysis

In this section, we provide a theoretical analysis
of the optimality of the skill-based selection by
Definition 1.

Let PM (R | Q, g) denotes LLMs’ conditional
distribution of a rationale R given a test question
Q under a demonstration selection method

g. PM (R | Q, g) can be extended as follows:

PM (R | Q, g)

=

∫

Xk

PM (R | pt)Πki=1[g(Qi, Ri | Q)d(Qi, Ri)]

Here, each demonstrations (Qi, Ri) is indepen-
dently sampled from g(Qi, Ri | Q), ∀i = 1, · · · , k.
These k demonstrations form a prompt
pt = (Q1, R1, · · · , Qk, Rk, Q).

We want to show that PM (R | Q, g) is the op-
timal conditional distribution that maximizes the
accuracy of rationales if the selection follows skill-
based selection method or g = gskill. We begin
by defining the optimal conditional distribution as
follows:

Definition 2 Optimal conditional distribution of
rationales given questions P ∗(R | Q) is given by:

P ∗(R | Q) = argmax
P (·|Q)∈∆(X )

∫

X
1(R,Q)P (R | Q)dR

Here 1(R,Q) is the indicator function of the
correctness of R given a question Q (see
Section 3.1).

Then, we state two major assumptions as follows:

Assumption 1 Example bank is sampled from the
optimal conditional distribution, or PE(R | Q) =
P ∗(R | Q).

Assumption 2 Humans and LLMs are expert ra-
tionale generators given reasoning skills and ques-
tions, meaning that
PH(R | z,Q) = PE(R | z,Q) = PM (R | z,Q).

Assumption 1 is rooted in the fact that example
banks are human-crafted that contains the most
useful rationales for answering the questions. In
Assumption 2, PM capturing PH is a common
assumption in the literature studying LLMs (Xie
et al., 2021b; Saunshi et al., 2020; Wei et al., 2021).
PE(R | z,Q) = PH(R | z,Q) is based on the
assumption that reasoning skills are shared across
humans, and the generation of rationales is identi-
cal given the same reasoning skills and questions.

Based on the above definiton and two assump-
tions, we prove the following theorem.

Theorem 1 A LLM gives the optimal conditional
distribution of rationales given questions:

PM (R | Q, gskill) = P ∗(R | Q)
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If (1) it is prompted by k →∞ in-context examples
selected by the skill-based selection gskill defined
by Definition 1, (2) Assumption 2 and Assumption
1 hold.

Appendix E presents the proof for Theorem 1.

5 Experiments

This section describes the experimental settings,
baselines, metrics, and main results.

5.1 Dataset

For benchmarking, the selection methods are
evaluated on four challenging datasets, includ-
ing two datasets of Math Word Problem (MWP):
TabMWP, GSM8K, one text-to-SQL dataset: Spi-
der, and one semantic parsing dataset: COGS.

Each dataset is split into a training set used to
learn LaRS models and a test set used to evaluate
the selection methods. While the training sets may
potentially be large, we use randomly sampled 1K
examples from the training set as the example bank,
from which, the examples can be selected for CoT
prompting. Detailed descriptions of the datasets
and splitting are presented in Appendix B.

To measure the performances, we use the answer
accuracy for TabMWP and GSM8K, with the an-
swers extracted by searching the texts right after a
prefix The answer is. For Spider, we use the of-
ficial execution-with-values accuracy2. For COGS,
we report the exact-match accuracy for semantic
parsing.

5.2 Selection Methods

Our method LaRS is compared with the follow-
ing four baselines. All the hyper-parameters related
to these methods are listed in Appendix B.

Skill-KNN This baseline represents a state-of-
the-art (SOTA) skill-based selection method. It
employs pre-trained LLMs to generate skill descrip-
tions for both the questions in the example bank
and the test question. Then, the method selects ex-
amples whose skill descriptions most closely match
that of the test question to form the prompt, using
cosine similarity computed with a pre-trained em-
bedding model. To examine the dependency on
the LLMs’ ability to generate skill descriptions,
we introduce two variations: Skill-KNN-large,
which uses the larger LLM gpt-3.5-turbo, and

2We use the official evaluation scripts for Spider in
https://github.com/taoyds/test-suite-sql-eval.

Skill-KNN-small, which uses the smaller LLM
Falcon-40B-instruct. Additionally, to evaluate
the effect of human-annotated skill descriptions
prompting the LLMs to generate new skills, we
introduce Skill-KNN-zero, which uses gpt-3.5-
turbo to generate skill descriptions in a zero-shot
fashion. Skill-KNN-zero closely resembles the
setting of LaRS , as it does not rely on human
prompt design. Therefore, LaRS is primarily com-
pared with Skill-KNN-zero.

Random This baseline randomly selects k in-
context examples from the example bank. For each
test question, the accuracy is reported as an average
over three independent random selections.

Retrieval-Q This baseline employs a pre-trained
embedding model to encode a test question, and se-
lects in-context examples based on the cosine simi-
larity between embeddings from examples’ ques-
tions and the test question.

Retrieval-R (oracle) This baseline employs a
pre-trained embedding model to encode the ground-
truth rationale of a test question, and selects in-
context examples based on the cosine similarity
between examples’ rationales and the ground-truth
rationale.

5.3 Backbones and Hyper-parameters

In terms of the backbone models, the ICL is con-
ducted by two OpenAI language models: gpt-4o
and gpt-3.5-turbo, two Anthropic model: claude-3-
sonnet and claude-3-haiku, and one smaller-scale
Falcon-40B-Instruct (Xu et al., 2023). All the em-
bedding is computed by a pre-trained embedding
model, Deberta-v2-xlarge (He et al., 2021). We
also investigate different choices of embedding
model in Section C.

During inference, the temperature is set to 0 (i.e.,
greedy decoding) to reduce the variance. The CoT
prompts contain k = 2, 4, 4, 8 in-context exam-
ples for TabMWP, GSM8K, Spider, and COGS,
respectively.

5.4 Performance comparison results

Table 7 presents experiment result summary. De-
tailed descriptions are as follows:

LaRS matches SOTA skill-based selection meth-
ods with superior computational efficiency. As
shown in Table 7, across all four benchmarks
and five backbone models tested, LaRS outper-
forms Skill-KNN-zero in 18 out of 20 experi-
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Method TabMWP GSM8K Spider COGS

Backbone: gpt-3.5-turbo

Random 62.4 +0.0 75.7 +0.0 46.8 +0.0 67.5 +0.0
Retrieval-Q 72.3 +9.9 75.6 –0.1 49.9 +3.1 88.5 +21.0
Skill-KNN-zero 77.7 +15.3 75.0 –0.7 49.0 +2.2 77.9 +10.8
LaRS (ours) 78.1 +15.7 76.8 +1.1 53.0 +6.2 94.8 +27.2

Retrieval-R (oracle) 77.4 +15.0 75.5 –0.2 64.4 +17.6 95.7 +28.2

Backbone: gpt-4o

Random 87.6 +0.0 78.1 +0.0 74.1 +0.0 73.0 +0.0
Retrieval-Q 85.9 –1.7 78.1 +0.0 75.9 +1.8 86.9 +16.9
Skill-KNN-zero 87.7 +0.1 78.6 –0.5 76.6 +2.5 78.1 +5.1
LaRS (ours) 87.9 +0.3 78.3 +0.2 77.2 +3.1 90.2 +17.2

Retrieval-R (oracle) 88.8 +1.2 77.1 –1.0 78.1 +4.0 92.8 +19.8

Backbone: claude-3-sonnet

Random 92.6 +0.0 93.3 +0.0 61.7 +0.0 79.2 +0.0
Retrieval-Q 93.1 +0.5 92.4 –0.9 61.8 +0.1 94.6 +15.4
Skill-KNN-zero 93.1 +0.5 92.1 –1.2 61.9 +0.2 86.6 +7.4
LaRS (ours) 93.7 +1.1 93.6 +0.3 62.2 +0.5 96.9 +17.7

Retrieval-R (oracle) 94.1 +1.5 92.8 –0.5 62.4 +0.7 97.6 +18.4

Backbone: claude-3-haiku

Random 88.6 +0.0 88.6 +0.0 60.2 +0.0 66.2 +0.0
Retrieval-Q 92.2 +3.6 88.6 +0.0 60.0 –0.2 88.5 +22.3
Skill-KNN-zero 93.3 +4.7 88.8 +0.2 61.0 +0.8 79.7 +13.5
LaRS (ours) 93.3 +4.7 87.6 –1.0 61.3 +1.1 89.9 +23.7

Retrieval-R (oracle) 92.4 +3.8 88.9 +0.3 61.2 +1.0 96.5 +30.3

Backbone: Falcon-40B-Instruct

Random 45.7 +0.0 38.8 +0.0 20.6 +0.0 45.1 +0.0
Retrieval-Q 51.9 +6.2 37.3 –1.5 22.1 +1.5 73.9 +28.8
Skill-KNN-small 51.4 +5.7 36.5 –2.3 20.3 –0.3 59.4 +14.3
Skill-KNN-zero 55.2 +9.5 38.7 –0.1 23.3 +2.7 82.1 +37.0
LaRS (ours) 57.7 +12.0 39.1 +0.3 24.8 +4.2 89.5 +44.4

Retrieval-R (oracle) 61.2 +15.5 40.4 +1.6 39.9 +19.3 90.3 +45.2

Table 1: Main results (%) across all backbone models and
datasets. Numbers in bold represent the best results for each
backbone model across all selection methods. The subscripted
gray values indicate the relative improvement over Random
selection.

ments. This result highlights the effectiveness of
the latent reasoning skills learned through unsuper-
vised learning with small CVAE models, achieving
comparable performance to the skill descriptions
crafted by extensively pre-trained LLMs. Notably,
Skill-KNN-zero uses the powerful LLM gpt-3.5-
turbo for skill generations. However, in scenarios
where only less capable LLMs are available, such
as lacking an internet connection and requiring lo-
cal inference, Skill-KNN-small, which uses the
less capable LLM Falcon-40B-instruct, suffers sig-
nificant performance drops across all four bench-
marks. In contrast, LaRS does not require powerful
LLMs and achieves similar performance boosts for
smaller backbone models like Falcon-40B-Instruct
compared to Skill-KNN-zero.

Furthermore, in Table 3, we present a compar-
ison of computational overhead, including com-
puting time, estimated cost for pre-processing
the example bank, and cost for each in-
put query during selection, among Retrieval-

Benchmark TabMWP
Replace Rate (%) 0 0.1 0.2 0.3

Skill-KNN-zero 77.7 77.0 –0.9% 76.2 –1.9% 75.4 –3.0%
LaRS 78.1 78.1 –0.0% 78.0 –0.1% 77.9 –0.1%

Benchmark COGS
Replace Rate (%) 0 0.1 0.2 0.3

Skill-KNN-zero 77.9 75.8 –2.7% 73.8 –5.3% 68.8 –11.7%
LaRS 94.8 94.7 –0.1% 93.3 –1.6% 93.0 –1.9%

Table 2: Answer accuracy (%) of Skill-KNN-zero and LaRS
on TabMWP and COGS benchmark with 0%, 10%, 20%, and
30% of the rationales in the example bank being replaced with
random rationales. The subscripted gray values indicate the
percentage drop relative to optimal example banks.

Accuracy (%)↑ Pre-processing Selection
Time (h/1k)↓ Cost ($/1k)↓ Cost per query ($)↓

LaRS (ours) 78.1 0.5 +0% $0 $0.02 +%0
Skill-KNN-zero 77.7 2 +300% $30 $0.05 +%150
PromptPG 74.2 6 +1100% $50 $0.02 +%0

Retrieval-Q 72.3 0 –100% $0 $0.02 +%0

Table 3: Comparison of accuracy and computational overhead,
including computing time, estimated cost for pre-processing
an example bank of 1k, and average cost per input query during
selection, among four selection methods on the TabMWP
dataset. The grey percentages represent the increased cost
ratio associated with each selection method.

Q, LaRS, Skill-KNN-zero, and a supervised
selection method PromptPG (Lu et al., 2022).
Our method achieves accuracy comparable to
Skill-KNN-zero, requiring no LLM inferences
(approximately $30 savings per 1k examples) and
reducing computing time by 1.5 hours per 1k exam-
ples during pre-processing, along with more than
100% less cost per input query. Detailed experi-
mental settings for estimating these costs can be
found in Appendix B.

LaRS is more robust to sub-optimal example
banks. Skill-KNN selects examples based solely
on the questions. For example, it selects exam-
ples whose questions require the same skills as
the given question. However, sub-optimal ex-
ample banks may include examples with incor-
rect or sub-optimal rationales, which should be
avoided. In contrast, LaRS considers both ques-
tions and rationales when computing the reasoning
skill embedding, enhancing its robustness to sub-
optimality. Table 2 presents the answer accuracy
of Skill-KNN-zero and LaRS on the TabMWP
and COGS benchmark with sub-optimal example
banks, where 10%, 20% and 30% of rationales are
replaced by random rationales from the same exam-
ple banks. Skill-KNN-zero suffers from a 3% and
11.7% performance drop at the replacement rate
of 30%, while LaRS experiences only a 0.1% and
1.9% performance drop under the same conditions.
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6 Conclusions
This paper introduces LaRS, a novel demonstra-

tion selection method designed for CoT prompting.
LaRS bases the selection on reasoning skills, which
are latent representations discovered by unsuper-
vised learning from rationales via a CVAE. Based
on the experiments conducted across four LLMs
and over four different reasoning tasks, LaRS man-
ifests comparable performance on selecting effec-
tive few-shot examples for CoT reasoning while
requiring no extra LLM inference and saving hours
in pre-processing the example bank.

7 Limitations

Despite the success of LaRS, a few limitations
and potential future directions are worth noting.
First, the impact of the order of examples in the
prompts is not considered. Introducing additional
heuristics to sort the examples could potentially
lead to better performances. Second, in the CVAE,
the decoder is represented by an MLP neural net-
work. However, it would be ideal to represent the
decoder as a prompt-tuning module, which aligns
better with the implicit skill model assumption. Fi-
nally, one single reasoning skill might not be suf-
ficient to represent the entire rationale that might
contain multiple steps of reasoning. Learning and
selecting reasoning skills for each individual rea-
soning step is an interesting direction to explore.
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Appendix: LaRS: Latent Reasoning Skill for
Chain-of-Thought Reasoning

A LaRS Demonstration Selection

A practical desmonstration selection process for LaRS that tackle the difficulty of sampling from
an unknown distribution PE(Q,R | z) is described as follows. To begin with, LaRS learns reasoning
skill encoder πϕ and reasoning policy qω. For a given test question Qtest, the desirable reasoning skill
ztest = argmaxz[πϕ(z|f(Qtest))] can be computed using the reasoning policy. Subsequently, each
example from the example bank can be scored based on the cosine similarity between ztest and zpost, where
zpost = argmaxz[qω(z|Q,R))] represents the maximum likelihood skill of the current example. Finally,
a CoT prompt can be constructed by selecting the top-k examples according to the computed scores. The
step-by-step procedure is outlined in Algorithm 1.

Algorithm 1 Demonstration selection
Input: Test question Qtest, a pre-trained embedding model f , a reasoning policy πϕ(z|f(Q)), a reasoning
skill encoder qω(z|f(Q,R)), and an example bank DE = {(Qj , Rj)}j .
Parameter: shot number k
Output: (Q1, R1, Q2, R2, · · · , Qk, Rk)

1: Compute ztest ← mean of π(z|f(Qtest))
2: for each (Qj , Rj) in DE do
3: Compute zjpost ← mean of qω(z|f(Qj , Rj))
4: Compute rj =

ztest·zjpost
⊺

|ztest|·|zjpost|
5: end for
6: Select top-k demonstrations with the largest rj and sort them in ascending order, denoted as

(Q1, R1, Q2, R2, · · · , Qk, Rk).
7: return (Q1, R1, Q2, R2, · · · , Qk, Rk) =0

B Experimental Details

B.1 Dataset

We provide a detailed description of the dataset and the split of train and test set as follows:

TabMWP (Lu et al., 2022) This dataset consists of semi-structured mathematical reasoning problems,
comprising 38,431 open-domain grade-level problems that require mathematical reasoning on both textual
and tabular data. We use the train set, containing 23,059 examples, to train our LaRS models, and test1k
set containing 1K examples to evaluate the selection methods.

Spider (Yu et al., 2018) Spider is a large-scale text-to-SQL dataset. It includes a train set with 7,000
examples and a dev set with 1,034 examples. We use the train set to train our LaRS models, and the dev
set as the test set to evaluate the selection methods.

COGS (Kim and Linzen, 2020) is a synthetic benchmark for testing compositional generalization in
semantic parsing. We transform the output format in the same way as An et al. (2023a), and consider a
mixture of two sub-tasks: primitive substitution (P.S.) and primitive structural alternation (P.A.). This
results in a train set of 6916 examples to train our LaRS models and a test set of 1000 examples to evaluate
the selection method.

GSM8k (Cobbe et al., 2021b) GSM8k is a dataset containing 8.5K high-quality, linguistically diverse
grade school math word problems. It includes a train set of 7.5K problems and a test set of 1319 problems.
We use the train set to train our LaRS models, and the test set to evaluate the selection methods.
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Reasoning skill of (Q, R) Reasoning skill of Q

Raw question embedding Raw rationale embedding

Reasoning skills
Compute statistics
Compute rate of change
Compute money cost
Filter tree leaves
Addtion/subtraction
Search minimum/maximum
Multiplication
Filter table entries
Compute probability
Shortage or surplus?
Reason time schedule
Compare numbers
Others

Figure 5: t-SNE projections of reasoning skills predicted from (Q,R) (top-left), reasoning skills predicted from Q (top-right),
raw question embedding (bottom-left), and raw rationale embedding (bottom-right). The 12 different colors correspond to 12
skill labels provided by human.

B.2 LaRS Implementation Details

LaRS contains a encoder, a decoder, and a reasoning policy model. The reasoning skill is represented as
a 128-dimensional continuous space. Both the encoder and the reasoning policy model are represented as
a feed-forward multiple layer perception (MLP) with two 256-unit hidden layers, predicting the mean and
variance of a multivariate Gaussian distribution in the latent space of reasoning skills. The decoder is a
MLP with two 256-unit hidden layers that predicts a value in the embedding space deterministically. The
dimension of the embedding space depends on the choice of pre-trained embedding models. The models
are trained using the loss function in Equation 4 with a batch size of 256 and a learning rate of 0.0001 for
1000 epochs on a machine with 48 CPU cores and a Nvidia A40 GPU. Those hyper-parameters apply for
all four datasets.

B.3 Skill-KNN Implementation Details

We used the same skill annotations as the original Skill-KNN implementation for COGS and Spider
dataset. For TabMWP and GSM8K, we manually create skill annotations for 8 questions for each dataset.
The new skill annotations are shown in Table 4 and 5.

For Skill-KNN-zero with zero-shot generation of the skill description, the prompts used for the four
datasets are shown in Table 6.

C Analysis and Ablation

This section provides in-depth analysis and explains the reasoning of the success of LaRS .

Why reasoning skill is a better guidance for demonstration selection?

In TabMWP dataset, 200 examples are labeled based on the skills being showcased out of 12 manually-
crafted skills labels, including “compute statistics”, “compute rate of change”, “Reason time schedule”,
“Compute probability”, et. al. We investigate how the unsupervisedly discovered reasoning skills by LaRS
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align with human’s understanding of skills. More specifically, a visualization of how human-labeled skills
distribute based on the t-SNE projections of four different types of embedding is shown in Fig. 5. Both the
reasoning skill encoder (reasoning skill of (Q,R)) and the reasoning policy (reasoning skill of Q) trained
by LaRS demonstrate clear separation of the labeled 12 skills. At the mean time, the human-labeled skills
are not well-separated by raw question embedding, and even raw rationale embeddings. This indicates
that the discovered reasoning skills aligns well with human-labeled skills even without explicit labels
being provided during the training. This sheds the light on why the demonstration selection based on
similar reasoning skills can improve the CoT prompting.

(a) The accuracy of Random, Retrieval-Q, and, LaRS based on
three different pre-trained embedding models.

(b) The accuracy of Random, Retrieval-Q, and LaRS using
different number of in-context examples.

Figure 6: Performances of three different selection methods under (a) different pre-trained embedding models, and (b) different
number of in-context examples.

Robustness to different pre-trained embedding models. Fig. 6a compares the performances of
Random, Retrieval-Q, and LaRS based on three pre-trained embedding models, including Sentence-
BERT (Reimers and Gurevych, 2019), Deberta-v2-xlarge, and, text-embedding-ada-02 (Neelakantan
et al., 2022) from OpenAI. We observe that the performances of retrieval-based selection methods
monotonously improve with more capable pre-trained embedding models. However, our LaRS shows
consistent improvements over Retrieval-Q given the same embedding models.

Robustness to k: the number of in-context examples. This study compares three selection methods,
including Random, Retrieval-Q, and LaRS under three different number of in-context examples 2, 4, and 8.
The results are summarized in Fig. 6b. While the accuracy monotonously improves with the increasing
number of in-context examples, LaRS consistently outperforms Retrieval-Q.

How does Skill-KNN perform under stricter conditions?

D Case Study

To explore the examples categorized as distinct skills within the learned latent reasoning skill repre-
sentation, we employed K-means clustering on the latent reasoning skills of 1,000 examples from the
TabMWP dataset. The centroids of these clusters are detailed in Table 8. The analysis presented in this
table reveals that our method effectively discerns examples showcasing specific skills, such as “Searching
minimum/maximum” and “Computing rate change”.

E Theoretical Analysis

To prove Theorem 1, we start with the equation of rationale generation via CoT prompting, employing
the skill-based demonstration selection method denoted as gskill. The process can be formalized as
follows:

PM (R | Q, gskill) =
∫

Xk

PM (R | pt)Πki=1[gskill(Qi, Ri | Q)d(Qi, Ri)] (5)
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where Equation 5 is integrated by substituting pt = (Q1, R1, · · · , Qk, Rk, Q) as outlined in Equation 3,
leading to:

PM (R | Q, gskill) =
∫

Z
PM (R | z,Q)PM (z | Q)Πki=1[Pskill(z | Q)]dz (6)

In this context, Pskill(z | Q) is defined as:

Pskill(z | Q) =

∫

(Q′,R′)∈X
PM (z | Q′, R′)gskill(Q

′, R′ | Q)d(Q′, R′)dz′ (7)

Substituting the Definition 1 into Equation 7, leading to:

Pskill(z | Q) =

∫

(Q′,R′)∈X

∫

z′∈Z
PM (z | Q′, R′)PE(Q′, R′ | z′)PE(z′ | Q)dz′ (8)

Applying Assumption 2 into the above equation, replacing PM (z | Q′, R′) with PE(z | Q′, R′):

Pskill(z | Q) =

∫

(Q′,R′)∈X

∫

z′∈Z
PE(z | Q′, R′)PE(Q′, R′ | z′)PE(z′ | Q)dz′

=

∫

z′∈Z
δ(z = z′)PE(z′ | Q)dz′

= PE(z | Q) (9)

By reintegrating the derived expression for Pskill(z | Q) back into Equation 6, we arrive at:

PM (R | Q, gskill) =
∫

Z
PM (R | z,Q)PM (z | Q)Πki=1[PE(z | Q)]dz (10)

Take the limit of k →∞, above equation siplifies to:

PM (R | Q, gskill) =
∫

Z
PM (R | z,Q)PE(z | Q)dz (11)

Applying Assumption 2 into the above equation, replacing PM (R | z,Q) with PE(R | z,Q):

PM (R | Q, gskill) =
∫

Z
PE(R | z,Q)PE(z | Q)dz = PE(R | Q) (12)

According to Assumption 1, the example bank can approximate expert rationale generation, or PE(R |
Q) = P ∗(R | Q), we then conclude:

PM (R | Q, gskill) = P ∗(R | Q) (13)

Equation 13 means that the CoT prompting under the skill-based demonstration selection method give the
optimal conditional distribution of rationales given questions by Definition 2. This proves the Theorem 1
under Assumption 1 and Assumption 2.
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ID Table Question Skill Description

1 Name | Score
Jackson | 32
Madelyn | 31
Gary | 36
Suzie | 33
Edgar | 31
Ben | 32
Felipe | 29

Some friends played miniature golf and
wrote down their scores. What is the
range of the numbers?

To solve this problem, we need to find the greatest number and the
least number. Then, subtract the least number from the greatest
number.

2 x | y
17 | 13
18 | 6
19 | 2

The table shows a function. Is the func-
tion linear or nonlinear?

To solve this problem, we need to compare the rate of change
between any two rows of the table.

3 box of tissues | $0.90of
hand lotion | $0.94
tube of toothpaste | $0.84
package of dental floss |
$0.85
box of bandages | $0.87
bottle of nail polish | $0.99

Sophie has $1.50. Does she have
enough to buy a box of tissues and a
package of dental floss?

To solve this problem, we need to compute the total cost and
compare it with the budget.

4 Day | Number of fan let-
ters
Monday | 3,985
Tuesday | 1,207
Wednesday | 6,479
Thursday | 2,715
Friday | 8,078

An actor was informed how many fan
letters he received each day. How many
more fan letters were received on Friday
than on Tuesday?

To solve the problem, we need to locate the two values in the table
and do subtraction.

5 Stem | Leaf
3 | 1, 5, 7, 8
4 | 0, 3, 5, 5, 8
5 | 2, 4, 5, 7, 9
6 | 4, 5, 6
7 | 1, 1, 7, 8
8 |
9 | 0

Daniel counted the number of silver
beads on each bracelet at Lowell Jew-
elry, the store where he works. What is
the largest number of silver beads?

To solve this problem, we need to locate the largest number from
a stem-and-leaf plot.

6 Number of tanks | Number
of tadpoles
1 | 10
2 | 20
3 | 30
4 | 40
5 | ?

Each tank has 10 tadpoles. How many
tadpoles are in 5 tanks?

To solve this problem, we need to complete the table according to
the tendency of the columns.

7 | Blue sticker | Green
sticker
Front door of the house | 2
| 4
Back door of the house | 3
| 3

Lester keeps all his spare keys in a box
under his bed. Recently, Lester decided
the box was becoming unmanageable,
as none of the keys were labeled. He
set about labeling them with colored
stickers that indicated what each key
opened. What is the probability that a
randomly selected key opens the front
door of the house and is labeled with a
green sticker? Simplify any fractions.

To solve this problem, we need to find the number of outcomes
in the event and the total number of outcomes. Then compute the
probability.

8 Sparrowtown | 8:00 A.M. |
2:00 P.M. | 4:45 P.M.
Danville | 9:15 A.M. | 3:15
P.M. | 6:00 P.M.
Princeton | 10:30 A.M. |
4:30 P.M. | 7:15 P.M.
Westminster | 11:45 A.M.
| 5:45 P.M. | 8:30 P.M.
Oakdale | 1:30 P.M. | 7:30
P.M. | 10:15 P.M.

Look at the following schedule. Lee just
missed the 4.30 P.M. train at Princeton.
What time is the next train?

To solve this problem, we need to locate the entry from the table
and read the next entry.

Table 4: Skill description annotation for TabMWP dataset.
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ID Question Skill Description

1 Angela slept 6.5 hours every night in December. She decided she should get more sleep and began
sleeping 8.5 hours a night in January. How much more sleep did Angela get in January?

To solve this question, we need
to do subtraction, inference the
total number of days in a month,
and do multiplication.

2 Edith is a receptionist at a local office and is organizing files into cabinets. She had 60 files and
finished organizing half of them this morning. She has another 15 files to organize in the afternoon
and the rest of the files are missing. How many files are missing?

To solve this question, we need
to do division, addition, and sub-
traction.

3 Rosalina receives gifts from three people on her wedding day. How many gifts did she get if Emilio
gave 11 gifts, Jorge gave 6 gifts, and Pedro gave 4 gifts?

To solve this question, we need
to do addition.

4 A store puts out a product sample every Saturday. The last Saturday, the sample product came in
boxes of 20. If they had to open 12 boxes, and they had five samples left over at the end of the day,
how many customers tried a sample if the samples were limited to one per person?

To solve this question, we need
to do multiplication and subtrac-
tion.

5 Billy is counting the rings in two trees. Weather fluctuations in this area mean that each tree’s rings
are in groups of two fat rings and four thin rings. If Billy counts 70 ring groups in the first tree and
40 ring groups in the second tree, how much older is the first tree? (Trees grow 1 ring per year.)

To solve this question, we need
to do addition, subtraction, and
multiplication.

6 A group of six friends planned to buy a car. The cost of the car is $1700 and they plan to share
the cost equally. They had a car wash to help raise funds, which would be taken out of the total
cost. The remaining cost would be split between the six friends. At the car wash, they earn $500.
However, Brad decided not to join in the purchase of the car. How much more does each friend
have to pay now that Brad isn’t participating?

To solve this question, we need
to do subtraction, division, and
multiplication.

7 In Fifi’s closet, she hangs all of her clothes on colored plastic hangers. She has clothes hanging on
7 pink hangers, 4 green hangers, one less blue hanger than there are green hangers, and one less
yellow hanger than there are blue hangers. What is the total number of colored hangers in Fifi’s
closet?

To solve this question, we need
to do subtraction and addition.

8 At the family reunion, everyone ate too much food and gained weight. Orlando gained 5 pounds.
Jose gained two pounds more than twice what Orlando gained. Fernando gained 3 pounds less than
half of what Jose gained. How much weight, in pounds, did the three family members gain at their
reunion?

To solve this question, we need to
do multiplication, addition, and
subtraction.

Table 5: Skill description annotation for GSM8K dataset.

Dataset Prompt

TabMWP Describe the required skills to solve the following problems based on the data from the tables in one sentence

GSM8K Describe the required skills to solve the following questions in one sentence

Spider Describe the needed skills to solve the task on the database schema in one sentence.

COGS Describe the required skills to parse the following sentences in one sentence.

Table 6: Prompts for zero-shot skill generation.
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Method TabMWP GSM8K Spider COGS

Backbone: gpt-3.5-turbo

Skill-KNN-large 78.3 +15.9 75.0 –0.7 58.4 +11.6 94.6 +27.2
Skill-KNN-small 75.5 +13.2 74.9 –0.8 37.3 –9.5 79.9 +12.7
Skill-KNN-zero 77.7 +15.3 75.0 –0.7 49.0 +2.2 77.9 +10.8
LaRS (ours) 78.1 +15.7 76.8 +1.1 53.0 +6.2 94.8 +27.2

Backbone: gpt-4o

Skill-KNN-large 80.6 +11.3 62.0 –0.2 56.3 +9.8 96.8 +23.4
Skill-KNN-small 77.4 +8.1 62.3 +0.1 47.4 +0.3 79.4 +6.0
Skill-KNN-zero 87.7 +0.1 78.6 –0.5 76.6 +2.5 78.1 +5.1
LaRS (ours) 87.9 +0.3 78.3 +0.2 77.2 +3.1 90.2 +17.2

Backbone: claude-3-sonnet

Skill-KNN-large 93.2 –0.1 25.9 +7.6 96.2 +17.0
Skill-KNN-small 92.3 –1.0 18.2 –0.1 86.6 +7.4
Skill-KNN-zero 93.1 +0.5 92.1 –1.2 61.9 +0.2 86.6 +7.4
LaRS (ours) 93.7 +1.1 93.6 +0.3 62.2 +0.5 96.9 +17.7

Backbone: claude-3-haiku

Skill-KNN-zero 93.3 +4.7 88.8 +0.2 61.0 +0.8 79.7 +13.5
LaRS (ours) 93.3 +4.7 87.6 –1.0 61.3 +1.1 89.9 +23.7

Backbone: Falcon-40B-Instruct

Skill-KNN-large 55.9 +10.2 40.3 +1.5 23.7 +2.9 81.0 +35.9
Skill-KNN-small 51.4 +5.7 36.5 –2.3 20.3 –0.3 59.4 +14.3
Skill-KNN-zero 55.2 +9.5 38.7 –0.1 23.3 +2.7 82.1 +37.0
LaRS (ours) 57.7 +12.0 39.1 +0.3 24.8 +4.2 89.5 +44.4

Table 7: Skill-KNN-large, Skill-KNN-small, and Skill-KNN-zero compare with LaRS .
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Cluster ID Table Question Skill

0 [TITLE]: School play committees
Committee | Boys | Girls
Casting | 17 | 5
Set design | 14 | 17
Lighting | 20 | 20
Costume | 7 | 4
Music | 2 | 13

Some students at Dayton Middle School signed up to help out
with the school play. Which committee has the most boys?
Options: (A) set design (B) lighting (C) casting (D) costume

Search minimum/maximum

1 [TITLE]: Pairs of shoes per store
Stem | Leaf
1 | 9
2 | 3, 3
3 | 0, 2
4 | 2, 4
5 | 5, 7
6 | 2, 5
7 | 7
8 | 0, 2, 4, 4
9 | 0, 0

Ivan counted the number of pairs of shoes for sale at each of the
shoe stores in the mall. How many stores have exactly 23 pairs of
shoes?

Search tree leaves

2 [TITLE]: None
piece of licorice | $0.07
gum drop | $0.05
gumball | $0.08
cinnamon candy | $0.01
peppermint candy | $0.08
lemon drop | $0.07

Derek has $0.06. Does he have enough to buy a piece of licorice
and a cinnamon candy?
Options: (A) yes (B) no

Compute money cost

3 [TITLE]: None
Number of offices | Number of chairs
1 | 2
2 | 4
3 | 6
4 | 8
5 | ?

Each office has 2 chairs. How many chairs are in 5 offices? Multiplication

4 [TITLE]: None
popcorn balls | $1/kilogram
coffee cake | $3/kilogram
blueberry bars | $2/kilogram
cream cheese bars | $2/kilogram
lemon bars | $3/kilogram

Sarah went to the store and bought 2 kilograms of blueberry bars.
How much did she spend? (Unit: $)

Compute money cost

5 [TITLE]: None
x | y
12 | 19
13 | 9
14 | 2

The table shows a function. Is the function linear or nonlinear?
Options: (A) linear (B) nonlinear

Compute rate of change

6 [TITLE]: Tractors
Farmer | Number of tractors
Farmer Judy | 4
Farmer Joe | 7
Farmer Megan | 7
Farmer Rick | 4
Farmer Jane | 4

Some farmers compared how many tractors they own. What is the
mode of the numbers?

Compute statistics

7 [TITLE]: None
pink sweater | $6.69
pair of brown pants | $9.66
plaid scarf | $2.45
pair of sandals | $7.69
white polo shirt | $4.86

How much money does Heather need to buy a pair of brown pants
and a plaid scarf? (Unit: $)

Compute money cost

8 [TITLE]: Tour bus schedule
Location | Arrive | Depart
the riverfront | 9:55 A.M. | 10:20 A.M.
the zoo | 10:35 A.M. | 11:30 A.M.
art museum | 12:05 P.M. | 12:30 P.M.
science museum | 1:00 P.M. | 1:45 P.M.
skyscraper | 1:50 P.M. | 2:20 P.M.
governor’s mansion | 2:50 P.M. | 3:45
P.M.
old building | 4:00 P.M. | 4:45 P.M.
famous bridge | 5:15 P.M. | 5:40 P.M.
the aquarium | 6:20 P.M. | 7:00 P.M.
landmark sculpture | 7:45 P.M. | 8:20
P.M.

Look at the following schedule. Which stop does the bus depart
from at 11.30 A.M.?
Options: (A) zoo (B) riverfront (C) old building (D) science mu-
seum

Reason time schedule

19
3642



Cluster ID Table Question Skill

9 [TITLE]: None
poppyseed muffin | $2.31
bowl of yogurt | $1.35
blueberry pancakes | $7.28
hash browns | $4.56
bowl of granola | $2.97
bagel with cream cheese | $2.56

Max has $13.33. How much money will Max have left if he buys
a bagel with cream cheese and blueberry pancakes? (Unit: $)

Compute money cost

10 [TITLE]: Balloons sold
Day | Number of balloons
Wednesday | 568
Thursday | 586
Friday | 558
Saturday | 565

The manager of a party supply store researched how many balloons
it sold in the past 4 days. On which day did the store sell the most
balloons?
Options: (A) Wednesday (B) Thursday (C) Friday (D) Saturday

Search minimum/maximum

11 [TITLE]: None
forklift | $9,987.00
dump truck | $9,543.00
race car | $8,370.00
crane | $6,996.00
bulldozer | $7,547.00
hydrofoil | $8,047.00

How much more does a forklift cost than a dump truck? (Unit: $) Compute money cost

Table 8: The closest examples to the 12 cluster centers computed by K-Means clustering method on reasoning skill latent
variables.
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