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Abstract

Questions involving commonsense reasoning
about everyday situations often admit many
possible or plausible answers. In contrast,
multiple-choice question (MCQ) benchmarks
for commonsense reasoning require a hard se-
lection of a single correct answer, which, in
principle, should represent the most plausible
answer choice. On 250 MCQ items sampled
from two commonsense reasoning benchmarks,
we collect 5, 000 independent plausibility judg-
ments on answer choices. We find that for over
20% of the sampled MCQs, the answer choice
rated most plausible does not match the bench-
mark gold answers; upon manual inspection,
we confirm that this subset exhibits higher rates
of problems like ambiguity or semantic mis-
match between question and answer choices.
Experiments with LLMS reveal low accuracy
and high variation in performance on the sub-
set, suggesting our plausibility criterion may be
helpful in identifying more reliable benchmark
items for commonsense evaluation.!

1 Introduction

Commonsense reasoning about everyday situations
involves soft judgments about the relative plausi-
bility or likelihood of different possible outcomes.
If a wine glass falls, a very likely outcome is that it
breaks, but another technically possible outcome is
that it bounces (e.g., because it lands on a trampo-
line). Datasets like the Choice of Plausible Alter-
natives (COPA; Roemmele et al., 2011) or Ordinal
Common-sense Inference (Zhang et al., 2017) high-
light this graded nature of commonsense reason-
ing. Many recently developed benchmark datasets
for commonsense reasoning formulate problems as
multiple choice questions (MCQS): PIQA (Bisk
et al., 2020), Social IQa (Sap et al., 2019), Com-
monsenseQA (Talmor et al., 2019), among others.

'Our data is available at https://github.com/
shramay-palta/commonsense-mcqg-plausibility

they failed.
Question: How will Ash feel as a result?

Context: Ash redeemed themselves after retaking the test 1

AnswerA: relieved “:5, 2,5, 5, 4 (4.2)
AnswerB: accomplished = : 4, 2, 5, 2, 5 (3.6)
AnswerC: proud ®: 4, 5, 5, 5, 5 (4.8)

Figure 1: An example question from Social IQa where
the highest plausibility answer choice is not the gold
label. The numbers indicate the plausibility ratings
given by 5 human annotators to each option on a 1-5
scale and the gold label is highlighted in bold. Numbers
in parentheses represent the mean plausibility rating for
that answer choice. The answer choice with the highest
plausibility rating is underlined.

The advantages of MCQ evaluation are clear: with
a single correct choice per question, system scores
are easy to compute and understand. However,
by their nature, commonsense reasoning questions
typically do not have a single objectively correct
answer; rather they admit many possible answers
with varying degrees of plausibility as shown in
Figure 1. Under these conditions, what does it
mean for a commonsense MCQ answer choice to
be the “correct” answer?

We posit that the “correct” MCQ answer in this
setting should be the one that human annotators
agree is most plausible among options. In princi-
ple, the plausibility of an individual MCQ answer
choice should depend only on the MCQ context (if
applicable), question, and the answer choice itself,
but need not depend on the other answer choices.?
Under this assumption, then, a valid procedure to
determine the correct MCQ answer would be to
rate the plausibility of each choice individually and
select the highest-scoring option.

In this paper, we analyze two important common-
sense MCQ benchmarks, Social IQa (SIQA; Sap
et al., 2019) and CommonsenseQA (CSQA; Tal-

2An obvious exception is if an answer choice directly refers
to other options, e.g. “None of the above.”
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#MCQ samples  #Full Anno.  #Plaus.

Dataset (#Answers) (#Tie Break) Ratings
SIQA 125(375) 765(140) 1875
CSQA 125(625) 765(140) 3125
Total 250(1000) 1530(280) 5000

Table 1: Number of annotations performed on Social
IQa (SIQA) and CommonsenseQA (CSQA) samples
for the tasks of Individual Plausibility Rating (§ 2.1)
and Full Question Annotation (§ 2.2); totals are bolded.

mor et al., 2019), through the lens of this individual
plausibility rating procedure. On 250 MCQ items
sampled from both datasets, we collect 5 Likert-
scale plausibility ratings of individual answers in
isolation (§ 2.1), and 5-10 best answer choice judg-
ments given the full set of answers (§ 2.2). With
this data, we are able to make the following obser-
vations and conclusions:

1. While gold answers for MCQS receive the
highest average plausibility rating in a large
majority of cases, we observe that, surpris-
ingly, the gold and most-plausible answers do
not align in over 20% of sampled MCQS for
both datasets.

2. Through a qualitative analysis of these in-
stances where gold and most-plausible an-
swers do not align, we find a high preva-
lence of issues such as question ambiguity
and answer choices that do not fit the ques-
tion, among others.

3. MCQSs in which the difference in mean plau-
sibility scores between the most plausible and
second-most plausible answer choices is small
are more likely to exhibit low agreement on
best answer choice judgments (§ 3).

4. Experiments with LLMs reveal low accu-
racy and high variation in performance (§ 4)
on these instances, indicating our approach
can help to identify more reliable benchmark
items for commonsense evaluation.

2 Human Data Collection

We select CSQA (Talmor et al., 2019) and SIQA
(Sap et al., 2019) for our study as they are popular
MCQ benchmarks for general commonsense and
social commonsense reasoning, respectively.
Social IQa: MCQ items consist of a short con-
text describing a social situation, a question about
a person in the situation, and three answer choices
(see Fig. 1.) We randomly sample 125 questions
from the validation split. These MCQ items

Statistic SIQA CSQA
Original Gold Answer ~ 3.86(0.73) 4.23(0.71)
Maximum Rating 3.98(0.67) 4.33(0.63)
Second-Best Rating 2.88(0.74) 3.23(0.99)
Minimum Rating 2.12(0.67) 1.43(0.47)
Maximum - Second-Best  1.10(0.77) 1.10(0.83)
Maximum - Minimum  1.86(0.83) 2.90(0.67)

Table 2: Mean Likert-score for gold answers, most-
plausible answers, second-most plausible answers, least-
plausible answers, and average differences. Numbers in
parentheses represent the standard deviation.

were originally assigned a gold answer choice
based on a majority vote of five annotators.
CommonsenseQA: MCQ items consist of a
question generated by humans using CONCEPT-
NET (Speer et al., 2017) relations and five possible
answer choices. We sample another 125 valida-
tion questions, which have gold labels based on
approval by a second annotator after construction.
For each of the 250 sampled MCQ items from
these two datasets, we collect two types of human
judgments: individual plausibility ratings (§ 2.1)
and full question annotations (§ 2.2). Annotators
are recruited through Prolific and paid $15/hour;
see Appendix A.4 for details, including annotation
interfaces (Figure 5 and Figure 6). Annotation
counts for the two tasks are presented in Table 1.

2.1 Individual Plausibility Ratings

To obtain the plausibility ratings for each option
for a given question, we break down each question
g with choices ¢1, ¢g, ...c,, into pairs (g, ¢;), where
n = 3 for SIQA and 5 for CSQA.

Each (q,c¢;) tuple is presented to annotators
where they are instructed to “rate the plausibility
of the answer choice for the given question on a
5-point Likert scale”. We use the plausibility Likert
scale introduced by Zhang et al. (2017) for ordinal
common-sense inference, defined as I-Impossible,
2-Technically Possible, 3-Plausible, 4-Likely and
5-Very Likely.

We obtain 5 annotations for each (g, ¢;) tuple.
To ensure independence, each annotator judges at
most one (g, ¢;) tuple for a given question ¢. Krip-
pendorft’s v on SIQA and CSQA is 0.46 and 0.64,
respectively.?

3We hypothesise that the low Krippendorff’s alpha value
for SIQA in § 2.1 is due to the higher difficulty in judging the
plausibility of social situations from ATOMIC (SIQA) as com-
pared to commonsense knowledge in ConceptNet (CSQA).
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Figure 2: Difference in the plausibility scores between the top 2 most plausible choices (§ 2.1) vs. percentage of
votes (§ 2.2) received by the top choice (on SIQA (left) and CSQA (right)). The size of the point represents the

number of data points at an instance.

For each (g, ¢;) tuple, we compute the mean
plausibility rating. Mean plausibility statistics are
reported in Table 2.

2.2 Full Question Annotation

In this setting, annotators are provided the full
MCAQ item with all the answer choices and asked
to select the (single) best option, similar to the
validation procedures used to obtain original gold
labels. However, to measure human agreement,
we re-collect these annotations ourselves in larger
numbers. Each MCQ item first receives five an-
notations; if no answer choice receives a majority
vote from the annotators by a margin of two or
more, then five more annotations are collected for
the item. Krippendorff’s oz on SIQA and CSQA is
0.66 and 0.71, respectively. In over 87% of cases
on both datasets, the majority vote from our annota-
tors matches the original gold label in the datasets.

3 Plausibly Problematic MCQS

With these collected judgments, we consider three
ways to define a “correct” answer choice for each
MCAQ item: (1) the original gold answer choices
from SIQA or CSQA (Ydataset), (2) the majority-
vote answer choice from full question annotation
(yfun)> and (3) the answer choice with the max-
imum mean plausibility rating (Ypiqusibitity)- We
hypothesize that yy,qusibitity Should be predictive
of Ydataser and y g,y across MCQs, and that when
they diverge it may be indicative of one or more
problems with the underlying MCQ.

To corroborate this idea, first we show in Fig-
ure 2a and Figure 2b that a small difference in

plausibility scores between the highest- and second-
highest scoring answers in the individual plausibil-
ity setting is correlated with lower agreement on
the full question annotations, for both datasets.*
This is consistent with the idea that disagreements
on full MCQ annotations may arise when there is
not a clear most-plausible answer.

Next we compare Yplausibility 10 Ydataset- For
both SIQA and CSQA, Ypiausivitity diverges
from Ygaraser in 22.4% of MCQs. We define
these MCQS as “plausibly problematic” ques-
tions given that the answer choice selected as

Yplausibility did not match Ydataset -

3.1 Qualitative Analysis

We conduct a manual inspection to identify the key
issues with these “plausibly problematic” questions
(identified using the plausibility judgements from
§ 2.1) and examine all such questions from SIQA
and CSQA. We categorize the potential issues as:
1) Semantic Mismatch or Constraints: A seman-
tic discrepancy exists either between the question
and at least one answer choice, or the question
implies specific semantic limitations that at least
one answer choice fails to meet; 2) Question is
not coherent: The question is not properly struc-
tured, leading to confusion and lack of clarity or
is a poor fit for the context;> 3) Ambiguous: The
question requires one or more implicit assumptions
to pick an answer (see Figure 1); 4) No good an-
swer choices: There are no answer choices that

*The p-value for SIQA and CSQA was evaluated to be
3.42FE 9% and 6 E°° respectively.

For SIQA, we concatenate the context and question as
the question, as CSQA has no ‘context’ field.
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Figure 3: Frequency of issues types on the “plausibly problematic” (solid) and non-problematic (hatched) questions
from SIQA (left) and CSQA (right) (28 MCQS each). It is important to note that these labels are not mutually
exclusive and a question can be “plausibly problematic” due to multiple reasons and hence tagged with more than

one label.

are a good fit for the question; and 5) No Promi-
nent Issue: There is no prominent issue with the
question. Examples of questions with each of these
labels are presented in Table 9 in Appendix A.5.

As seen in Figure 3a and Figure 3b, Ambigu-
ous and Semantic Mismatch or Constraints are
the most common issues with the “plausibly prob-
lematic” questions. The prevalence of these labels
indicates that there are questions in both of these
datasets which have multiple possible valid inter-
pretations. We recommend future works to build
upon our findings and urge dataset creators to en-
sure that the questions in their datasets do not have
multiple different but valid interpretations, and that
all answer choices should be geared towards one
interpretation. We also encourage dataset creators
to include of “not applicable” or “question does
not make sense” option (Dowty, 1991), especially
when creating datasets involving automatic assign-
ments of questions.

We also observe very few cases where a ques-
tion is tagged with the No Prominent Issue label,
which could be attributed to noise from the human
annotations (§ 2.1). A similar analysis on an equal
number of questions sampled randomly from the
set of “Non-Problematic” Questions is presented
in Figure 3a and Figure 3b. We find that a vast
majority of the non-problematic questions would
receive the No Prominent Issue label, suggesting
that the questions were clear and had an answer
choice which was clearly suited better than the oth-
ers. This indicates that our approach is also able to
identify non-problematic questions accurately.

4 Implications for LLM Evaluation

We prompt LLMS with the same task posed to
humans in § 2.1 and § 2.2. We study multiple state-
of-the-art LLMS: GPT-4 (gpt-4-0125-preview)
(Achiam et al., 2023) with the OpenAl API,
LLaMA-2 (7B, 13B and 70B) (Touvron et al.,
2023), Mistral (7B and 7x8B) (Jiang et al., 2024)
and Yi (6B, 9B and 34B) (Al et al., 2024). We
prompt each LLM with the same 10 in-context
examples for the Plausibility and Full settings.®

SIQA CSQA
Agent Prob Non All | Prob Non All
LLaMA-27B | 538 674 643|556 670 643
LLaMA-2 13B | 423 753 678|556 773 722
LLaMA-270B | 57.7 87.6 809 | 66.7 852 80.9
Mistral 7B 385 809 713|593 761 722
Mixtral 7x8B | 53.8 865 79.1 | 66.7 87.5 826
Yi 6B 500 843 765|630 841 79.1
Yi 9B 73.1 910 87.0| 741 852 826
Yi 34B 615 944 870|704 909 86.1
GPT-4 538 89.9 817|593 920 843
Average LLM | 53.8 84.1 77.3| 634 828 783
Human | 712 944 89.1 | 704 926 874

Table 3: Percentages of cases where the agent response
in the full question setting matches the original dataset
gold label on the set of “plausibly problematic” and
non-problematic questions (identified using plausibility
judgements from § 2.1) from SIQA and CSQA.

We compare human and LLM performance
on the set of “plausibly problematic” and non-
problematic questions (identified using the plau-
sibility ratings (§ 2.1)) and present the accuracy

®We present the questions used for in-context examples in
Appendix A.
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(against Ygqrqser) in Table 3. We observe that (1)
accuracy on the “plausibly problematic” subset is
lower, and (2) the performance drop in the prob-
lematic set is larger for LLMS than for humans.
The overall lower performance on the “plausibly
problematic” subset also suggests that these ques-
tions are not merely hard to answer for the models,
but have certain underlying issues associated with
them, which we discussed in § 3.1.

5 Related Works

Dataset Quality Analysis: Many works find bi-
ases in datasets, including dataset artifacts (Poliak
et al., 2018; Gururangan et al., 2018; Balepur et al.,
2024b; Balepur and Rudinger, 2024) and annota-
tor noise (Sheng et al., 2008; Snow et al., 2008;
Nowak and Riiger, 2010). Given these findings,
recent work has proposed not to treat every data
entry as equally difficult when assessing LMs (Ro-
driguez et al., 2021), using human psychology tech-
niques such as Item Response Theory (Lalor et al.,
2016; Vania et al., 2021; Rodriguez et al., 2022) or
model-based hardness metrics (Perez et al., 2021).
Swayamdipta et al. (2020) use this method to dis-
entangle difficult and ambiguous/noisy data entries.
Similarly, we show how plausibility ratings can
uncover problematic data in MCQ datasets.

Plausibility in Commonsense: Ranking, com-
paring, and scoring the plausibility of events
and outcomes expressed in language is a long-
standing concept in commonsense reasoning re-
search(Roemmele et al., 2011; Wang et al., 2018;
Li et al., 2019; Liu et al., 2023). Because com-
monsense knowledge is often subjective (Whiting
and Watts, 2024) or graded (Zhang et al., 2017;
Chen et al., 2020), and varies with cultural con-
text (Palta and Rudinger, 2023; Hershcovich et al.,
2022; Bhatia and Shwartz, 2023), this can pose
challenges for evaluation. Most relevant to this
work, Acquaye et al. (2024) use Likert-scale hu-
man plausibility judgments of answer choices to
construct cultural commonsense MCQ test items.
Other approaches to evaluation include verbalized
rationales (Jung et al., 2022; Balepur et al., 2024a).
Specifically, prior works have studied defeasible
(Rudinger et al., 2020; Rao et al., 2023) and abduc-
tive reasoning (Bhagavatula et al., 2020) in natural
language, where models rationalize when scenarios
may be more plausible or valid.

6 Conclusion

In this work, we show that plausibility judgments
are a useful tool for identifying potentially problem-
atic commonsense MCQ items. With individual
plausibility ratings, we are able to identify ques-
tions where the gold answer does not match the
answer with the highest plausibility. Through man-
ual analysis we identify several types of issues that
are more prevalent among the identified subset. We
show that LLMS and humans perform poorly on
these questions, with a high degree of variance, sug-
gesting they add noise to benchmark evaluations.
Future work may investigate methods of incorpo-
rating plausibility judgments into the creation stage
of benchmark development, as well as the appli-
cation of these ideas to evaluating other types of
benchmarks involving graded judgments beyond
commonsense reasoning.

7 Limitations

Uncertainty can arise due to a variety of reasons
such as multi-cultural and multi-ethnic aspects of
commonsense reasoning. In this work while we
introduce a new method to identify questions with
multiple plausible answers, we are limited to a US-
centric angle of uncertainty owing to the fact that
our annotators are based in the US.

Additionally, our annotation framework is expen-
sive and thus difficult to run on an entire dataset.
However, since we are the first to explore plausibil-
ity of answer choices in commonsense reasoning
situations, we hope that this work motivates other
researchers to study plausibility more extensively.

The identification and annotation of uncertainty
can be subjective, leading to inconsistencies or dis-
agreements among annotators. While we employed
rigorous annotation protocols and made sure each
question was annotated by at least 5 annotators,
there may still be instances where ambiguity inter-
pretation varies.
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A Appendix

A.1 License for Artifacts

All datasets used in this work are publicly available
and free to use on HuggingFace.

A.2 Details on Computational Experiments

LLaMA-2 70B, LLaMA-2-13B, Yi-34B, Yi-
9B, and Mixtral 7x8B were all run on eight
NVIDIA:RTXA5000 GPUs and were allocated a
total of eight GPU hours to run all experiments.
All other open-source LLMs were run on one
NVIDIA:RTXA6000 GPU and were allocated a to-
tal of two GPU hours to run all experiments. GPT-4

Agent SIQA CSQA

LLaMA-2 7B 38.3 22.7
LLaMA-2 13B 533 56.4
LLaMA-2 70B 60.1 58.9

Mistral 7B 44.5 56.6
Mixtral 7x8B 68.6 58.6
Yi 6B 44.8 31.6
Yi 9B 66.2 55.9
Yi 34B 73.9 64.5
GPT-4 73.0 69.4
Average LLM 58.1 52.7
Human 77.9 77.2

Table 4: Percentage of cases where the most plausible
answer from § 2.1 matches the response to the full ques-
tion from § 2.2.

was run on CPU and was allocated one hour to run
all experiments. Each LLM decodes with a min-
imum token generation length of 5, a maximum
token generation length of 200, greedy decoding
(or O temperature in the case of GPT-4), and a stop-
ping criteria when the LLM begins to generate the
next few-shot exemplar. We did not perform a hy-
perparameter search. All results are obtained from
a single run.

A.3 Additional Experiments and Results
A.3.1 Full Question Setting

In this setting, for humans, we look at the vote
distribution for each question and use that to de-
termine whether ¥ r,;1= Ydataset- We flag the ques-
tions as “problematic” in the Full Question Setting
if Yrul # Ydataser Or the difference between the
highest and second highest votes (for humans) is
less than 2.

We observe that in the Full Question setting,
humans exhibit overall better performance than
LLMS (highlighted in Table 7), suggesting that
even when presented with all the answer choices,
“problematic’ questions pose a challenge to effec-
tive LLM evaluation of commonsense reasoning
capabilities.

Table 4 demonstrates the cases where
Yplausibility= Y full- Table 5 shows the Pearson’s
Correlation Coefficient for Human and LLM
individual plausibility ratings.

Table 6 and Table 8 demonstrate that LLMS
show higher agreement with the human responses
in cases where the questions are not identified as
problematic. This finding is consistent in both the
Individual Plausibility Setting (§ 2.1) and the Full
Question Setting (§ 2.2).
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Figure 4: Histograms showing the difference between the mean gold label rating and best non-gold label rating.
Portions of the graph in red with texture show cases where the best non-gold option had a higher mean plausibility

rating than the mean gold label rating.

Model SIQA CSQA
LLaMA-2 7B 0.262 0.178
LLaMA-2 13B 0.417 0.654
LLaMA-270B  0.656 0.760
Mistral 7B 0.385 0.675
Mixtral 7x8B 0.573 0.709
Yi 6B 0.330 0.399

Yi 9B 0.652 0.700

Yi 34B 0.648 0.716
GPT-4 0.708 0.775

Table 5: Pearson’s Correlation coefficients between
LLM plausibility ratings and human plausibility rat-
ings.

A.4 Annotation Process Details

We used Prolific to collect the human annotations.
The annotators for our task were selected on the
basis of the following criteria:

1. Must be located in the United States.

2. Primary language must be English.

3. Must not have any literacy difficulties.

4. Must have attained a minimum of an under-
graduate level degree.

5. Must have an approval rate between 95 —
100% on Prolific.

6. We use a 50 — 50 split of male and female’
annotators to minimize the risk of any gender-
specific biases creeping in.

The total cost for our entire annotation protocols,

for both Individual Plausibility Ratings, and the
Full Question Setting came out to be $1052. We

"Gender as indicated on Prolific.

also received an exempt status from the IRB at our
institution for this research.

A.5 Examples of Questions with Labels

We include an example question for each label
used in our error analysis as described in § 3.1
and present them in Table 9.
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Model . SIQA . . csQa .
Problematic  Non-Problematic  Overall | Problematic Non-Problematic  Overall
LLaMA-2 7B 61.5 67.4 66.1 70.4 68.2 68.7
LLaMA-2 13B 51.9 72.5 67.8 63.0 75.0 72.2
LLaMA-2 70B 50.0 87.6 79.1 81.5 83.5 83.0
Mistral 7B 48.1 78.7 71.7 74.1 77.8 77.0
Mixtral 7x8B 51.9 84.3 77.0 77.8 85.8 83.9
Yi 6B 53.8 82.6 76.1 66.7 79.0 76.1
Yi 9B 59.6 89.9 83.0 77.8 83.5 82.2
Yi 34B 55.8 94 .4 85.7 77.8 91.5 88.3
GPT4 59.6 88.8 82.2 74.1 88.1 84.8

Table 6: Instances where the LLM response matches the response given by humans, based on maximum vote on
the set of “plausibly problematic” and non-problematic questions (identified from the Individual Plausibility Rating
Setting) in the Full Question Setting.

Agent SIQA CSQA

Problematic  Non-Problematic  Overall | Problematic Non-Problematic  Overall
LLaMA-2 7B 45.5 66.3 62.9 33.3 66.1 62.1
LLaMA-2 13B 45.5 70.2 66.1 333 74.3 69.3
LLaMA-2 70B 45.5 84.6 78.1 33.3 83.5 77.4
Mistral 7B 45.5 74.0 69.3 333 74.3 69.3
Mixtral 7x8B 45.5 82.7 76.6 50.0 84.4 80.2
Yi 6B 45.5 79.8 74.1 66.7 79.8 78.2
Yi 9B 72.7 88.5 85.9 50.0 84.4 80.2
Yi 34B 81.8 87.5 86.6 50.0 88.1 83.5
GPT-4 54.5 84.6 79.6 50.0 86.2 81.8
Average LLM \ 53.6 79.8 75.5 \ 44.4 80.1 75.8
Human \ 22.7 96.2 84.1 \ 8.3 91.7 81.5

Table 7: Percentages of cases where agent response to the full question matches the original dataset gold label on
the set of problematic and non-problematic questions (identified from the Full Question setting) from SIQA and
CSQA.

Model . SIQA csQa .
Problematic  Non-Problematic  Overall | Problematic Non-Problematic  Overall
LLaMA-2 7B 27.3 70.2 63.1 333 70.6 66.1
LLaMA-2 13B 27.3 72.1 64.7 50.0 73.4 70.6
LLaMA-2 70B 27.3 84.6 75.1 58.3 84.4 81.2
Mistral 7B 31.8 76.0 68.7 58.3 78.0 75.6
Mixtral 7x8B 22.7 82.7 72.8 41.7 86.2 80.8
Yi 6B 22.7 81.7 72.0 25.0 78.9 72.3
Yi 9B 31.8 88.5 79.1 41.7 84.4 79.2
Yi 34B 31.8 91.3 81.5 41.7 90.8 84.8
GPT4 40.9 86.5 79.0 41.7 87.2 81.6

Table 8: Instances where the LLM response matches the response given by humans, based on maximum vote on the
set of problematic and non-problematic questions (identified from the Full Question Setting) in the Full Question
Setting.

3460



Label Social IQA CommonsenseQA
Context: After seeing what a mess Aubrey was, Robin changed her into Question: When you get together with friends to watch film, you might
o : 2 § Y g & do plenty of this?
clean clothes. Choices-
Question: How would you describe Robin? :
Choices: (A) see what happens
Ambiguous (A) a kind caretaker (B) enjoy stories

(B) like a person who puts in thought

(C) areliable friend

Explanation: One needs to assume the relationship between
Aubrey and Robin to be able to pick a response.

(C) pass time

(D) have fun

(E) interesting

Explanation: Answers B, C and D are all acceptable responses.
Answer A does not specify what one is actually “seeing”.

Semantic Mismatch or Constraint

Context: Jesse just got a haircut and Riley was observing him
with her eyes.

Question: What will happen to Jesse?

Choices:

(A) Give a compliment to Jesse about his hair

(B) go for a haircut

(C) see Jesse’s haircut

Explanation: None of the answer choices describe an event
that can “happen” to Jesse.

Question: What regions of a town would you have found a dime store?
Choices:

(A) commercial building

(B) old movie

(C) small neighborhood

(D) past

(E) mall

Explanation: Answers B and D are not “regions of a town”.

Question is not coherent

Context: Remy answered the silly question they were asked happily.
Question: Why did Remy do this?

Choices:

(A) know the answer

(B) think about fun

(C) have fun

Explanation: The question does not ask about anything

mentioned in the context. None of the answer choices are

a suitable response to the question.

Question: The flower grew tall to compete for sunlight, what did its
neighbor do?

Choices:

(A) blossom

(B) park

(C) open

(D) cast shadow

(E) vase

Explanation: The question does not mention who “neighbor”
refers to.

No good answer choices

Context: Skylar wasn’t certain that they had turned off the
stove, so they went back to check.

Question: What does Skylar need to do before this?
Choices:

(A) anxious

(B) needed to have turned on the toaster

(C) good

Explanation: None of the answer choices are

a suitable response to the question.

Question: What would a person need to do if his or her captain dies
at sea?

Choices:

(A) cross street

(B) have a party

(C) experience life

(D) cross road

(E) man crew

Explanation: None of the answer choices are a suitable response

to the question.

No prominent issue

Context: Robin had a hard time understanding the concept, so she let
Carson explain it more thoroughly.

Question: How would Carson feel as a result?

Choices:

(A) frustrated that Robin didn’t understand

(B) ready to play

(C) ready to work

Question: What are people likely to do when an unexpected decent
outcome occurs?

Choices:

(A) kill each other

(B) thank god

(C) experience pain

(D) hatred

(E) talk to each other

Table 9: Examples of “plausibly problematic” questions from SIQA and CSQA with labels. Text in blue (also
underlined) indicates ypqusibilityand text in red (also bolded) indicates yjqzqs¢¢- It is important to note that these
labels are not mutually exclusive and a question can be “plausibly problematic” due to multiple reasons. Some of
the above questions were tagged with more than one label, but we present unique questions for each label above.
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Rate the plausibility of the answer for the following context and question on the 5-Point Scale rating as shown.

Context: Casey ordered a package with priority shipping but two weeks passed and Casey never received the package.

Question: What will Casey want to do next?
1 - Impossible 2 - Technically Possible 3 - Plausible 4 - Likely 5 - Very Likely

Answer: wait for the order @] @) O (@] (@]

Please leave any feedback about the above survey item (if you have any) below:

— Next Question

Figure 5: An example of the interface that annotators used while giving plausibility ratings to answer choices as
described in § 2.1.

Choose the best choice from the following options as an answer to the following context and question.

Context: Jesse broke her leg and could not take the students on the trip after all

Question: What does Tracy need to do before this?

Answer: rest her leg

Answer: tell Jesse she was willing to go

Answer: stay at home

Please leave any feedback about the above survey item (if you have any) below:

— Next Question

Figure 6: An example of the interface that annotators used while choosing the best answer choice for a question as
described in § 2.2.
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Context: Quinn got a new job in a different town so they moved to a new house.
Question: What will Quinn want to do next?

Choice: unpack his things

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (5)

Context: Remy was telling a story and told it like Casey does.
Question: Why did Remy do this?

Choice: tell Casey's story

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (4)

Context: Jesse showed Sydney's friends how to bake a cake but it was left in the oven too long
and burned.

Question: What will Jesse want to do next?
Choice: Give the cake to friends
Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (2)

Context: Skylar wasn't certain that they had turned off the stove, so they went back to check.
Question: What does Skylar need to do before this?

Choice: good

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (1)

Figure 7: In-context learning examples from Social IQa for the isolated setting. (Part 1)
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Context: After graduating high school and being accepted to college, Casey decided to study
philosophy, because Casey valued ethics highly.
Question: What does Casey need to do before this?
Choice: needed to register for the program
Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (5)

Context: Sasha wetted the bed because they had a bad dream.
Question: How would Sasha feel afterwards?

Choice: has insecurities

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (3)

Context: Robin took the Math test at face value because it was based on logic.
Question: How would Robin feel afterwards?

Choice: lazy

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (2)

Context: Taylor looked the definition up online which was against the rules for the test.
Question: What will others want to do next?

Choice: had less preparation for the test

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Figure 8: In-context learning examples from Social IQa for the isolated setting. (Part 2)
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Rating: (1)

Context: Ash saved the beehive from destruction because honey is good for you.
Question: How would Others feel as a result?

Choice: quite motivated

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (3)

Context: After years of bullying in high school, Sasha graduated at the top of her class and got a
great job. Sasha got revenge on the people.
Question: How would you describe Sasha?
Choice: like they shouldn't of bullied her
Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (4)

Figure 9: In-context learning examples from Social 1Qa for the isolated setting. (Part 3)
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Context: Quinn got a new job in a different town so they moved to a new house.
Question: What will Quinn want to do next?

Choices:

(A) welcome

(B) unpack his things

(C) reload his things

Answer: (B)

Context: Remy was telling a story and told it like Casey does.
Question: Why did Remy do this?

Choices:

(A) learn casey

(B) tell Casey's story

(C) honor Casey

Answer: (C)

Context: Jesse showed Sydney's friends how to bake a cake but it was left in the oven too long
and burned.

Question: What will Jesse want to do next?

Choices:

(A) teach everyone how to bake

(B) Give the cake to friends

(C) Bake a new cake

Answer: (C)

Context: Skylar wasn't certain that they had turned off the stove, so they went back to check.
Question: What does Skylar need to do before this?

Choices:

(A) anxious

(B) needed to have turned on the toaster

(C) good

Answer: (A)

Context: After graduating high school and being accepted to college, Casey decided to study
philosophy, because Casey valued ethics highly.

Question: What does Casey need to do before this?

Choices:

(A) read every philosophy text he can find

(B) needed to register for the program

(C) become a philospher

Answer: (B)

Context: Sasha wetted the bed because they had a bad dream.
Question: How would Sasha feel afterwards?

Figure 10: In-context learning examples from Social IQa for the full setting. (Part 1)
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Choices:

(A) has insecurities

(B) has a weak bladder

(C) the need to clean up right away
Answer: (C)

Context: Robin took the Math test at face value because it was based on logic.
Question: How would Robin feel afterwards?

Choices:

(A) smart

(B) unprepared

(C) lazy

Answer: (A)

Context: Taylor looked the definition up online which was against the rules for the test.
Question: What will others want to do next?

Choices:

(A) had less preparation for the test

(B) give Taylor a bad grade

(C) have made up his mind to cheat

Answer: (B)

Context: Ash saved the beehive from destruction because honey is good for you.
Question: How would Others feel as a result?

Choices:

(A) quite angry

(B) quite motivated

(C) a friend of the environment

Answer: (C)

Context: After years of bullying in high school, Sasha graduated at the top of her class and got a
great job. Sasha got revenge on the people.

Question: How would you describe Sasha?

Choices:

(A) a competent person

(B) like they shouldn't of bullied her

(C) bad for bullying her

Answer: (A)

Figure 11: In-context learning examples from Social IQa for the full setting. (Part 2)
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Question: What do people do when they don't understand something?
Choice: ask questions

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (5)

Question: What are people likely to do when an unexpected decent outcome occurs?
Choice: talk to each other

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (4)

Question: What do children require to grow up healthy?
Choice: fast food

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (2)

Question: The person wasn't bothered by the weather, she had remembered to bring her what?
Choice: own house

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (1)

Question: James knew that he shouldn't have been buying beer for minors. He didn't even get
paid for it. Why was this bad?

Choice: broken law

Plausibility Ratings:

Figure 12: In-context learning examples from CommonsenseQA for the isolated setting. (Part 1)
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Impossible
Technically Possible
Plausible

Likely

) Very Likely

Rating: (5)

Q)
@)
@)
(4)
(5

Question: What would you do to a rock when climb up a cliff?
Choice: throw

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (3)

Question: What does everyone feel of monsters?
Choice: looking for love

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (2)

Question: Why does having a disability sometimes making academic tasks hard for a person?
Choice: acknowledgment

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (1)

Question: The teacher played on the upright piano, she was explaining the song to all the
students in the what?

Choice: living room

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

Figure 13: In-context learning examples from CommonsenseQA for the isolated setting. (Part 2)
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(4) Likely
(5) Very Likely
Rating: (3)

Question: When getting in shape, this is something that does wonders?
Choice: period of recovery

Plausibility Ratings:

(1) Impossible

(2) Technically Possible

(3) Plausible

(4) Likely

(5) Very Likely

Rating: (4)

Figure 14: In-context learning examples from CommonsenseQA for the isolated setting. (Part 3)
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Question: What do people do when they don't understand something?
Choices:

(A) believe in god

(B) experience joy

(C) ask questions

(D) talk to each other

(E) get sick

Answer: (C)

Question: What are people likely to do when an unexpected decent outcome occurs?
Choices:

(A) kill each other

(B) thank god

(C) experience pain

(D) hatred

(E) talk to each other

Answer: (B)

Question: What do children require to grow up healthy?
Choices:

(A) need care

(B) come home

(C) fast food

(D) watch television

(E) wash dishes

Answer: (A)

Question: The person wasn't bothered by the weather, she had remembered to bring her what?
Choices:

(A) read book

(B) own house

(C) apartment

(D) more rice

(E) warm coat

Answer: (E)

Question: James knew that he shouldn't have been buying beer for minors. He didn't even get
paid for it. Why was this bad?

Choices:

(A) lose money

(B) fun

(C) have no money

(D) broken law

(E) relaxation

Figure 15: In-context learning examples from CommonsenseQA for the full setting. (Part 1)
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Answer: (D)

Question: What would you do to a rock when climb up a cliff?
Choices:

(A) grab

(B) look down

(C) throw

(D) falling

(E) may fall

Answer: (A)

Question: What does everyone feel of monsters?
Choices:

(A) looking for love

(B) afraid of

(C) good at

(D) make pet

(E) different

Answer: (B)

Question: Why does having a disability sometimes making academic tasks hard for a person?
Choices:

(A) lots of space

(B) have choice

(C) mentally challenged

(D) hungry

(E) acknowledgment

Answer: (C)

Question: The teacher played on the upright piano, she was explaining the song to all the
students in the what?

Choices:

(A) living room

(B) bathroom

(C) house

(D) music room

(E) music store

Answer: (D)

Question: When getting in shape, this is something that does wonders?
Choices:

(A) eat more

(B) starve

(C) give up

Figure 16: In-context learning examples from CommonsenseQA for the full setting. (Part 2)
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(D) period of recovery
(E) jogging
Answer: (E)

Figure 17: In-context learning examples from CommonsenseQA for the full setting. (Part 3)

3473



