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Abstract

The diffusion of financial news into market
prices is a complex process, making it chal-
lenging to evaluate the connections between
news events and market movements. This paper
introduces FININ (Financial Interconnected
News Influence Network), a novel market pre-
diction model that captures not only the links
between news and prices but also the interac-
tions among news items themselves. FININ
effectively integrates multi-modal information
from both market data and news articles. We
conduct extensive experiments on two datasets,
encompassing the S&P 500 and NASDAQ 100
indices over a 15-year period and over 2.7 mil-
lion news articles. The results demonstrate
FININ’s effectiveness, outperforming advanced
market prediction models with an improvement
of 0.429 and 0.341 in the daily Sharpe ratio for
the two markets respectively. Moreover, our
results reveal insights into the financial news,
including the delayed market pricing of news,
the long memory effect of news, and the limi-
tations of financial sentiment analysis in fully
extracting predictive power from news data.

1 Introduction

Media coverage and news events have been shown
to influence market returns (Tetlock, 2007; Sattler,
2013). However, the process through which news
diffuses into market prices is complex. The influ-
ence of news items on market outcomes varies, af-
fected by various market conditions (Cheung et al.,
2019; Hirshleifer and Sheng, 2022). Since exist-
ing studies often adopt a simplified approach by
treating available news data holistically and investi-
gating its overall effect on the market (Wang et al.,
2018; Lopez-Lira and Tang, 2023), the nuanced in-
formation contained within individual news items
is overlooked. Consequently, parsing the market
information diffusion process in detail by consid-
ering the impact of each news item emerges as a
potential approach to enhance market prediction.

Newsl GPT Store for AI Chatbots Is Coming With Custom ChatGPT.
News2 Google Unveils AI Model Called Gemini.

News3 GPT-5 Is Now In Training.

Figure 1: News importance fluctuates when considered
in the context of other news. Breaking news (News 2)
may diminish the market impact of another news item

(News 1). However, if related breaking news (News 3)
is considered, the influence of News 1 could resurge.

However, evaluating the influence of individual
news items is challenging. News does not exist
in isolation but is connected with other informa-
tion. Studies indicate that information diffusion
within the market is a gradual process (Albert Jr
and Smaby, 1996; Kerl and Walter, 2007). Finan-
cial news exhibits a “long memory effect”, a per-
sistent impact over time (Ho et al., 2013). During
this dissemination process, the influence of an in-
dividual news item can be further modulated by
interactions with other news items, as illustrated by
the practical example in Figure 1. Given the sheer
volume of news, evaluating the market impact of
news items becomes even more challenging.

This paper aims to address this gap. The domain
of financial news presents an excellent testbed for
not only improving market prediction but also en-
hancing our understanding of how to effectively
leverage multi-modal data. Modeling news in-
teractions requires a more comprehensive use and
exploration of multi-modal data in the form of both
numerical and textual data from market and news
sources. It also requires considering established
market theories (see §2), such as the efficient mar-
ket hypothesis and information diffusion theory.

We develop FININ, a Financial Interconnected
News Influence Network to build interactions be-
tween news reports and analyze their diverse im-
pact on markets. The model comprises two key
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components: a data fusion encoder and a market-
aware influence quantifier. The data fusion encoder
handles multi-modal data by encoding various in-
puts differently while maintaining consistency for
data within the same domain. It encodes informa-
tion related to each news report as independent
features, providing a foundation for modeling com-
plex information interactions. The market-aware
influence quantifier draws upon financial theories
to analyze relationships both between news items
themselves and between news and prices. It eval-
uates the market influence of each news item by
considering the overall market context.

Experiments on two major markets, S&P 500
and NASDAQ 100, demonstrate the superiority
of FININ over state-of-the-art methods. Using a
GPT-based method (Lopez-Lira and Tang, 2023)
as a baseline, we show that large language mod-
els (LLMs) cannot be directly used for managing
large volumes of news for market prediction. While
LLMs perform well on financial sentiment analysis,
FININ demonstrates a better ability to build rela-
tionships between news and market movements.

Additionally, our results provide three key in-
sights into the market information diffusion pro-
cess. Firstly, FININ highlights a delay in the mar-
ket pricing of news, indicating market inefficiency
in incorporating news information. Secondly, we
corroborate the long memory effect of news (Lillo
et al., 2015; Ho et al., 2013). Thirdly, we identify
the limitations of financial news sentiment analysis
and describe how FININ overcomes these limita-
tions. These findings enhance our understanding
of the market’s response to news. To summarize,
our main contributions are:

1 We propose FININ, a multi-modal model that
quantifies the market impact of individual news
items by considering the interactions among
news and the links between news and prices.

2 The FININ model demonstrates its effectiveness
in leveraging news information for market pre-
diction, outperforming state-of-the-art methods
with improvements of at least 0.429 and 0.341
in the daily risk adjusted returns (Sharpe ratio)
for the S&P 500 and NASDAQ 100 respectively.

3 FININ’s findings have revealed three key in-
sights: the delayed market pricing of news, the
long memory effect of news, and the limitations
of financial news sentiment analysis in extracting
predictive power from news data.

2 Related Work

News-based Market Prediction. Financial news
has been proven to significantly affect market
movements, impacting investor sentiment and
decision-making (Tetlock, 2007; Barber and Odean,
2008; Calomiris and Mamaysky, 2019). Advance-
ments in data mining and natural language process-
ing (NLP) have enabled the analysis of news data,
including tweets and online news, for market pre-
diction (Dewally, 2003; Li, 2010; Xu and Cohen,
2018). The extraction of events and sentiments
from news text has progressed substantially (Xu
etal., 2021; Huet al., 2019). Furthermore, progress
in deep learning has led to the development of ef-
fective neural network structures, such as multi-
modal LSTM models (Li et al., 2020; Dong et al.,
2020), ensemble models (Li and Pan, 2022), and
hierarchical attention models (Luo et al., 2023),
which leverage news sentiments for stock predic-
tion. However, existing research often focuses on
the market influence of overall news, neglecting
the nuanced information and varying impacts of
individual news items. While some studies recog-
nize the diverse relationships between news and
prices (Huynh and Smith, 2017) and attempt to
quantify the varying market impact of news (Wang
and Ma, 2024), fewer have explored the interac-
tions between multiple news items. Additionally,
more complex aspects related to the news impact
on market, such as the information diffusion pro-
cess (Bekiros et al., 2017), are not fully considered
during the prediction process.

Market Information Diffusion. The Efficient
Markets Hypothesis (EMH) posits that stock prices
instantaneously reflect all available information,
leaving no room for excess returns (Fama, 1970).
However, real-world complexities challenge this
ideal situation. In contrast, the information diffu-
sion hypothesis (IDH) suggests that news-induced
information is gradually incorporated into prices,
leading to delayed market reactions (Kerl and Wal-
ter, 2007; Zhang et al., 2016). Research highlights
the enduring impact of news on market prices over
an extended period (Ray and Tsay, 2000; Chris-
tensen and Nielsen, 2007), requiring the analysis of
the relationship between news and price changes.
Moreover, news items are not isolated in their ef-
fect on the market but are interconnected, with their
market impact influenced by one another (Yu et al.,
2019; Agarwal et al., 2019). Therefore, effectively
capturing the complexities of the information diffu-
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sion process remains a challenge, requiring further
research to develop models that capture compre-
hensive and detailed market impact of news items.

3 Preliminaries

3.1 Notation and Problem Formulation

In our approach, we define d as a trading day. Our
data consists of daily market data M ; and news
report data R;. Both data sources contain tex-
tual information (denoted by *(t)) and numerical
information (denoted by (™)), The market data,
M, = (mg), mén)), consists of textual informa-
tion mg), including market descriptions and a list
of most related companies, and numerical infor-
mation mén), comprising daily market prices. The
daily news data Ry = (R4, Rg 2, ..., R4 n,) con-
tains multiple news reports, where each R ; rep-
resents information associated with the ¢-th news
item on day d, and N, represents the news volume
on day d. Each news report R;; = (r((ig, rfﬁ))
(t)

comprises textual information 7 ;;, which includes
k)

the news headline, and numerical information 'rg?,

representing the news market sentiment scores.
This paper focuses on daily market prediction.
The target variable y, represents the daily market
trend, defined as a binary value where 1 signifies
a price increase and O indicates no change or a
decrease between day d and day d + 1. Our ob-
jective is to effectively use the information from
the prior ¢ days up to day d, including both mar-
ketdata (M y_yy1, ..., M 4_1, M 4) and news data
(Rg—t4+1,-.-s Ra—1, Rq), to predict y,.

3.2 Data

We use two major stock market datasets: the Stan-
dard and Poor’s 500 (S&P 500) Index and the NAS-
DAQ 100 Index. Additionally, we use the Thomson
Reuters News Analytics (TRNA) dataset, compris-
ing over 2.7 million news items. The volume of our
news data is significantly larger, at least 10 times
greater, than those used in previous studies (Mohan
et al., 2019; Lopez-Lira and Tang, 2023; Luo et al.,
2023). Furthermore, unlike their online-collected
news data, our dataset is sourced from industry
practice, ensuring higher quality and more compre-
hensive market information. Detailed information
about these datasets is presented in §A

We collected daily S&P 500 and NASDAQ 100
prices from 2003 to 2018 as market numerical

(n)

datam . Also, we collected the descriptions of

these two markets and their constituent companies’

names as textual data ml(;). For TRNA dataset, we

) . t
consider headlines as news textual data rﬁlg and the
sentiment scores as news numerical data r&ni).

4 Method

We have designed the FININ model to evaluate
the impact of news on price changes. The FININ
model comprises two primary components: a data
fusion encoder and a market-aware influence quan-
tifier. By leveraging both textual and numerical
data, FININ can capture the mutual influence be-
tween these disparate pieces of information. Fig-
ure 2 illustrates an overview of the FININ model.

4.1 Data Fusion Encoder

Existing news-based market prediction methods
primarily focus on the relationship between overall
news and price changes, leveraging either market
sentiment analysis (Wang et al., 2018; Jing et al.,
2021; Lopez-Lira and Tang, 2023) or news text
processing (Xu and Cohen, 2018; Luo et al., 2023).
However, these approaches have two main limita-
tions. First, sentiment analysis alone may fail to
capture nuanced semantic information in the news
text, while text processing may lack insights into
the market influence conveyed by sentiment scores.
Second, these methods treat all news for one pre-
diction as a single entity, potentially overlooking
the varying relationships between individual news
items and market movements.

In contrast, our proposed FININ model treats
each news report as a distinct unit and uses
both types of data, capturing more comprehensive
market-related information conveyed by individual
news reports. The data fusion encoder tackles the
multi-modal inputs by encoding various data types
from market conditions and news items into mean-
ingful features. It first encodes inputs into features
individually and then integrates features from the
same input unit (market snapshot or news item)
into fusion features.

The core idea of our encoder is to design encod-
ing functions tailored to the nature of each data
source, ensuring consistent and differentiated pro-
cessing. For textual data from market descriptions
m[(it) and news headlines r((itz, we use the same
encoding function to create unified semantic repre-
sentations across different text sources. We lever-
age a pre-trained language model (LM), denoted
by im(-), coupled with an encoding layer e(*)(),
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Figure 2: An overview of the FININ model. It comprises two components: a Data Fusion Encoder and a Market-
aware Influence Quantifier. The annotations are defined and explained in the corresponding parts of Section 4

(te)

to extract market and news text features m d and
rg;f), respectively:

m{¥ = e (Im(m{)), (1)

{9 = O (m(r})). )

The pre-trained LM is frozen, while the added layer
e'(+) adapts the representations for our prediction
task. We explore various LMs for financial text,
which will be discussed in detail in § 5.

For numerical data, due to their different infor-
mation content and input sizes, market data mgn)

(n)

and news sentiment scores 7,/ are encoded using
)

separate functions egn) (+) and eén) (+), respectively.
This ensures tailored processing while maintain-
ing consistency in encoding numerical data from
different news items. The resulting features are
denoted by mglne) and réfbie)
data, respectively, as shown in the equation:

for market and news

mt(ine) .

— ),

ml), 2 0€) — o) ()

di — € Ty,

3)

To integrate textual and numerical information
into unified encodings, we use separate data fu-
sion functions fi(+,-) and fa(-,-) for market and
news data, respectively. Similar to the processing
of numerical data, these functions ensure consistent
encoding within news items while distinguishing
between the two sources. The functions f(+,-) and
f2(+, ) are implemented as a concatenation of the
textual and numerical input features, followed by
a multi-layer perceptron (MLP). They take the tex-
tual and numerical features as inputs and produce

the integrated encodings m((f) and r((iez for market

and news items, respectively:

(e) _ (te) - (ne)

m;° = fl (md , My )’ (4)
(e) _ (te) ,.(ne)
Tai = fo(rg; Ta; ) (5)

By using the multi-modal data as inputs, we
obtain features containing more comprehensive in-
formation. Moreover, information relevant to each
news report is encoded into independent features,
enabling an analysis of individual news items.

4.2 Market-aware Influence Quantifier

Unlike existing works that treat news data holisti-
cally to obtain daily features, FININ uses indepen-
dent features for each news item to capture market
insights. This section describes the Market-aware
Influence Quantifier, which leverages financial the-
ories to better reflect real-world market dynamics.

Firstly, the market information diffusion the-
ory (Kerl and Walter, 2007; Zhang et al., 2016) sug-
gests that information pieces influence each other.
To capture these interactions, we use an attention
layer (Vaswani et al., 2017) to refine news encod-
ings r((;l? into context-aware features r&{?. These
context features still focuses on the i-th news of day
d but incorporate information from the entire daily
news corpus, making each news report “aware” of
the others.

Secondly, the efficient market hypothesis posits
that all relevant information is reflected in market
prices. To account for this connection, we intro-
duce another attention layer. In contrast to the first
layer that builds relationships between all input
states, this layer focuses solely on the connections
between the market state and news items. In this
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layer, the market information unit m&e) acts as the

query, and all news items serve as key states. We
calculate query-key attention scores attsq ; to quan-
tify the relative importance of each news report in
relation to the market:

attsq; = !
d,i \/@

where dj, denotes the key vector dimension.

These scores are then normalized using a soft-
max function to obtain attention weights. Notably,
we exclude the self-attention score for the market
information unit m&e), ensuring that the resulting
weights correspond only to news states and sum
to one. Finally, we use these weights to create a
weighted sum of news features r((jjj Z.), aggregating

them into overall daily news features 'r((if ),

By using these two attention layers, we estab-
lish relationships between news items themselves
and between news and market information. This
allows the information states to capture a more
comprehensive view of the market, leading to more
informative news representations.

gm§) k@) ©

4.3 Market Prediction

After the data encoding and market influence quan-
tifying stages, the final step of FININ is market
prediction. We collect the encoded market and
news representations for the past ¢ days, denoted

as (mge_)tﬂ, ...,mée)) and (rilf_)tﬂ, ...,r&f))), re-
spectively. These representations are fed into a
prediction structure, denoted as pred(-, -), which
aims at forecasting market trends:

Gq = pred((mglejt+1, (e)),

Dt ).

(7

The predictor architecture in FININ is flexi-
ble, allowing integration with various widely used
stock prediction structures, such as Multi-Layer
Perceptron (MLP), Convolutional Neural Network
(CNN) and Long Short-Term Memory (LSTM) net-
works (Jing et al., 2021; Jiang, 2021). Our exper-
iments suggest that the informative features gen-
erated by FININ enhance performance regardless
of the specific structure. Given the frequent use
of MLPs, as subsequent layers due to their sim-
plicity and efficiency (Orimoloye et al., 2020; Hu
et al., 2020), we adopt an MLP for constructing
the final FININ model to maintain simplicity and
effectiveness.

5 Experiment Settings

5.1 Language Models

Financial language differs from general text due
to its area-specific vocabulary and domain knowl-
edge (Araci, 2019). While numerous pre-trained
LMs exist, their performance on general tasks may
not accurately reflect their effectiveness for finan-
cial tasks. To investigate how different LMs affect
the modeling of market information interactions,
we experiment with four different types of LMs
within the FININ model for textual data encod-
ing. These LMs include RoBERTa, FinBERT,
BGE, Llama2, representing pre-trained encoder
models, domain-specific models, top-performing
text embedding models, and large language mod-
els, respectively. Detailed introductions of these
models are presented in §B.1.

5.2 Implementation Details

To construct the architecture presented in Figure 2,
the function e(®) is implemented as a fully con-
nected layer, while the functions egn), eé"), f1,and
f2 are implemented using Multi-Layer Perceptron
(MLP) structures. The number of layers in each
MLP is selected from {2, 3,4}, with hidden layer
sizes chosen from {16,32,64}. Both attention
mechanisms consist of a single layer, with the num-
ber of attention heads chosen from {1, 3,6}. The
hidden dimensions for the query, key, and value
vectors in the attention layers are selected from
{32,64,128}. A grid search is performed on the
validation set to identify the optimal combination
of hyper-parameters.

We conducted experiments using both 2080Ti
and A100 GPUs. Training a model requires 32
hours on a 2080Ti GPU or 7.5 hours on an A100
GPU. Once trained, the models can handle test
cases spanning over a month, requiring only 10.16
seconds for a single prediction. Given the common
usage of A100 and superior GPUs in the industry,
our computing requirements are practical for real-
world applications.

5.3 Baseline Methods

We evaluate FININ against seven advanced news-
based market prediction approaches, representing
various techniques for leveraging financial news to
predict market movements:

News Appearance Frequency (NAF) (Huynh and
Smith, 2017) quantifies news influence based on its
frequency of occurrence.
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TRNA-based Sentiment Indicator (Wang et al.,
2018; Mohan et al., 2019; Jing et al., 2021): Many
works create market sentiment indicators from
news sentiments and use deep learning structures
like MLP and LSTM to predict market trends. We
experiment with different sentiment indicators and
prediction structures based on sentiments from our
TRNA dataset to cover these methods. We report
the best results as representative of these methods.
FinBERT-based Sentiment Indicator (Liu et al.,
2021): We obtain sentiment scores using FinBERT
and use the same methods as the previous baseline
to obtain results.

Ensemble Deep Learning Model (Li and Pan,
2022) integrates sentiment analysis with a two-
level blending ensemble model, effectively cap-
turing time series events.

FPT (Zhou et al., 2023) is an advanced pre-training
approach for time series analysis, achieving state-
of-the-art results across various tasks.

GPT (Lopez-Lira and Tang, 2023): A recent study
examines the potential of LLMs in predicting mar-
ket returns using news headlines. They found GPT
models obtain the highest Sharpe ratio.

PEN (Li et al., 2023): PEN uses both textual and
price data for market prediction with explainability.

5.4 Training and Validation

Our experimental setup considers input data time
spans of 1, 3, 5, 10 and 20 trading days, with the
5-day and 20-day settings equivalent to weekly and
monthly predictions. Time series cross-validation
is used to determine optimal hyper-parameters. The
dataset is divided into 10 sliding windows based
on dates. Each window contains data from 500
consecutive days. We initiate by collecting the first
window from the initial day and then progress by
391 days to obtain the second window. In each win-
dow, data is allocated into training, validation, and
testing sets in an 8:1:1 ratio, following the chrono-
logical order. Reported results are averages across
the 10 subsets, providing a robust and reliable eval-
uation of the model’s performance across different
time periods and market conditions.

5.5 Evaluation Metrics

The evaluation of our model is based on three met-
rics: Accuracy (Acc), Profit and Loss (PnL) and
Sharpe ratio (SR). These metrics are commonly
used in market prediction literature (Ye et al., 2020;
Yuemei et al., 2021). PnL measures the cumula-
tive profit or loss generated by the model’s predic-

tions, providing a direct financial outcome of its
performance. SR measures the risk adjusted re-
turns, quantifying the amount of return achieved
per unit of risk. Among them, SR is considered the
most important, as it incorporates both returns and
risk, which are crucial factors in stock investment.
Therefore, when comparing different methods, we
prioritize the comparison of SR. PnL serves as a
secondary metric. While accuracy is considered,
it is given less weight, as high accuracy does not
guarantee high profitability. Detailed discussions
of PnL and SR are presented in §B.2

6 Results and Discussions

6.1 Language Model Comparison

To identify the LM that generates the most suitable
text embeddings for market prediction, we trained
FININ with different LMs as the text encoder for
the S&P 500 market. The results in Table 1 show
RoBERTa outperforming other models across most
settings. This suggests that general improvements
in model design, as seen in RoOBERTa, may be
more beneficial than domain-specific adaptations
(FinBERT) for news-based market prediction. This
observation aligns with our intuition that financial
terms in news are generally understandable, mak-
ing domain-specific adaptation less crucial.

While BGE exhibits strong performance on
many NLP tasks, its results in our financial con-
text are less impressive, reinforcing the notion that
no single embedding dominates all tasks (Muen-
nighoff et al., 2022). Llama2, representing ad-
vanced LLMs, also shows lower performance. As
LLMs are primarily optimized for text generation,
our findings reflect the concerns regarding their

Time Language Models

Length Merics :
RoBERTa FinBERT BGE Llama2
Acc 0.518 0.524 0.539  0.539
1-day PnL 0.033 0.040 0.042  0.033
SR 1.223 1.170 0986  1.082
Acc 0.537 0.524 0.518 0.535
3-day PnL 0.045 0.039 0.046  0.037
SR 1.247 1.256 1.300 1.187
Acc 0.533 0.543 0.524 0.512
5-day PnL 0.032 0.019 0.019  0.037
SR 1.192 0.948 0462 1.131
Acc 0.531 0.522 0.545 0.543
10-day PnL 0.053 0.054 0.047  0.030
SR 1.643 1.465 1.330 1.164
Acc 0.522 0.520 0.520 0.551
20-day PnL 0.041 0.063 0.041  0.046
SR 1.772 1.658 1.432  1.408

Table 1: Results of using different LMs in FININ.
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Method

1-day

Acc PnL SR

3-day

Acc PnL SR

5-day

Acc PnL SR

Acc

10-day

PnL

SR

Acc

20-day
PnL

SR

Results of the S&P 500 Market (Always Buy strategy results in Acc, PnL, SR of 0.520, 0.039, 0.556, respectively.)

NAF 0.522 0.017 0.678 0.520 0.018 0.744 0.520 -0.015 -0.076 0.500 0.016 0.480 0.522 0.024 0.644
Sentiments 0.518 0.036 0.914 0.541 0.037 0.943 0.524 0.022 0.509 0.525 0.038 1.031 0.554 0.045 1.085
FinBERT 0.512 0.010 0.267 0.520 0.016 0.697 0.520 -0.076 -0.076 0.518 0.010 0.613 0.529 0.012 0.644
Ensemble 0.522 0.018 0.886 0.514 0.031 0.672 0.510 0.031 0.824 0.534 0.031 1.343 0.545 0.028 0.613
FPT 0.508 0.002 0.323 0.524 0.033 0.917 0.520 0.025 1.169 0.528 0.025 0.969 0.547 0.035 0.769
GPT-3.5 0.522 0.022 0.914 0.530 0.030 1.133 0.528 0.014 0.946 0.522 0.014 0.765 0.504 0.022 1.110
GPT-4 0.504 0.032 0.696 0.520 0.008 0.194 0.516 -0.004 -0.104 0.484 -0.004 0.424 0.494 0.012 0.461
PEN 0.504 0.004 -0.224 0.510 0.018 0.062 0.516 0.034 0.457 0.531 0.048 1.167 0.539 0.015 0.625
FININ 0.518 0.033 1.223 0.537 0.045 1.247 0.533 0.032 1.192 0.531 0.053 1.643 0.522 0.014 1.772

Results of the NASDAQ 100 Market (Always Buy strategy results in Acc, PnL, SR of 0.518, 0.043, 0.759, respectively.)

NAF 0.537 0.014 0.589 0.527 0.002 0.299 0.555 0.021 0.816 0.541 0.021 0.853 0.522 0.016 0.648
Sentiments 0.512 0.025 0.706 0.531 0.022 0.620 0.551 0.007 0.439 0.549 0.031 0.847 0.551 0.040 1.084
FinBERT 0.514 0.000 0.012 0.529 -0.003 0.157 0.557 0.015 0.686 0.545 0.028 0.755 0.539 0.008 0.563
Ensemble 0.540 -0.006 0.107 0.534 0.007 0.628 0.546 0.010 0.627 0.532 0.020 0.985 0.542 0.024 1.095
FPT 0.536 0.009 0.523 0.537 0.003 0.457 0.549 0.009 0.766 0.540 0.017 0.837 0.506 0.003 0.322
GPT-3.5 0.538 0.010 0.795 0.522 0.023 0.882 0.526 0.015 0.692 0.530 0.017 0.896 0.522 0.009 0.639
PEN 0.504 -0.001 -0.043 0.529 0.018 0.572 0.455 -0.024 -0.630 0.492 0.025 0.258 0.551 0.045 1.108
FININ 0.541 0.025 0.651 0.559 0.027 0.966 0.557 0.026 1.095 0.571 0.041 1.307 0.553 0.046 1.449

Table 2: Market prediction results for the S&P 500 and NASDAQ 100 indices. The “Always Buy” strategy is
a simple benchmark, assuming that prices will always increase the next day, providing basic results of market
performance. Bold numbers indicate the highest value for each metric within a specific setting, while underlined
numbers denote the highest PnL. and SR across all settings. Results for GPT-4 on the NASDAQ 100 are exclusive
due to its comparatively lower performance on the S&P 500 dataset and limited availability compared to GPT-3.5.

limitations in text encoding (Jiang et al., 2023). Ad-
ditionally, Llama2’s large embedding size (4096)
compared to the typical size (around 1000) intro-
duces challenges for models of general sizes.

In conclusion, these results highlight the im-
portance of LM selection in effectively encoding
market-related textual data. Among the evaluated
LMs, RoBERTa exhibited robust overall perfor-
mance, rendering it the most suitable choice for
our FININ model. Subsequent experiments will
leverage RoBERTa as the text encoder.

6.2 Market Prediction Comparison

Table 2 presents the market prediction results of
the FININ model compared to baseline methods.
While the rankings of three metrics do not strongly
correlate, the SR is considered the most practical
and important one, as mentioned in § 5.5. Despite
not always achieving the best Acc or PnL, FININ
consistently outperforms all baselines in terms of
the SR across different settings.

Furthermore, for both datasets, the best PnL and
SR results (underlined) are generated by FININ.
FININ’s highest SR results, 1.772 on the S&P 500
and 1.449 on the NASDAQ 100, outperform the
best SR achieved by other methods by at least 0.429
and 0.341, respectively, for each dataset.
Discussion on News Use The comparison high-
lights FININ’s superiority in leveraging extensive
news data for market prediction. While baseline

methods also incorporate news information, FININ
offers two distinct advantages. Firstly, FININ uses
both news sentiments and textual headlines. This
contrasts with baseline methods that primarily rely
on sentiment analysis or text processing. By in-
corporating multi-modal inputs, FININ can cap-
ture interactions between news items, an aspect
that other methods overlook. Secondly, FININ’s
analysis of individual news items enables efficient
management of large volumes of news. Baseline
methods treat all news items equally, causing in-
fluential news to be overwhelmed by general news
when faced with substantial data. FININ encodes
each news item individually, allowing them to con-
tribute differently to the prediction based on their
varying influence. This capability is crucial when
dealing with large news volumes, where lack of
proper news aggregation in other methods can even
impair predictions (compared to the “Always Buy’
strategy). FININ’s capability in modeling news in-
teractions is analyzed in detail through case studies
in §C. In summary, FININ’s advanced input pro-
cessing and effective news management techniques
position it as a superior tool for using financial
news data in market prediction tasks.

Discussion on Long Memory Effect and LLM
Our findings reveal the long memory effect of fi-
nancial news. An increasing trend in the Sharpe
ratio is evident as the timeframe of considered news
data extends. This trend is particularly pronounced

’
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Model Structure

Time .

Met Complete  FININ- FININ- FININ-

Length etries FININ NTP-NNP  MTP-NTP MIQ

(no news data) (no textual data) (no quantifier)

Acc 0518  0.520 0.543 0.529
l1-day PnL  0.033 0.034 0.033 0.015
SR 1.223  1.021 1.093 0.741
Acc  0.537 0512 0.541 0.512
3-day PnL  0.045 0.028 0.022 0.010
SR 1.247  0.905 0.696 0.084
Acc  0.533  0.506 0.504 0.529
5-day PnL  0.032 -0.020 0.020 -0.005
SR 1.192  -0.350 0.435 -0.231
Acc  0.531 0.518 0.518 0.512

10-day PnL  0.053  0.025 0.039 0.021
SR 1.643 1.120 1.301 0.967
Acc  0.522  0.537 0.531 0.504
20-day PnL  0.041 0.030 0.037 0.025
SR 1.772 1.126 1.480 1.064

Table 3: Ablation study results of FININ.

in FININ’s results due to its stable and effective
news data use. Baseline methods also suggest im-
provement with extended timeframes, indicating
that including data from a broader range of trading
days can enhance the predictions. However, GPT-
based methods exhibit an exception. GPT-3.5 and
GPT-4 achieve their best results in the 3-day and
1-day prediction settings on the S&P 500 dataset,
with performance decreasing when more days are
considered. Examining GPT’s outputs revealed its
limitations in analyzing news for a complex index
like the S&P 500. In the GPT-based methods, GPT
is queried about the positive, negative, or unknown
influence of a news item on a company’s stock.
However, when applied to our datasets, GPT strug-
gles with analyzing the complexities of the S&P
500 market. GPT appears overly cautious in its
responses, with a significant portion of news items
(55.38% for GPT-3.5 and 66.78% for GPT-4) clas-
sified as “unknown”. Consequently, as we consider
news from more days, an increasing number of
news items contribute nothing to the predictions.
Furthermore, the significantly biased news senti-
ments impair predictions, leading to weak results.

6.3 Ablation Studies

To isolate the impact of different data sources and
processing methods within FININ, we decompose
FININ into five key components: four subsections
of the data fusion encoder, the Market Textual
data Processor (MTP), the Market Numerical data
Processor (MNP), the News Textual data Proces-
sor (NTP), and the News Numerical data Proces-
sor (NNP), as well as the Market-aware Influence

Quantifier (MIQ). We examined three ablated vari-
ants: (1) removing news data (FININ-NTP-NNP),
(2) removing text inputs (FININ-MTP-NTP), and
(3) removing the influence quantifier (FININ-MIQ).
When removing MIQ, we aggregated news features
via simple averaging instead of using MIQ’s scores.

Table 3 presents the ablation study results on the
S&P 500 market. The performance drop in each
ablation setup, compared to the complete FININ
model, underlines the critical role of news inputs,
text data processing, and the news influence quan-
tifier in enhancing market prediction.

The “FININ-NTP-NNP” column reveals that pre-
dictions based solely on historical price data offer
limited long-term forecasting capability, as perfor-
mance improves marginally with increasing input
timeframes. This suggests that the primary informa-
tion of daily price fluctuations is incorporated into
subsequent prices. Incorporating news information,
as in the complete FININ model, improves pre-
diction, especially for longer-term forecasts. This
finding highlights the heightened relevance of news
for capturing long-term stock price dynamics.

The “FININ-MTP-NTP” outperforms “FININ-
NTP-NNP” in most settings, indicating that news
sentiment analysis captures additional information
not yet reflected in prices. However, the compar-
ison with “Complete FININ” shows that relying
solely on sentiment analysis misses crucial infor-
mation within news text, highlighting the necessity
of our text processing component.

The “FININ-MIQ” results emphasize the signifi-
cant contribution of the news influence quantifier.
Directly averaging news features performs even
worse than models without news data (FININ-NTP-
NNP). This indicates that simply including a large
amount of news data can be detrimental without
proper use. The market-aware influence quanti-
fier’s scores are essential to extract the predictive
power of news for market prediction.

In summary, while market data provides baseline
results, incorporating news sentiment and textual
information through FININ’s processing compo-
nents yields substantial performance gains. More-
over, FININ’s market-aware influence quantifier is
crucial for leveraging news data, as it effectively
integrates the complex inputs and extracts their pre-
dictive power for enhanced market prediction.

6.4 Insights into Financial News

Our comprehensive experimental results offer three
key insights into the interplay between financial
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news and market movements, highlighting the need
for improved approaches to using news data:
Delayed Market Pricing of News Information:
Despite the S&P 500 and NASDAQ 100 being
highly efficient markets, our study reveals an evi-
dent delay in fully integrating news into asset prices.
Results and discussions in §6.2 and §6.3 prove this
through improved performance when using data
from previous days. This presents an opportunity
for investors to exploit market inefficiencies by in-
corporating news data into their decision-making.
Long Memory Effect of Financial News: Our
results across various time horizons highlight the
sustained impact of news, aligning with the infor-
mation diffusion hypothesis. While immediate ef-
fects of news are apparent in 1-day predictions,
improvement is observed across all tested time set-
tings, indicating a delayed influence that persists
rather than being released at a specific timeframe.
Limitations of Market Sentiment Analysis: Re-
lying solely on sentiment analysis, a commonly
used approach, may not capture the full complexity
of the market’s reaction to news. Our findings ad-
vocate for a more holistic approach that considers
both sentiment and text for a nuanced understand-
ing of news impact on asset prices.

7 Conclusions

This paper introduces FININ, a novel model de-
signed to use financial news for market prediction.
FININ effectively uses market-related information
from news data, outperforming various advanced
market prediction methods. Our experiments shed
light on the relationships between news and the
market, highlighting delayed market pricing of
news, the long memory effect of financial news,
and the limitations of market sentiment analysis in
extracting predictive power from news.

Limitations

FININ is a novel approach to building news interac-
tions for market prediction. However, as the related
financial theory is less considered in deep learning,
there is significant room for further improvement.
We discuss the primary limitations of our model as
follows:

First, similar to many models using attention
mechanisms (Achiam et al., 2023; Touvron et al.,
2023), FININ is limited by the attention window
size. Attention mechanisms cannot be applied
to sequences of unlimited length. Consequently,

while it would be ideal to capture detailed inter-
actions among all available news reports, FININ
currently focuses on linking news within the same
day. The relationship between the information
from different days is built by the prediction model.
This limitation primarily arises due to the substan-
tial daily news volume (average 702, maximum
1953 per trading day), which poses a challenge
for the attention mechanism. Although techniques
exist to potentially enlarge the attention window
size, this paper prioritizes providing a practical
method for building news interactions. Future
work can explore methods for capturing long-range
news dependencies that extend beyond a single
day, which could potentially improve the model’s
performance.

Second, our proposed FININ model primarily
focuses on news data due to the well-established
financial theories that demonstrate news’ connec-
tions to market movements. However, market
movements are influenced by a multitude of factors
beyond news. Social media information and com-
pany reports are just two examples of additional
data sources that likely interact with news and price
data, but the processing of such datasets is beyond
the scope of this paper. FININ has the potential
to be extended to incorporate these relevant data
sources, potentially leading to a more comprehen-
sive understanding of market information diffusion,
price discovery, and predictions.
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A Data

Market Dataset: The S&P 500 Index, a bench-
mark for the U.S. market, tracks 500 leading pub-
licly traded companies (Krauss et al., 2017; Fischer
and Krauss, 2018). The NASDAQ 100 Index fo-
cuses on 100 of the largest, most actively traded
non-financial companies listed on the Nasdaq Stock
Market (Hou et al., 2021; Ding et al., 2020). Both
indices are renowned for representing the largest
and most influential U.S. market segments and are
widely used as benchmark datasets for market pre-
diction. We collected daily S&P 500 and NASDAQ
100 prices from 2003 to 2018, including six key
features: open price, close price, adjusted close
price, high price, low price, and trading volume, as
market numerical data mé"). Also, we collected
the descriptions of these two markets and their con-
stituent companies’ names as textual data m[(it).

News Dataset: Our used TRNA dataset spans from
2003 to 2018. It tracks over 25,000 equities and
nearly 40 commodities and energy topics, provid-
ing a comprehensive news source for studying fi-
nancial markets (Mitra and Mitra, 2011). The news
dataset provides detailed information about col-
lected news, including sentiment scores from an
industry-established news-analytics system. These
scores indicate the likelihood that the news will
have a positive, neutral, or negative influence on
the mentioned financial instruments. In our ap-
proach, we consider headlines as news textual data
rgg and the sentiment scores as news numerical

(n)

data r di Our experiments aim to encompass all
available news items, despite the considerable daily
news volume, which exhibits substantial volatility.
The maximum daily news volume reaches 1,953,
which is roughly 80 times greater than the min-
imum count of 24. This highlights the dynamic
nature of the news volume on a daily basis.

B Detailed Experiment Settings
B.1 Language Models

Our candidate LMs encompass a diverse range
of architectures, including pre-trained encoder
models, financial domain-specific models, top-
performing text embedding models, and recent
large language models.

RoBERTa (Liu et al., 2019) is a well-known ex-
tension of BERT model. It has achieved success in
various NLP tasks. Due to its robust performance
and versatility, RoOBERTa is an indispensable op-
tion when doing NLP-related tasks.

FinBERT (Liu et al., 2021) is a domain-specific
adaptation of the BERT model. It is designed
specifically for financial sentiment analysis. This
model benefits from pre-training via multi-task
learning on extensive financial corpora, making it
particularly effective for analyzing financial texts.
BGE (Xiao et al., 2023) (BAAI General Embed-
ding) is a leading text encoder model that has
achieved top performance on the MTEB (Massive
Text Embedding Benchmark) leaderboard (Muen-
nighoff et al., 2022). The MTEB is an extensive
benchmark designed to evaluate text embeddings
across eight NLP tasks, including 58 datasets and
supporting 112 languages. This extensive scope
ensures that models like BGE are tested against
a wide range of NLP challenges, highlighting the
quality of their generated text embeddings.
Llama2 (Touvron et al., 2023) is an advanced large
language model that has the potential to be used for
a wide variety of purposes. It has already shown
competitive performance on many NLP tasks.

B.2 Evaluation Metrics

PnL quantifies the cumulative profit or loss ex-
perienced by a portfolio during a designated time
frame. We calculate the PnL for each trading day
and sum up the daily PnL values across the entire
testing period. The PnL for all forecasts spanning
D days can be expressed as (note it requires trading
information from day D + 1):

PnL = Zﬂ

where flag; = 1 if g4 = yq and flag; = —1 other-
wise.

Sharpe Ratio measures the investment perfor-
mance in relation to a risk-free asset. To compute
the daily Sharpe Ratio within the test sets, we use
the following formula:

SRz( Zfl de Pi Rf>/o(R),

€))
where Ry represents the return rate of an invest-
ment with zero risks, meaning that it is the return
that investors could expect for taking no risk, such

Pd+1 pd
Pg

®)
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Date Case ID News Headline Weight
2008-09-26 1 JPMorgan Chase & Co <JPM.N> says WaMu clientele very similar to JPMorgan’s 0.82
2008-09-26 2 UPDATE 4-WaMu is largest US bank failure; JPMorgan buys assets 0.98
2008-10-14 3 BANK OF AMERICA <BAC.N> up more than 15 pct as U.S. to inject $250 bln into banks  0.99
2008-10-14 4 STOCKS NEWS US-Banks reacting differently to government plan 0.77
2008-10-24 5 GM to delay unveiling of Buick LaCrosse model 0.76
2008-10-24 6 GM <GM.N> to delay unveiling of Buick LaCrosse, Cadillac CTS coupe models 0.71
2008-10-24 7 U.S. bank shares tumble on recession worry 0.92
2008-10-24 8 Stocks News - Auto companies down, GM intensifies merger talks 0.83

Table 4: News Cases with their evaluated weights from FININ.

as a Treasury bond investment. In this context,
we use a value of 0.02 for Ry, which corresponds
to the average US Treasury rate during our data
collection period. Furthermore, o(R) denotes the
standard deviation of the excess return of the asset,
denoted as R.

C Case Study

To evaluate FININ’s ability to capture news interac-
tions, we analyze several news cases from the 2008
financial crisis. This period is marked by signifi-
cant market events that clearly demonstrate the im-
pact of news interactions on financial markets. We
specifically select news events with obvious market
repercussions to evaluate FININ’s responses, since
it is hard for humans to clearly ascertain the mar-
ket impact of most news pieces, due to the large
volume of news and the complexity of their inter-
actions.

Since the news weights are normalized using
the softmax function to ensure their sum is one,
the range of news weights varies with the daily
news volume. In our case study, to make weights
from different days comparable, we use min-max
normalization to rescale all weights to a consistent
range of 0 to 1. Table 4 lists these news reports and
their normalized weights.

Given that the daily average normalized weights
are around 0.48, these listed reports with weights
exceeding 0.7 are highlighted by FININ as having a
more significant contribution to the market predic-
tion outcomes. However, when read individually,
the underlined news reports seem to describe ordi-
nary company events, similar to numerous general
financial news items reported daily. Nonetheless,
when considering the broader context of other news
events, the importance of these underlined reports
becomes more apparent.

On 2008-09-26, News 2 announced the failure of
Washington Mutual (WaMu), the largest bank fail-
ure at that time, and JPMorgan’s acquisition of its
assets. This was a highly significant event during

the 2008 financial crisis. Consequently, News 1, JP-
Morgan’s commentary on WaMu, carried substan-
tial influence on that day. Similarly, on 2008-10-14,
following the announcement of the substantial bank
rescue package (News 3), News 4, regarding U.S.
banks’ reactions to the government’s bailout plan,
gained prominence. Lastly, on 2008-10-24, dis-
cussions surrounding a potential merger involving
General Motors (GM) (News 8) and concerns about
the U.S. recession (News 7) heightened the impact
of news related to GM, including News 5 and News
6, the announcements about product delays. There-
fore, while the underlined news reports may seem
ordinary when viewed in isolation, their signifi-
cance becomes evident when considered within the
broader market context and major events of the
time.

In summary, these case studies demonstrate the
effectiveness of FININ’s modeling of news interac-
tions. While some news items may seem individu-
ally general, FININ recognize their importance and
assigns higher weights to them, due to considering
their interactions with other breaking news events.
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