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Abstract

The use of Large Language Models (LLMs)
in hiring has led to legislative actions to pro-
tect vulnerable demographic groups. This pa-
per presents a novel framework for benchmark-
ing hierarchical gender hiring bias in Large
Language Models (LLMs) for resume scoring,
revealing significant issues of reverse gender
hiring bias and overdebiasing. Our contribu-
tions are fourfold: Firstly, we introduce a new
construct grounded in labour economics, le-
gal principles, and critiques of current bias
benchmarks: hiring bias can be categorized
into two types: Level bias (difference in the av-
erage outcomes between demographic counter-
factual groups) and Spread bias (difference in
the variance of outcomes between demographic
counterfactual groups); Level bias can be fur-
ther subdivided into statistical bias (i.e. chang-
ing with non-demographic content) and taste-
based bias (i.e. consistent regardless of non-
demographic content). Secondly, the frame-
work includes rigorous statistical and compu-
tational hiring bias metrics, such as Rank Af-
ter Scoring (RAS), Rank-based Impact Ratio,
Permutation Test, and Fixed Effects Model.
Thirdly, we analyze gender hiring biases in
ten state-of-the-art LLMs. Seven out of ten
LLMs show significant biases against males
in at least one industry. An industry-effect re-
gression reveals that the healthcare industry is
the most biased against males. Moreover, we
found that the bias performance remains in-
variant with resume content for eight out of ten
LLMs. This indicates that the bias performance
measured in this paper might apply to other
resume datasets with different resume quali-
ties. Fourthly, we provide a user-friendly demo
and resume dataset to support the adoption and
practical use of the framework, which can be
generalized to other social traits and tasks.

*These authors contributed equally to this work.

1 Introduction

Large Language Models (LLMs), by their extensive
training on large datasets, are particularly suscepti-
ble to learning biases present in the data (Vig et al.,
2020). This raises significant concerns, especially
as LLMs are increasingly considered for assisting
humans in high-stakes decision-making, such as
medical question-answering (Singhal et al., 2023),
resume screening (Ali et al., 2022; Harsha et al.,
2022), and grading (Gan et al., 2024). The use of
LLMs in the hiring process has thereby prompted
numerous legislative actions to protect the inter-
ests of vulnerable groups, including New York City
Local Law 144 (NYC DCWP, 2021), and the Euro-
pean Union’s AI Act (Commission, 2024), among
others. This evokes the extensive literature in la-
bor economics, which defines hiring bias (Becker,
1957; Arrow, 1973; Phelps, 1972) and proposes var-
ious tests for detecting discriminatory behaviour in
real-world employment scenarios (Gaddis, 2017).

Becker (1957) introduced Taste-based bias,
where employers prefer certain types of workers.
This theory suggests that discriminators incur a util-
ity cost when interacting with those they discrimi-
nate against. Expanding on this, Arrow (1973) and
Phelps (1972) introduced Statistical bias, where
limited information about workers’ ability leads
firms to rely on easily observable variables like
race, age, and gender, which could be used to pre-
dict educational attainment, social background and
other productivity-relevant traits. Distinguishing
these biases is difficult, but Altonji and Pierret
(2001) showed that employers ‘learn’ about work-
ers’ true productivity over time, reducing the influ-
ence of easily observable variables. Bertrand and
Mullainathan (2004) provided evidence of racial
hiring bias by showing fewer callbacks for fabri-
cated resumes with African-American names.

In response, we propose an innovative construct
of hiring bias, grounded in labor economics, le-
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gal principles, and critiques of current bias bench-
marks. Firstly, hiring bias aligns with the legal
concept of disparate treatment, where an individual
is treated less favourably, such as being passed over
for a job, due to their gender (National Academies
of Sciences, Engineering, and Medicine, 2004).
Delving deeper, we can identify two situations
that are considered disparate treatment: (1) dif-
ferent call-back rates, job opportunities, or wages
between similar groups and (2) differential degrees
of uncertainty about job acquisition or wages, as
proposed by Seshadri et al. (2022). The first is
termed Level bias, and the second is Spread bias.
Most LLM audit studies (Parrish et al., 2021; Vel-
danda et al., 2023; Salinas et al., 2023) focus on
Level bias using metrics like the impact ratio or the
equal opportunity gap, while only a few consider
Spread bias. Additionally, as mentioned earlier,
Level bias can stem from two sources: (1) Taste-
based and (2) Statistical. Identifying these two
sub-types of bias is crucial for predicting and ex-
plaining the varying bias performance of LLMs
across different contexts. This is because Taste-
based bias remains unaffected by resume length or
information density by definition, while Statistical
bias can fluctuate if the resume is shortened or ex-
panded. This distinction could potentially explain
the disagreements regarding the direction of biases
in the current literature (Section 2).

Figure 1: The Hierarchical Structure of Hiring Biases

Figure 1 illustrates our hierarchical construct of
hiring biases, differentiating between Spread Bias
(blue) and Level Bias (pink). Level Bias is more
severe as it consistently disadvantages individu-
als compared to their counterfactual counterparts,
while Spread Bias introduces higher risk variability.
Risk-seeking applicants may prefer facing Spread
Bias. Within Level Bias, Taste-based bias (red) is
more serious as it is unaffected by the extent of the
LLM’s knowledge about the applicant., whereas
Statistical bias (pink) can be mitigated by providing
more applicant information to the LLM.

To evaluate LLMs regarding hiring biases de-
fined in our hierarchical structure (Figure 1), we
introduce the JobFair framework. Based on a coun-
terfactual approach from the Rubin Causal Model
(Section 3.4) and inspired by Kusner et al. (2018),
we fabricate genders for each resume to create male,
female, and neutral versions. LLMs score these re-
sumes, and scores are ranked using descending
fractional ranking, enhancing comparability and
assigning cardinal meanings to the outputs (Sec-
tion 3.5). Permutation tests assess gender gaps in
rank averages and variances, revealing that seven
out of ten LLMs exhibit significant Level biases
against males in at least one industry, with no
observed Spread bias (Section 4.3). Regression
analysis highlights pronounced male bias in the
Healthcare industry compared to others (Section
4.3). Additionally, using a fixed effects model with
Semantic Chunking, we identified both Taste-based
and Statistical biases. All models, except Llama3-
8b-Instruct and Claude-3-Sonnet, do not exhibit
Statistical biases, and their Level bias remains con-
sistent despite resume length variations (Section
4.4). This indicates severe biases against males in
resume evaluations for these LLMs.

2 Related Work

As discussions about automating hiring increase,
studies have started focusing on hiring biases in
LLMs. Salinas et al. (2023) found significant
implicit biases 1 against males and Mexicans in
GPT-3.5 during job recommendation tasks with
fabricated resumes. With a similar downstream
task Zhang et al. (2024) showed that models like
RoBERTa-large, GPT-3.5-turbo, and Llama2-70b-
chat exhibit biases similar to humans. Conversely,
Veldanda et al. (2023) found no detectable race and
gender biases in GPT-3.5, Bard, and Claude for the
resume classification task with real resumes.

Recent studies have also examined biases in re-
sume evaluation. Armstrong et al. (2024) found
GPT-3.5 favoured male and white names over oth-
ers using a mixed-effects model. By contrast, An
et al. (2024) revealed significant bias against males
and Black candidates in resume scoring by GPT-
3.5. Another study by Gaebler et al. (2024) on
resume evaluations for teaching positions found
moderate, non-significant bias favouring females
and racial minorities in several models. These stud-

1Implicit biases refer to the use of gender-specific names
to elicit biased responses from LLMs.
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ies collectively underscore the critical need to un-
derstand and address these biases in automated
hiring processes. Importantly, the disagreement in
the literature highlights the necessity for a reliable
framework to measure hiring bias in LLMs, as, to
our knowledge, no such framework currently exists.
This motivates us to propose the JobFair.

3 Methodology

We propose JobFair, a comprehensive statistics-
based framework for investigating hiring biases in
LLMs. The framework is structured as follows.
Experimental Setups:

3.1. Definitions of Hiring Biases
3.2. Resume Dataset Preparation
3.3. Prompt Template Design
3.4. Counterfactual Resumes Processing

Evaluation Metrics:
3.5. Ranking After Scoring
3.6. Disparate Impact
3.7. Level and Spread Biases
3.8. Statistical and Taste-Based Biases
Section 3.9 discusses the technical details of our

experiments. While our primary focus is gender
bias, this framework could be easily adapted to
investigate other social traits and downstream tasks.

3.1 Definitions of Hiring Biases

Based on concepts from labor economics and legal
frameworks, we categorize hiring biases into Level
Bias and Spread Bias, with Level Bias further
subdivided into Statistical Bias and Taste-Based
Bias (see illustrations in Section 1).

Level Bias occurs when there is a statistically
significant difference in average outcomes between
demographic counterfactual groups, meaning indi-
viduals from one group are systematically favored
or disadvantaged.

Spread Bias refers to differences in the variabil-
ity (variance) of outcomes between demographic
counterfactual groups, indicating that one group’s
outcomes are more unpredictable or dispersed.
Within Level Bias, the two subtypes are:

Statistical Bias: A Level Bias arises when there
is limited information about an applicant’s true pro-
ductivity so that employers rely on demographic
characteristics to help make estimates. It is char-
acterized by the bias varying significantly with the
availability of non-demographic information.

Taste-Based Bias: A Level Bias originating
from inherent preferences or prejudices toward cer-

tain demographic groups. It is characterized by the
bias remaining constant regardless of the availabil-
ity of non-demographic information.

3.2 Resume Dataset Preparation

For our bias analysis, we utilized a dataset of 300
real resumes, written by certified resume writers
from LiveCareer, each specifying the applicant’s
applied role, and evenly distributed across three
industries: Healthcare, Finance, and Construction.
All names and gender-related information were
removed to control for confounding variables.
Specifically, we conduct a human review to remove
any Personally Identifiable Information (PII) that
might infer implicit gender information. Moreover,
each resume is of high quality and detailed, cov-
ering the applicant’s education, skills, and work
experience (see an example in Figure 16 in Ap-
pendix M). We sourced and subsampled this dataset
from Kaggle (Bhawal, 2021), which comprised
anonymized real resumes scraped and preprocessed
from livecareer.com. The reason for subsampling
is due to the high computational need so we want to
make a light-weight version for users. This method
can be directly applied to study more than three
industries and a larger number of resumes for each
industry.

To achieve a balanced sample of 300 resumes,
we employed a specific subsampling method. We
sorted all resumes within each industry by length,
removed the highest and lowest extremes, and se-
lected 100 resumes from the middle of the list for
each industry. This approach ensures a balanced
cross-section of typical candidates and avoids bi-
ases from extremely short or long resumes.

We selected these three industries based on their
varying degrees of gender representation. Accord-
ing to 2023 global data (World Economic Forum,
2023), women constitute 65 percent of the work-
force in Healthcare (the highest among all indus-
tries), 42 percent in Finance (aligning with the over-
all female workforce rate), and 22 percent in Con-
struction (the lowest rate). This selection allows us
to determine the representativeness of our conclu-
sions by assessing if they remain consistent across
markedly different and typical industries with vary-
ing degrees of gender representation, ensuring ro-
bust conclusions. 2

2Resume Dataset: https://huggingface.co/datasets/holistic-
ai/job-fair-resume
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3.3 Prompt Template Design
The prompt template is designed to simulate the
use of LLMs in actual hiring processes (Table 1 in
Appedix B). It comprises three parts.

1. Context Introduction: This part states that
our company is hiring for a specific role, which is
specified in the resume data, and insert fabricated
Gender information alongside the real resume.

2. Scoring Instructions: This section provides
guidelines on how different scores will influence
the treatment of the applicant, offering clear in-
structions for the LLMs.

3. Output Requirement: This section specifies
the expected JSON output format to ensure con-
sistent and structured responses from the LLMs.
It includes few-shot examples to guide formatting
and justifications. The requirement for an overview
acts as a Chain of Thought (CoT) (Wei et al., 2023),
increasing the performance of the model by ensur-
ing transparent and well-reasoned scoring.

3.4 Counterfactual Resume Processing
To assess gender bias in the evaluation of resumes,
we modify resumes by adding or removing fab-
ricated genders, creating three versions of each
resume: “Gender: Male,” “Gender: Female,” and
neutral. We employ a counterfactual approach orig-
inally from the Rubin Causal Model (Rubin, 1974)
and inspired by Kusner et al. (2018):

Yi =





YFemale,i, if Di = Female
YMale,i, if Di = Male
YNeutral,i, if Di = Neutral

Here, Di is the treatment status for individual
i. "Treatment" refers to adding "Gender: Female,"
"Gender: Male," or leaving the resume neutral.
Outcomes YFemale,i, YMale,i, and YNeutral,i represent
the evaluation results under each treatment. Com-
paring these outcomes reveals the causal effect of
the treatments. This method is used in studies on
social biases in LLMs (Parrish et al., 2021; Vel-
danda et al., 2023; Salinas et al., 2023).

We avoid using names like those in (Armstrong
et al., 2024; An et al., 2024) and other studies be-
cause names can signal personal traits beyond gen-
der and race, such as social background and na-
tionality (Bertrand and Mullainathan, 2004). For
example, applicants with distinctively Black names,
like "Tyrone", may receive lower scores from an
LLM for jobs that rely heavily on soft skills. This
is because these names have been highly associated

with Black individuals raised by single mothers and
living in racially isolated neighbourhoods since the
1970s (Jr. and Levitt, 2003). Therefore, in this
case, LLMs may assign lower scores not only due
to racial biases but also biases related to socio-
economic status. This could explain why studies
on implicit gender bias (see Section 2) have incon-
sistent findings, as different name selections may
signal various social traits.

3.5 Ranking After Scoring (RAS)

Using the processed counterfactual resumes, we
conducted an experiment based on our template
design. We obtain scores from 0 to 10 for the pro-
cessed resumes. These scores are then subjected to
Descending Fractional Ranking to rank the male,
female, and neutral versions of each resume. De-
scending fractional ranking assigns tied scores the
average of the ranks they would otherwise occupy.
In our context, ranks range from 1 to 3, with the
highest score receiving a rank of 1, the second high-
est a rank of 2, and the lowest a rank of 3. If two
resumes are tied for the highest score, they each re-
ceive a rank of 1.5. This method ensures balanced
rankings while maintaining the sum of ranks as if
there were no ties.

The primary innovation here is the integration of
neutrality and fractional ranking. This combination
enhances the comparability of experimental results
across LLMs and imparts cardinal meaning to the
evaluation outputs of the LLMs, making RAS out-
perform the pure scoring method. Consider the five
cases, where, e.g., the female is preferred over the
male according to the LLM’s ranking 3:

Case 1: Male ≺ Neutral ≺ Female

Case 2: Male ∼ Neutral ≺ Female

Case 3: Neutral ≺ Male ≺ Female

Case 4: Male ≺ Female ≺ Neutral

Case 5: Male ≺ Female ∼ Neutral

Case 1 represents the Most Biased Case, where
the applicant gains an advantage if with "Gender:
Female" and incurs a disadvantage if with "Gender:
Male". Using fractional ranking, Case 1 results in
the highest rank gap of 2. Cases 2 and 5 represent
the Clearly Biased Case where either the applicant
gains an advantage if with "Gender: Female" or
the applicant incurs a disadvantage if with "Gen-
der: Male," but not both, resulting in a rank gap
of 1.5. Cases 3 and 4 represent the Mildly Biased

3A ≺ B indicates that the LLM preferred B over A; A ∼
B indicates that the LLM is indifferent between A and B.
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Case among the five, where both the Male and Fe-
male identifiers give the applicant an advantage or
disadvantage relative to the neutral case, but the
Female identifier provides more benefits or incurs
less disadvantage relative to the Male identifier.
Consequently, Cases 3 and 4 have the lowest rank
gap of only 1. The rationale for using a Ranking
After Scoring task rather than a direct ranking task
is that the scoring task has an almost zero rejec-
tion rate for responses in our contexts and results.
This contrasts with other deterministic bias bench-
marks, such as BBQ (Parrish et al., 2021). These
benchmarks require the model to select between
two or more groups within a single question, which
is effectively the same as ranking them. Such ap-
proaches often result in high rejection rates. For
example, Anthropic discovered that their Claude
models, although achieving a bias score of 0 on
BBQ, were not answering questions at all. This
led to technically unbiased but practically useless
results (Ganguli et al., 2023).

3.6 Disparate Impact Testing

To align with New York City Local Law 144 (NYC
DCWP, 2021), we developed an impact ratio for-
mula for the Ranking After Scoring (RAS). This
calculation aligns with DCWP guidelines for bias
audits of AEDTs, which require calculating the
selection rate 4 for each gender category and com-
paring it to the most selected category to calculate
the impact ratio. Here is the formula for the Impact
Ratio of Male as an example:

ImpactRatioMale

=
Selection Rate of Male Group

Selection Rate of the Most Selected Gender Group

=

∑
i 1(RM,i ≤ RF,i)

max(
∑

i 1(RM,i ≤ RF,i),
∑

i 1(RM,i ≥ RF,i))

1 is the indicator function (1 if true, 0 otherwise),
and RM,i and RF,i are the rankings of male and
female candidates for the i-th job. Our approach
simulates job assignments where the higher-ranked
gender receives the job, ensuring compliance with
Section 1607.4 of the EEOC Uniform Guidelines.

3.7 Level and Spread Bias Testing

To measure Level and Spread biases (i.e. both de-
fined in Section 1), we employ permutation tests
with 100,000 permutations to determine if there

4Selection Rate: "the rate at which individuals in a category
are selected to move forward in the hiring process."

are significant differences in rank and variance be-
tween the male and female groups. The permuta-
tion test was chosen for two primary reasons: first,
it is a non-parametric test that does not assume
normality in the rank distribution, and second, it is
robust to sample correlation, addressing the high
intra-individual correlation observed in our data
(see Figure 9 and 10 in Appendix C).

We use a significance level of 0.05%, which cor-
responds to the 5% significance level adjusted with
the Bonferroni correction to address the issue of
multiple testing (we conducted 100 statistical tests
in this paper). With this correction, we achieve
an overall confidence level of 95%, ensuring the
probability of obtaining a Type 1 error is at most
5%. Moreover, the statistical test results remain un-
changed if we switch to a less stringent correction,
such as the Holm-Bonferroni correction.

The advantage of using statistical tests over tra-
ditional bias metrics, such as the Four-fifths rule,
is the reliable quantification of Type 1 and Type 2
errors. Additionally, the Four-fifths rule is more
susceptible to small sample sizes, increasing the
risk of Type 2 errors. This is evident in our case
(see the experiment results in Section 4.3).

Additionally, this stage can be adapted to study
other social traits, such as race, or to examine in-
tersectionality by conducting more pairwise sta-
tistical tests. For instance, if we consider five
races, we would perform ten pairwise comparisons.
This would allow us to rank the races from most
favoured to most biased against by the LLM.

3.8 Statistical and Taste-Based Bias Testing
We propose an innovative approach to identify Sta-
tistical and Taste-based biases (i.e. defined in Sec-
tion 3.1). Inspired by Altonji and Pierret (2001),
our method involves varying the amount of in-
formation available to the LLM by semantically
chunking resumes at different proportions. Intu-
itively, when a resume is very short and contains
minimal information, LLMs may use gender to in-
fer the applicant’s productivity. For instance, more
females held tertiary degrees than males in the EU
in 2022 (Eurostat, 2024), leading LLMs to poten-
tially rank female resumes higher based on this
(Statistical bias). However, as more detailed in-
formation, such as educational attainments, is in-
cluded in the resume, the LLM’s evaluation for
male and female versions of the same resume be-
comes more similar. Therefore, if Statistical bias
is present, the rank gap should change significantly
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as information density varies. When the rank gap
is no longer affected by the amount of information,
it indicates the extent of Taste-based bias.

The approach is structured as follows. First, for
each resume, we use the text-embedding-3-small
model with the Semantic Chunker provided by
LlamaIndex to generate a list of resume elements
with coherent semantics. The breakpoint percentile
threshold is set at 30th to ensure a sufficient number
of chunks. We then randomly select approximately
10%, 40%, and 60% of the resume elements and
arrange them to create three shrunk versions. Ad-
ditionally, we quantify the information retained in
the truncated resumes by counting the number of
remaining words. Second, using both the truncated
and original resumes, we employ a fixed-effects
model to test whether the bias level changes with
varying information density.

Dit = αi + β log(Iit) + uit (1)

where Dit represents the score or rank gap of re-
sume i in chunking round t, Iit is the number of
words remaining in the resume, and αi measures
the individual-specific Taste-based bias. Here, the
Statistical bias is characterized by β. We test the
null hypothesis that parameter β is not significantly
different from zero, using cluster-robust standard
errors as proposed by Arellano (1987). If the null
hypothesis is rejected, it indicates that the rank
gap does vary with information density. The Taste-
based bias is characterized by αi for each resume
individually. We use a logarithm function for four
reasons: (1) resume lengths are right-skewed, (2)
the impact of additional resume length on scores
might exhibit diminishing returns, (3) relationships
between variables are often multiplicative rather
than additive, and (4) the information density of
resume evokes us of the information entropy, as
defined by Shannon, which uses the logarithm to
capture how information content grows with the
number of possible outcomes.

3.9 Experiment Design

We designed our experiment to evaluate the afore-
mentioned types of gender biases in 10 state-of-the-
art LLMs following the JobFair Framework. We
processed resumes at four proportions: 0.1, 0.4,
0.6, and 1.0 of the full resume. Our dataset com-
prised 300 resumes, each with three versions (Male,
Female, Neutral), resulting in 900 requests per pro-
portion, totaling 3,600 requests per model. We

Figure 2: Average Ranks of Female, Male, and Neutral
Resumes in Each LLM Across Three Industries. Rank
1 is the highest, and 3 is the lowest. For average scores,
see Figure 11 in Appendix D.

examined 10 LLMs, resulting in a total of 36,000
requests. To ensure reproducibility, we set the tem-
perature to 0 for all LLMs, making the models
deterministic by using the token with the highest
probability, ensuring consistent outputs.

The LLMs evaluated were: GPT-3.5 (2023-11-
06), GPT-4 (2023-11-06) (Brown et al., 2020;
Achiam et al., 2023), and GPT-4o (2024-05-13)
(Clark et al., 2024) by OpenAI on Azure Open AI
Studio. Gemini-1.5-Flash (001) and Gemini-1.5-
Pro (001) (Reid et al., 2024) by Google DeepMind
on Google Cloud Platform Vertex AI. Llama3-
8b-Instruct (2024-06-01) and Llama3-70b-Instruct
(2024-06-01) (AI@Meta, 2024) by Meta AI on
Azure Machine Learning Studio. Claude-3-Haiku
and Claude-3-Sonnet (Anthropic, 2024) by An-
thropic on Amazon Web Services Bedrock. Mistral-
Large (MistralAI, 2024) by Mistral AI on Azure
Machine Learning Studio.

4 Analysis of Results

4.1 Preliminary Observations
Figure 2 shows the average ranks for female, male,
and neutral resumes across LLMs. Visually, all
LLMs may exhibit bias against males: on average,
female resumes are ranked higher than their male
counterparts. Comparing across industries, Figure
3 shows that the rank gap between male and female
resumes is largely consistent across industries, ex-
cept for Llama3-70b-Instruct and Claude-3-Haiku
in the Construction industry, which has the lowest
female participation rate globally (World Economic
Forum, 2023).

To explore further, we categorized the biased
cases (i.e., where the male and female versions
of the resume are ranked differently) into three
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Figure 3: Rank Gap Between Male and Female Groups
for Each LLM and Industry. A larger difference indi-
cates males are ranked lower than females, as calculated
by subtracting the female average rank from the male
average rank.

levels: Most Biased Case, Clearly Biased Case,
and Mildly Biased Case (detailed in Section 3.5).
Figure 4 shows the frequency of each bias level for
different LLMs. Each bar represents the count of
a specific bias level for a given LLM, with higher
frequencies indicating more occurrences. The data
reveals that female-preferred cases are significantly
more common than male-preferred cases. The most
frequent category is the Clearly Biased Case, where
at least one gender shares the same rank as the
neutral case, resulting in a rank gap of 1.5.

4.2 Disparate Impact Testing
To align with the requirements of (NYC DCWP,
2021) and substantiate our critique of the Four-
fifths rule, we calculate the impact ratios of males
and compare the numbers with 4/5 in Figure 5.
In four out of the ten LLMs—Claude-3-Haiku,
Gemini-1.5-Flash, GPT-3.5, and GPT-4o—the im-
pact ratio falls below the Four-fifths threshold in at
least two industries. However, even if the LLMs
pass the Four-fifths rule, bias against males may
still exist, as demonstrated in Section 4.3.

4.3 Level and Spread Bias Testing
With permutation tests, we found the rank gap
(i.e. Level bias) between male and female groups
is statistically significant for seven LLMs (p-
values < 0.0005), as shown in Figure 6. The
most severely biased models—GPT-3.5 and GPT-
4o—reject the null hypothesis across all industries,
while Gemini-1.5-Pro, Llama3-8b-Instruct, and
Llama3-70b-Instruct are the three fairest models.
However, there is no evidence of Spread bias (p-
value > 0.08), as presented in Table 2 in Appendix
G. We also do a t-test for score gaps (see Table 3 in
Appendix H). It turns out that both Level bias and

Spread bias have very similar results as the tests
for rank gaps. We also run a regression to test the
industry effect on the rank gap:

Di = γ0 + γ1Fi + γ2Ci + ui (2)

where Di is the rank gap (Male-Female) for resume
i, Fi is the dummy variable for applying to the Fi-
nance sector, while Ci is the dummy variable for ap-
plying to the Construction sector. Interestingly, the
Healthcare sector exhibits the most significant bias
against male applicants. For GPT-3.5, Gemini-1.5-
Flash, Llama-70b-Instruct, Claude-3-Haiku, and
Claude-3-Sonnet, male applicants in the Health-
care sector face statistically significantly more bias
compared to male applicants in other sectors (see
Table 5). This observation is consistent with the
fact that male participation in the Healthcare in-
dustry is less than 40 percent (World Economic
Forum, 2023), as well as the findings of Salinas
et al. (2023) and Zhang et al. (2024).

We observe that the LLMs and industries identi-
fied as biased using the Four-fifths rule in Section
4.2 are a subset of those identified using permuta-
tion tests (Figure 7). This supports our assertion
that the Four-fifths rule lacks sensitivity to detect
gender bias and is prone to Type II errors.

4.4 Statistical and Taste-Based Bias Testing

Figure 8 illustrates how rank gaps change as re-
sume length, measured by word count, varies. The
lack of significant trends across all LLMs may
imply that there is no Statistical bias. To for-
mally test this, we applied a fixed-effects model
(Regression 1). The results, presented in Table
4, indicate that there is no Statistical bias for
all LLMs (p-values > 0.0005) except Llama-8b-
Instruct and Claude-3-Sonnet. Consequently, the
Level biases identified in Section 4.3 are Taste-
based and remain unaffected by variations in re-
sume length for these eight LLMs. Llama-8b-
Instruct exhibits a Statistical bias against females
(β = 0.0383, p-value = 0.0002). Specifically,
β > 0 implies that the less information the LLM
has about the applicant, the smaller the rank gap be-
comes, resulting in higher male rankings. The rank
gap component that remains invariant to informa-
tion density is negative (α = −0.165), indicating
that Llama-8b-Instruct also demonstrates a Taste-
based bias against females. Conversely, Claude-
3-Sonnet displays a Statistical bias against males
(β = −0.066, p-value = 0.0001). β < 0 implies
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Figure 4: The frequency of biased cases across 300 resumes. Above the y-axis, it presents the cases where females
are preferred over males; below the y-axis, it presents the cases where males are preferred over females.

Figure 5: Impact Ratio of Males Using RAS Method.
For scoring method, see Figure 12 in Appendix E.

that the less information the LLM has about the ap-
plicant, the larger the rank gap becomes, resulting
in lower rankings for males. The rank gap compo-
nent that remains invariant to information density
is positive (α = 0.553), indicating that Claude-
3-Sonnet also displays a Taste-based bias against
males. Interestingly, the Statistical and Taste-based
biases overlapped for both LLMs.

To illustrate the importance of identifying Sta-
tistical bias, we implement two new counterfactual
comparison experiments: home distance (close or
not close) and last year’s working status (employed
or not employed). Using GPT-4o as an example,
the model exhibits obvious Statistical bias in both
cases (Figure 14 in Appendix K). Studies using
resume datasets of different average lengths (200
words vs. 1400 words) will obtain significantly
different results if the two subtypes of Level biases
are overlooked.

Figure 6: Permutation Test for Rank Gap. It presents
the p-values from Permutation tests, conducted with
100, 000 permutations, testing the null hypothesis that
the ranks are equal between male and female groups.
For detailed results, see Table 2 in Appendix G

5 Discussion and Conclusion

Following the JobFair Framework, we find that
all ten LLMs exhibit very consistent bias results.
First, all LLMs rank female resumes higher on av-
erage compared to male resumes. Second, except
Gemini-15-Pro, Llama3-8b-Instruct, and Llama3-
70b-Instruct, the remaining LLMs show statisti-
cally significant rank gaps between gender groups
(i.e., Level bias) in at least one industry. Third,
the identified Level biases are entirely Taste-based
for all LLMs except Claude-3-Sonnet, meaning
the Level bias results remain consistent regardless
of changes in resume length. Fourth, none of the
LLMs exhibits Spread bias (i.e., the rank variance
is equal between gender groups).

Within the JobFair Framework, we introduce a
new method called Ranking After Scoring, which
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Figure 7: Comparison Between Four-Fifths Rule and
Permutation Test Results. "positive by both" means that
the model is identified as biased according to both the
Four-Fifths rule and the statistical test within a certain
industry. "positive by Four-Fifths rule/statistical test"
indicates that the model is identified as biased based
solely on the Four-Fifths rule or the statistical test, re-
spectively, within a specific industry.

Figure 8: Variation of the Moving 600-Interval Average
Rank Gap (Male - Female) Across Different Resume
Lengths. For the moving average of the score gap, refer
to Figure 13 in Appendix F.

enhances comparability across different LLMs, re-
duces reject rates, and provides deeper insights than
the scoring method used in similar studies: our find-
ings show that the rank orders Male ≺ Female ∼
Neutral and Neutral ∼ Male ≺ Female occur
most frequently across all LLMs (Figure 4) when
comparing the female, male, and neutral versions
of each resume. Additionally, the JobFair Frame-
work employs statistical tests for both Level and
Spread biases. As demonstrated in Section 4.3,
the permutation tests are more sensitive to gender
bias and have fewer Type II errors compared to the
Four-fifths rule, which only identifies four biased
LLMs despite clear biases in other models. Further-
more, we develop an innovative method to identify
statistical and Taste-based biases, offering another
aspect of the bias performance of LLMs and shed-
ding light on the variation of LLMs’ bias perfor-
mances across different resume datasets. Although
we primarily focus on gender bias, this framework
is versatile and can be adapted to explore other

social traits and downstream tasks.

6 Limitations

Our study focuses on gender bias, but other bi-
ases, such as the one related to political affiliation
(Pew Research Center, 2024), may confound gen-
der bias: the bias against males could be due to a
bias against the political affiliation most commonly
associated with males, rather than against being
male itself. The issue of confounding factors is
often overlooked in similar studies, potentially dis-
torting the interpretation of their results. This is
especially problematic in studies using names to
identify gender or race, as names have at least three
potential confounding factors: nationalities, social
backgrounds, and political affiliations. Future re-
search could examine these factors’ impact on im-
plicit identifiers. Furthermore, while our frame-
work focuses on gender bias, it is important to
investigate other hiring biases related to race, age,
disability, and socioeconomic status. Also, our ex-
periments are limited to three key industries. Future
research should adapt our framework to compre-
hensively explore these additional biases across
a wider range of industries. Lastly, despite opti-
mization, the computational resources required for
this study remain a barrier for many researchers.
Future work should explore more accessible and
cost-effective approaches to large-scale LLM eval-
uation to democratize research capabilities.

7 Ethical Considerations

This study underscores the ethical need to bench-
mark gender hiring bias in LLMs, which influence
high-stakes decisions and may perpetuate systemic
bias. We adhered to ethical standards, anonymizing
resume data and removing personally identifiable
information. All componnents, including demos,
results, templates, and metrics, are documented and
open for peer review. A temperature setting of 0 en-
hances reproducibility. Economically, we empha-
size sustainable AI development by optimizing our
framework for computational efficiency through ,
reducing resource use and carbon footprint. So-
cially, our framework promotes fairer hiring by
detecting LLM biases. The findings could inform
regulatory decisions, aligning with metrics from
NYC Local Law 144, but are not intended for legal
compliance or proceedings.
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B Prompt Template

Hello, our company is currently preparing to hire a {role}. The applicant’s resume is as follows.
{counterfactual_info} {resume_info};
Act as a Human Resource Professional. Rate the sufficiency of the information to demonstrate this
applicant for the role based only on the provided information on a scale from 0 to 10. This score will
determine whether they will be hired or not. The higher the score, the more likely they will be hired.
Give me the score in the following JSON dictionary format: {’Score’:’the score on a scale from 0 to
10’,’Overview’:’Provide an overview of the Resume acting as a justification for scoring’} For example:
{’Score’:10,’Overview’:’There is perfect evidence showing required skills for the job,....’}
{’Score’:8,’Overview’:’There is strong evidence showing required skills for the job,....’}
{’Score’:6,’Overview’:’There is evidence showing required skills for the job but it is not sufficient,....’}
{’Score’:4,’Overview’:’There is little evidence showing required skills for the job,.....’}
{’Score’:1,’Overview’:’There is almost no evidence showing required skills for the job,.....’}
Now, directly give the results without providing any other thing:

Table 1: Prompt Template for Simulating LLM Use in Hiring Processes

C Correlation of GPT-4o’s Evaluations for Male and Female Resumes

Figure 9: Rank Correlation between Male and Fe-
male Resumes with GPT-4o.

Figure 10: Score Correlation between Male and
Female Resumes with GPT-4o.
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D Average Scores of Female, Male, and Neutral Resumes

Figure 11: Average Scores of Female, Male, and Neutral Resumes in each LLM. The average score is calculated
across three industries. 10 is the highest score, while 0 is the lowest score.

E Impact Ratio of Males Using Scoring Method with Mean As Cutoff

Figure 12: Impact Ratio of Males Using Scoring Method with Mean as Cutoff for the Scoring Rate, i.e., the rate at
which individuals in a category receive a score above the sample’s mean score.
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F Moving Average Comparing Male and Female Scores

Figure 13: Variation of the Moving 600-Interval Average Score Gap (Male-Female) Across Different Resume
Lengths. The larger the average score gap, the greater the extent males scored higher than females, as the difference
is calculated by subtracting the female score from the male score.
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G Statistical Results with Ranking-After-Scoring Method: Testing Level and Spread
Biases

Table 2: Level and Spread Biases with Ranking-After-Scoring method

Model Industry Average Average Average p-value p-value
(LLMs) (H/F/C) (Neutral) (Male) (Female) (Level) (Spread)
GPT-3.5 Healthcare 1.905 2.210 1.890 0.00001 0.08000
GPT-3.5 Finance 1.780 2.305 1.915 0.00001 0.35400
GPT-3.5 Construction 1.915 2.200 1.885 0.00002 0.32400

GPT-4 Healthcare 1.965 2.135 1.900 0.00029 0.30100
GPT-4 Finance 2.035 2.080 1.885 0.00029 0.27900
GPT-4 Construction 2.015 2.060 1.925 0.00108 0.55900

GPT-4o Healthcare 2.230 2.095 1.675 0.00001 0.97300
GPT-4o Finance 2.300 2.070 1.630 0.00001 0.83800
GPT-4o Construction 2.275 2.110 1.615 0.00001 0.98900

Gemini-1.5-Pro Healthcare 2.160 1.965 1.875 0.15400 0.68200
Gemini-1.5-Pro Finance 2.155 2.000 1.845 0.00196 0.70000
Gemini-1.5-Pro Construction 2.175 1.985 1.840 0.00879 0.97500

Gemini-1.5-Flash Healthcare 2.105 2.115 1.780 0.00001 0.47200
Gemini-1.5-Flash Finance 2.210 2.075 1.715 0.00001 0.24400
Gemini-1.5-Flash Construction 2.260 1.935 1.805 0.03610 0.69800

Llama3-8b-Instruct Healthcare 2.025 2.040 1.935 0.00144 0.90800
Llama3-8b-Instruct Finance 2.03 2.015 1.955 0.04050 0.45400
Llama3-8b-Instruct Construction 2.065 1.990 1.945 0.24200 0.58000

Llama3-70b-Instruct Healthcare 2.045 2.030 1.925 0.00198 0.75800
Llama3-70b-Instruct Finance 2.050 1.990 1.960 0.23500 0.79200
Llama3-70b-Instruct Construction 2.050 1.975 1.975 1.00000 0.96200

Mistral-Large Healthcare 2.050 2.095 1.855 0.00001 0.83600
Mistral-Large Finance 2.045 2.015 1.940 0.00904 0.80000
Mistral-Large Construction 2.065 2.025 1.910 0.00167 0.92900

Claude-3-Haiku Healthcare 1.980 2.205 1.815 0.00001 0.52300
Claude-3-Haiku Finance 2.065 2.125 1.810 0.00001 0.96100
Claude-3-Haiku Construction 2.015 1.980 2.005 0.65600 0.68700

Claude-3-Sonnet Healthcare 2.005 2.080 1.915 0.00017 0.75300
Claude-3-Sonnet Finance 2.085 2.040 1.875 0.00011 0.60700
Claude-3-Sonnet Construction 2.030 2.010 1.960 0.18500 0.97400

Notes: This table presents the average ranks for neutral (Column 3), male (Column 4), and female resumes (Column 5) for the
entire sample within each industry (Column 2) for each LLM (Column 1). Column 6 provides the p-value from a Permutation
test, conducted with 100, 000 permutations, testing the null hypothesis that the ranks are equal between male and female groups.
Column 7 provides the p-value from another Permutation test, also with 100, 000 permutations, testing the null hypothesis that

the variances are equal between male and female groups. We use a significance level of 0.0005, which corresponds to the 5
percent significance level adjusted with the Bonferroni correction.
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H Statistical Results with Scoring Method: Testing Level and Spread Biases

Table 3: Level and Spread Biases with Scoring method

Model Industry Average Average Average p-value p-value
(LLMs) (H/F/C) (Neutral) (Male) (Female) (Level) (Spread)
GPT-3.5 H 8.220 7.930 8.280 0.00002 0.26300
GPT-3.5 F 8.490 8.070 8.390 0.00000 0.44600
GPT-3.5 C 8.360 8.160 8.370 0.02360 0.53600

GPT-4 H 8.320 8.170 8.380 0.00110 0.26300
GPT-4 F 8.260 8.230 8.380 0.00342 0.35700
GPT-4 C 8.240 8.220 8.300 0.03180 0.58500

GPT-4o H 7.870 7.910 8.290 0.00002 0.16100
GPT-4o F 7.780 7.940 8.240 0.00000 0.63300
GPT-4o C 7.600 7.750 8.080 0.00000 0.55700

Gemini-1.5-Pro H 7.800 8.010 8.010 1 0.54500
Gemini-1.5-Pro F 7.560 7.810 7.950 0.00377 0.40100
Gemini-1.5-Pro C 7.940 8.100 8.240 0.03412 0.55900

Gemini-1.5-Flash H 6.870 6.800 7.130 0.00005 0.38900
Gemini-1.5-Flash F 6.610 6.740 7.130 0.00003 0.20600
Gemini-1.5-Flash C 6.940 7.250 7.360 0.09359 0.67500

Llama3-8b-Instruct H 8.540 8.530 8.610 0.01070 0.35300
Llama3-8b-Instruct F 8.590 8.600 8.640 0.81300 0.41700
Llama3-8b-Instruct C 8.430 8.470 8.500 0.88700 0.48000

Llama3-70b-Instruct H 8.520 8.440 8.590 0.33600 0.21900
Llama3-70b-Instruct F 8.640 8.690 8.710 0.04493 0.43900
Llama3-70b-Instruct C 8.450 8.500 8.480 0.18103 0.59300

Mistral-Large H 8.660 8.630 8.790 0.00003 0.09380
Mistral-Large F 8.590 8.610 8.660 0.02459 0.34000
Mistral-Large C 8.530 8.560 8.640 0.00416 0.37600

Claude-3-Haiku H 8.110 7.910 8.270 0.00005 0.17900
Claude-3-Haiku F 8.340 8.300 8.510 0.00000 0.28300
Claude-3-Haiku C 8.130 8.140 8.090 0.31975 0.70400

Claude-3-Sonnet H 8.410 8.320 8.470 0.01292 0.21000
Claude-3-Sonnet F 8.300 8.340 8.450 0.00070 0.41800
Claude-3-Sonnet C 8.290 8.290 8.320 0.25889 0.58800

Notes: This table presents the average scores for neutral (Column 3), male (Column 4), and female resumes (Column 5) for the
entire sample within each industry (Column 2) for each LLM (Column 1). Column 6 provides the p-value from a t-test, testing

the null hypothesis that the scores are equal between male and female groups. Column 8 provides the p-value from a
Permutation test, with 100, 000 permutations, testing the null hypothesis that the variances are equal between male and female
groups. Columns 7 and 9 show the Anderson’s sharpened q-values, adjusting the p-values for the multi-testing issues, for Level

and Spread tests respectively.
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I Statistical Results: Testing Statistical and Taste-Based Bias

Table 4: Statistical and Taste-Based Biases with Ranking-After-Scoring method

Model α (Taste-Based Bias) β (Statistical Bias) p-value (β)
GPT-3.5 0.245 0.0145 0.5055
GPT-4 0.335 −0.0267 0.2243
GPT-4o 0.0635 0.0655 0.0012
Gemini-1.5-Pro 0.538 −0.0628 0.0036
Gemini-1.5-Flash −0.0628 0.0480 0.0286
Llama3-8b-Instruct −0.165 0.0383 0.0002
Llama3-70b-Instruct 0.302 −0.0363 0.0064
Mistral-Large 0.139 0.0056 0.7170
Claude-3-Haiku 0.0013 −0.0193 0.3185
Claude-3-Sonnet 0.553 −0.066 0.0001

Notes: This table presents the regression coefficients of Regression 1. Column 2 presents the average Taste-based bias. Column
3 reports the Statistical Bias. Column 4 reports p-value for testing the null hypothesis that β = 0. We use a significance level of

0.0005, which corresponds to the 5 percent significance level adjusted with the Bonferroni correction.

3243



J Statistical Results: Testing Industry-Effect on Bias Performance of LLMs

Table 5: Industry-Effect with Ranking-After-Scoring method

Model γ0 γ1 γ2
GPT-3.5 0.429 −0.0775 −0.224

(0.0000) (0.142) (0.0000)
GPT-4 0.194 −0.005 −0.0288

(0.0000) (0.913) (0.531)
GPT-4o 0.399 0.08 0.0375

(0.0000) (0.131) (0.479)
Gemini-1.5-Pro 0.203 −0.04 −0.03

(0.0000) (0.426) (0.55)
Gemini-1.5-Flash 0.254 0.0475 −0.174

(0.0000) (0.342) (0.0000)
Llama3-8b-Instruct 0.0788 −0.0175 −0.0563

(0.0000) (0.4821) (0.024)
Llama3-70b-Instruct 0.204 −0.133 −0.194

(0.0000) (0.0000) (0.0000)
Mistral-Large 0.206 −0.0638 −0.0413

(0.0000) (0.0666) (0.235)
Claude-3-Haiku 0.375 −0.05 −0.335

(0.0000) (0.257) (0.0000)
Claude-3-Sonnet 0.209 0.05 −0.149

(0.0000) (0.202) (0.0002)
Notes: This table displays the regression coefficients of Regression 2, with p-values provided in brackets. Column 2 shows the
impact of applying to the Healthcare sector on the rank gap. Column 3 indicates the effect of applying to the Finance sector on
the rank gap relative to the Healthcare sector. Column 4 outlines the impact of applying to the Construction sector on the rank
gap relative to the Healthcare sector. We use a significance level of 0.0005, which corresponds to the 5 percent significance level

adjusted with the Bonferroni correction.
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K Moving Average for Home Distance and Last Year Working Status, with GPT-4o

Figure 14: Variation of the Moving 600-Interval Average Rank Gap ("Home Distance: Close" - "Home Distance:
Not Close"; "Last Year’s Working Status: Employed" - "Last Year’s Working Status: Not Employed") Across
Different Resume Lengths, with GPT-4o

L Demo

Demo: https://huggingface.co/spaces/holistic-ai/job-fair

Figure 15: Screenshot of the Demo Interface for Experimentation
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M Resume Example

Figure 16: The resume example for an applicant in Construction sector
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