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Abstract

Large Language Models (LLMs) have recently
gained significant interest due to their impres-
sive results in various natural language tasks.
However, their application to sentence em-
beddings is still under active research. In
this work, we introduce PromptEOL, a sim-
ple and efficient method designed to enhance
LLM performance on sentence embeddings
with a one-word limitation. We further inte-
grate PromptEOL with in-context learning and
alignment to leverage LLMs in two settings:
without fine-tuning and with fine-tuning. Our
extensive experiments show that PromptEOL
enables LLMs to generate superior sentence
embeddings without fine-tuning, outperform-
ing contrastive learning methods. Addition-
ally, with fine-tuning, a 2.7B parameter model
using PromptEOL surpasses the performance
of a 4.8B parameter model from previous
methods. We also analyze how scaling model
parameters, from 125 million to 66 billion, im-
pacts sentence embedding performance. Our
code and model is available at https://
github.com/kongds/scaling_sentemb.

1 Introduction

Sentence embeddings is a fundamental problem in
natural language processing, requiring language
models to project sentences into a vector space
based on their semantics. Current methods based
on contrastive learning, such as SimCSE (Gao
et al., 2021), have successfully leveraged pre-
trained language models to generate high-quality
embeddings. A significant amount of research
has been devoted to refining the contrastive learn-
ing framework in order to further improve sen-
tence embeddings (Chuang et al., 2022; Wu et al.,
2022a,b; Cheng et al., 2023).

Recently, LLMs, such as GPT-3 (Brown et al.,
2020) and LLaMA (Touvron et al., 2023a), have
demonstrated significant potential on various nat-
ural language processing tasks such as translation,

question answering, and text classification. Cur-
rent research has also explored the application of
LLMs for data augmentation in sentence embed-
dings. By generating better sentence pairs for
contrastive learning, LLMs can help alleviate the
scarcity of labeled data (Cheng et al., 2023; Zhang
et al., 2023). However, directly utilizing LLMs
to generate sentence embeddings presents two pri-
mary challenges. Firstly, LLMs, as autoregressive
models, produce text instead of vectors, which ne-
cessitates vectorizing the output. Secondly, it is
crucial to determine an effective approach for in-
corporating the capabilities of in-context learning
into sentence embeddings.

In this work, we aim to investigate the ca-
pabilities of current LLMs for sentence embed-
dings, facilitated by the availability of open-source
LLMs (Touvron et al., 2023a; Zhang et al., 2022).
We address the following research questions: 1)
How can LLMs be used to represent sentence
embeddings, and does prompt engineering (Jiang
et al., 2022) help? 2) Can in-context learning (Liu
et al., 2023) enhance the quality of sentence em-
beddings? 3) Does the scaling up the model pa-
rameters still work when the number of parameters
exceeds billions?

To address these questions, we conduct a sys-
tematic study by evaluating LLaMA (Touvron
et al., 2023a) and OPT (Zhang et al., 2022) on
both semantic textual similarity (STS) tasks and
transfer tasks. Following Jiang et al., we uti-
lize a prompt such as This sentence: “ [text] ”
means to enable LLMs to generate sentence em-
beddings, where [text] serves as the input slot.
This method outperforms traditional representa-
tion methods, such as averaging output tokens to
represent sentences. Considering the causal archi-
tecture and pretraining tasks of LLMs compared
to BERT, we propose a method called PromptEOL
to refine the prompt to generate better representa-
tions by instructing LLMs to encapsulate as much
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semantic information of the sentences as possible
within the target token.

Inspired by Tsukagoshi et al., which uses def-
inition sentences from a word dictionary to learn
sentence embeddings, we find that performance
can be further improved by adding definition sen-
tences and corresponding words as examples to
perform in-context learning. To mitigate the gap
between examples and input sentences, we also
use sentences from the STS-B (Cer et al., 2017)
training set as examples by instructing ChatGPT
to generate a single word to represent the mean-
ing of sentences. By evaluating the demonstra-
tion examples based on the STS-B development
set, LLMs can outperform previous contrastive
learning-based sentence models, which were fine-
tuned on unsupervised data.

We scale up the parameters of LLMs in two
settings: without and with fine-tuning. For the
settings without fine-tuning, we find that transi-
tioning from millions to billions of parameters re-
sults in improvements on STS tasks. However,
continued scaling may not yield further improve-
ments. One explanation corresponds to anisotropy
in embeddings. We note that larger LLMs have
greater anisotropy, which may limit their perfor-
mance. For the settings with fine-tuning, since
anisotropy can be alleviated by contrastive learn-
ing (Gao et al., 2021), LLMs with tens of billions
of parameters exhibit strong performance.

Our main contributions are as follows:

1. We propose a method called PromptEOL that
leverages LLMs to enhance the representa-
tion of sentences. Additionally, we further
improve it through our in-context learning
framework.

2. We conduct an analysis of scaling up the pa-
rameters of LLMs from millions to tens of bil-
lions in sentence embeddings with and with-
out fine-tuning.

3. We propose a method to refine sentence rep-
resentation with alignment. Based on these
methods, we achieve 86.76 Spearman corre-
lation on STS tasks, a 1.8 improvement over
the previous method.

2 Related Work

Sentence Embeddings Sentence embeddings is
to convert a sentence into a fixed-size vector,

which captures the semantic meaning and con-
text of the sentence. It allows for the efficient
retrieval of similar sentences through the simi-
larity between vectors. Recently, SimCSE (Gao
et al., 2021) demonstrated that contrastive learn-
ing is an effective approach for learning sentence
embeddings using BERT. DiffCSE (Chuang et al.,
2022) incorporates a replaced token detection loss
into the contrastive learning framework. Prompt-
BERT (Jiang et al., 2022) reveals that prompts
can enhance BERT’s ability to represent sentences.
Additionally, several studies (Cheng et al., 2023;
Zhang et al., 2023) have investigated data aug-
mentation for sentence embeddings using LLMs.
SentenceT5 (ST5) (Ni et al., 2021) leverages the
encoder-decoder structure of models for generat-
ing sentence embeddings and demonstrates im-
provements by scaling T5 from millions to billions
of parameters. However, directly using LLMs to
generate sentence embeddings remains an area of
ongoing research.

Large Language Models LLMs (Zhang et al.,
2022; Scao et al., 2022; Chowdhery et al., 2022;
Touvron et al., 2023a) recently show impressive
performance on various natural language process,
benefiting from their large parameter sizes com-
pared to previous pretrained language models.
LLMs can efficiently learn a new task with in-
context learning by using training data as demon-
strations (Brown et al., 2020). Without any gra-
dient updates, LLMs with in-context learning can
solve challenging tasks like multitask language
understanding (Hendrycks et al., 2020), common-
sense reasoning (Lin et al., 2021), and math prob-
lems (Cobbe et al., 2021). This performance can
be further improved by scaling up language mod-
els (Hoffmann et al., 2022; Kaplan et al., 2020).

3 Methodology

In this section, we first discuss current sentence
embeddings methods with LLMs, and then intro-
duce a new Prompt-based method with Explicit
One word Limitation (PromptEOL) for LLMs in
Section 3.1. Based on this method, we describe
methods without fine-tuning in Section 3.2 and
with fine-tuning in Section 3.3, respectively.

3.1 PromptEOL
Previous works (Li et al., 2020; Su et al., 2021;
Jiang et al., 2022) have extensively studied on im-
proving sentence embeddings from encoder-based
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Figure 1: Performances of OPT in STS-B development
set with three representation methods. Dash lines rep-
resent the results of BERT.

pretrained models, like BERT without fine-tuning.
Recently, PromptBERT (Jiang et al., 2022) lever-
ages a prompt-based method to represent sentence.
It uses manual templates like This sentence: “
[text] ” means [MASK]., where [text] is the
placeholder for a sentence. The output vector of
[MASK] token is used as sentence embeddings. It
demonstrates superior results compared to previ-
ous sentence representation methods like averag-
ing output hidden vectors or the output vector of
[CLS] token.

Considering to LLMs as autoregression mod-
els, which do not have special tokens like [CLS]
or [MASK], we modify the prompt-based method
in (Jiang et al., 2022) to make it compatible with
LLMs. We use This sentence: “ [text] ” means
to prompt LLMs generate next token and ex-
tract the hidden vectors of the final token as sen-
tence embeddings. To validate the prompt-based
method with LLMs, we compare it with two other
methods, such as averaging or using the last to-
ken as sentence embeddings. For LLMs, we use
OPT (Zhang et al., 2022) from 125 million param-
eters to 66 billions and evaluate it on STS-B de-
velopment set in Figure 1. Following the results
in (Jiang et al., 2022), we observe that prompt-
based method can enhance sentence representation
across all OPTs, ranging from millions to billions
parameters. Despite that the previous prompt-
based method also improved LLMs like OPT on
sentence representations, OPT still fails to outper-
form BERT.

For the bidirectional attention in BERT, we hy-
pothesize that BERT can implicitly condense the

entire semantic information corresponding to a
sentence into a single [MASK] token when using
templates like “This sentence: “ [text] ” means
[MASK].”. Since the [MASK] token follows a
period, this implicitly restricts BERT to explain
meaning into one word. However, this template
fails to add the similar “one word limitation” when
it is used in autoregression models like OPT with
unidirectional attention. To validate this, we sim-
ply remove the period in template to transfer it into
“This sentence: “ [text] ” means [MASK]”. De-
spite only one word difference, and no modifica-
tion to meaning of the template, the performance
of BERT on STS-B development set plummeted
from 73.44 to 33.89 Spearman correlation, which
means BERT without this implicit “one word lim-
itation” fails to represent sentence.

Inspired by this, our objective is to enhance
prompt-based method for LLMs by introducing
a “one word limitation”. We propose a new
Prompt-based method with Explicit One word
Limitation (PromptEOL) for LLMs. PromptEOL
is simple and straightforward by directly adding
some tokens in the template to instruct LLMs
in predicting the meaning of sentence in one
word. The template we used after modification is
following:

This sentence: “ [text] ” means in one word: “

Note that the one-word limitation does not
mean representing the sentence with a single
word. Instead, it encourages the LLM to condense
the semantic meaning of the sentence into the
hidden state of the next token, which we use as
the sentence embedding. We find this template
improve all OPT models and allow them to match
or even outperform BERT with prompt-based
method in Figure 5.

3.2 In-context Learning Framework for
Sentence Embeddings

In-context learning is widely utilized as an effec-
tive method to help LLMs understand problems.
It improves their comprehension of inputs and out-
puts by directly adding a few examples in the
prompts. However, when considering the problem
of sentence embeddings, we need to project sen-
tences into vectors based on their semantic infor-
mation, separately. In other word, sentence em-
beddings lack textual outputs that could be used
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Figure 2: Distribution of Spearman correlations on the STS-B development set with different in-context learning
demonstrations. The red dash line represents the Spearman correlation of the corresponding model without any
demonstration. The blue area represents demonstrations that negatively impact the performance, and the percentage
refers to the proportion of these demonstrations to the total number of demonstrations.

Figure 3: An illustration of in-context learning based
sentence embeddings. The green sentences denote the
demonstration sentence, and the blue words denote the
demonstration words. The corresponding color blocks
refer to their slots in the template.

as examples to perform in-context learning, such
as answers for QA problems or labels for text clas-
sification problems. Moreover, there are also no
predetermined gold vectors for a given sentence.

To leverage in-context learning in sentence em-
beddings, we propose a framework to automat-
ically build demonstration sets and search for
demonstrations to improve LLMs sentence embed-
dings in Figure 3. For the demonstration set, the
goal is to create sentence and word pairs, where
the word can represent the semantic information
of the sentence. We propose two methods to gen-
erate pairs.

The first method involves using ChatGPT to
generate corresponding words according to the se-
mantic information of given sentences from STS-
B training set. By asking ChatGPT with the same
template in Figure 3, ChatGPT outputs one word
summary for the given sentence. We also find “one

word limitation” in Section 3.1 is important for
ChatGPT. Consider our prompt-based representa-
tion method, we employ the hidden state of the
next token as the sentence embeddings. By remov-
ing in one word from the template, it tends to ex-
plain the meaning of a sentence in a lengthy way,
and the first word often becomes an article such
as “The”, which lacks clear meaning. For exam-
ple, given the sentence “A jockey riding a horse.”,
the hidden state achieves the highest dot product
similarity for “Equestrain” among its word embed-
dings. However, without “one word limitation”,
it will achieve the highest dot product similarity
for word without specific meaning such as “The”
among its word embeddings, which can not repre-
sent sentence properly. Inspired by DefSent (Tsuk-
agoshi et al., 2021), which leverages definition sen-
tences with their words as labels to train unsuper-
vised sentence embedding, our second method is
also based on a word dictionary. We directly use
words and their definition sentences in the Oxford
dictionary as word-sentence pairs.

Based on these methods, we construct a demon-
stration set consisting of 400 pairs of sentences
and words. 200 pairs are from STS-B training
set, with words labeled by ChatGPT, while the
remaining are from the Oxford dictionary. To
find demonstrations that help model to represent
sentences, we directly evaluate each demonstra-
tion on the STS-B development set and use the
demonstration with the best Spearman correlation
as the demonstration for corresponding models.
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We also visualize the distribution of Spearman cor-
relations for OPT from 125M to 66B parameters
in Figure 2. Following the previous study (Ka-
plan et al., 2020), we notice that in-context learn-
ing achieves better performance, when increasing
model parameter from 125M to 2.7B. For exam-
ple, there are only one demonstration that helps
the 125M OPT achieve better performance com-
pared to without demonstration. However, around
98% of demonstrations improve the performance
of the 2.7B OPT. In-context learning significantly
enhance the sentence embeddings, especially for
OPT with more than 1B parameters. With only in-
context learning, OPT with more than 1.3B param-
eters even achieve better results on STS tasks com-
pared to contrastive learning based method like
SimCSE (Gao et al., 2021) in Table 1.

3.3 Efficient Fine-tuning with Alignment

While in-context learning enhancing the per-
formance of sentence embeddings without fine-
tuning, we exploit PromptEOL with fine-tuning,
and notice it also improves performance with con-
trastive learning in Figure 5.b, which also demon-
strate the efficiency of our representation method.

To further refine the sentence embeddings, we
propose a method to align the sentence embed-
dings with preference sentence pairs, inspired by
(Rafailov et al., 2023). Compared to contrastive
learning, which teaches the model to distinguish
positive and negative sentence pairs, our method
considers that positive pairs can have different de-
grees of similarity. For instance, datasets like NLI,
used in sentence embeddings, treat sentence pairs
with the entailment label as positive pairs (Gao
et al., 2021). Some of these positive pairs might
differ by only a few words, while others may have
completely different meanings.

The framework of our alignment method is
shown in Figure 4. We use a sentence-pair re-
gression model trained on STS-B as the scoring
model to choose the preferred positive sentence
pairs based on the similarity. Compared to sen-
tence embedding models, this model inputs two
sentences together and directly outputs the simi-
larity score, resulting in more accurate similarity
predictions for sentence pairs. The loss is defined
as follows:

Figure 4: The framework of alignment method for sen-
tence embeddings.

LAlign =

log σ

(
β log

simπθ (x3, x4)

simπref (x3, x4)
− β log

simπθ (x1, x2)

simπref (x1, x2)

)

(1)

Where πref represents the reference model. πθ de-
notes the optimal model. We warmup them by us-
ing contrastive learning with 500 steps on training
data. The term sim refers to the function for com-
puting similarity between sentence pairs. x1, x2
and x3, x4 are aligned sentence pairs, where re-
gression model prefers first pair as indicated by
sim(x3, x4) ≻ sim(x1, x2). To choose the pre-
ferred positive pairs, we sort the sentence pairs
by the similarity score predicted by the regression
model and split them into two groups: the first
50% as preferred positive pairs and the remaining
as rejected positive pairs.

4 Experiment

4.1 Implementation Details

For the setting without fine-tuning, we use OPT
from 125M to 66B parameters, and LLaMA from
7B to 65B parameters. All models use the same
template in Section 3.1. We use 400 pairs of
sentences and words as demonstration set for in-
context learning. Among these, 200 pairs are
from the STS-B training set, and we use gpt-
3.5-turbo to label their words. The remaining
200 pairs are from the Oxford dictionary. For
each model, we choose only one demonstration
that has the highest Spearman correlation on the
STS-B development set as their demonstration for
evaluation. All results from models with 16-bit
weights. We also present results using quantiza-
tion methods in Appendix A. For the setting with
fine-tuning, we following the LoRA settings in
QLoRA (Dettmers et al., 2023) and train models
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Method Params STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

Without fine-tuning

BERT avg.† 110M 30.87 59.89 47.73 60.29 63.73 47.29 58.22 52.57
BERT prompt‡ 110M 60.96 73.83 62.18 71.54 68.68 70.60 67.16 67.85
ST5-Enc§ 4.8B 34.97 60.19 47.59 66.40 70.62 62.83 63.57 58.02

OPT avg. 6.7B 42.52 50.46 44.36 58.18 54.78 44.43 53.13 49.69
OPT last. 6.7B 32.02 45.60 31.08 53.97 66.58 44.21 50.08 46.22
OPT prompt 6.7B 45.56 71.22 52.53 62.96 70.67 54.83 56.21 59.14

PromptEOL
OPT

125M 59.90 71.55 60.93 70.76 72.83 67.89 65.14 67.00
350M 54.70 71.52 59.99 64.51 71.39 66.55 66.58 65.03
1.3B 64.59 79.06 68.46 78.88 78.64 73.22 69.41 73.18
2.7B 60.03 75.51 64.30 74.56 77.62 67.73 65.35 69.30
6.7B 60.91 80.05 67.65 75.49 80.11 72.91 67.57 72.10
13B 60.21 81.36 69.69 75.46 79.58 70.73 65.99 71.86
30B 59.99 80.52 69.80 75.20 78.03 73.57 69.87 72.43
66B 55.66 74.62 64.90 72.34 75.21 71.72 67.43 68.84

PromptEOL+ICL
OPT

125M 62.22 73.10 61.84 71.09 72.08 67.80 64.10 67.46
350M 63.87 73.85 63.41 72.45 73.13 70.84 65.61 69.02
1.3B 72.78 83.77 73.61 83.42 80.60 78.80 69.69 77.52
2.7B 68.49 84.72 75.15 83.62 81.34 80.94 72.97 78.18
6.7B 70.65 84.51 75.01 83.51 82.00 81.12 76.77 79.08
13B 71.99 85.22 76.04 82.23 81.38 81.42 75.00 79.04
30B 69.99 83.35 74.75 83.14 82.42 81.45 77.46 78.94
66B 69.93 83.29 74.88 80.10 81.11 81.76 76.26 78.19

Table 1: Performances of our method on STS tasks without fine-tuning. ICL denotes in-context learning with our
demonstration set. †: results from (Gao et al., 2021). ‡: results from (Jiang et al., 2022). §: results from (Ni et al.,
2021). More results on other LLMs can be found in Appendix E.

on NLI datasets following (Gao et al., 2021) with
one epoch for contrastive learning. We use the
same training data with roberta-large fine-tuned
on STS-B training set as preference model. More
training details can be found in Appendix B. For
the evaluation datasets, we use 7 STS tasks and 7
transfer tasks following (Gao et al., 2021).

4.2 Main Results

We compare our method with BERT-based meth-
ods such as SBERT (Reimers and Gurevych,
2019), SimCSE (Gao et al., 2021), and Prompt-
BERT (Jiang et al., 2022). In addition, we in-
clude other sentence methods based on LLMs
as baselines, such as ST5 (Ni et al., 2021) and
SGPT (Muennighoff, 2022). Among these base-
lines, ST5 achieves state-of-the-art results on both
STS and transfer learning tasks by further fine-
tuning 4.8B parameters T5 encoder with con-
trastive learning.
STS tasks without fine-tuning Table 1 shows
the results of PromptEOL with and without in-
context learning on STS tasks. PromptEOL signif-

icantly outperforms other sentence representation
methods by better leveraging the capabilities of
LLMs to express sentence semantics. Compared
to the previous prompt-based method, PromptEOL
achieves more than a 13-point improvement in
average Spearman correlation in the 6.7B OPT.
In-context learning further improves the quality
of sentence embeddings based on PromptEOL. It
helps 6.7B OPT achieve 79.08 spearman correla-
tion without fine-tuning, which significantly out-
perfoms the previous methods like ST5-Enc or
BERT prompt. Moreover, it demonstrates that
LLMs without any fine tuning have great poten-
tial to represent sentences based on their semantics
into embeddings for retrieval purposes.

STS tasks with fine-tuning Table 2 shows the re-
sults by fine-tuning with PromptEOL on the super-
vised dataset. Compared to ST5-Enc, which fine-
tuned all 4.8B parameters on Community QA and
NLI datasets, our method with 2.7B OPT achieves
superior results through parameter-efficient fine
tuning on the 4-bit model with only NLI datasets.
Keep scaling up the parameters size, 30B LLaMA
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Method Params STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

Fine-tuning on supervised datasets

SimCSE-RoBERTa† 123M 76.53 85.21 80.95 86.03 82.57 85.83 80.50 82.52
PromptRoBERTa‡ 123M 76.75 85.93 82.28 86.69 82.80 86.14 80.04 82.95
SGPT¶ 5.8B 74.28 85.35 79.21 85.52 82.54 85.50 79.53 81.70
ST5-Enc§ 4.8B 80.10 88.75 84.70 88.86 85.17 86.77 80.39 84.96

PromptEOL+CSE
OPT

1.3B 79.01 89.26 84.10 88.30 84.62 87.71 80.52 84.79
2.7B 79.49 89.64 84.80 89.51 85.91 88.33 81.64 85.62
6.7B 80.14 90.02 84.94 89.78 85.84 88.75 81.29 85.82
13B 80.20 90.24 85.34 89.52 85.90 88.56 82.06 85.97

PromptEOL+CSE
LLaMA

7B 79.16 90.22 85.40 88.99 86.25 88.37 81.51 85.70
13B 78.63 90.03 85.46 89.48 86.18 88.45 82.69 85.85
30B 79.72 90.25 85.85 90.04 86.27 89.14 82.38 86.24

PromptEOL+Align
LLaMA

7B 79.75 90.73 86.14 89.35 86.93 88.39 82.84 86.30
13B 79.49 90.34 86.00 89.71 86.86 88.38 83.46 86.32
30B 80.17 91.03 86.78 90.15 87.16 89.10 82.93 86.76

Table 2: Performances of our method on STS tasks with fine-tuning. CSE denotes contrastive learning for sentence
embeddings. †: results from (Gao et al., 2021). §: results from (Ni et al., 2021). ¶: results from evaluation the
public checkpoint (Muennighoff, 2022) on STS tasks.

Method Params MR CR SUBJ MPQA SST TREC MRPC Avg.

Fine-tuning on supervised datasets

SimCSE-RoBERTa† 123M 84.92 92.00 94.11 89.82 91.27 88.80 75.65 88.08
PromptRoBERTa‡ 123M 85.74 91.47 94.81 90.93 92.53 90.40 77.10 89.00
ST5-Enc§ 4.8B 90.83 94.44 96.33 91.68 94.84 95.40 77.91 91.63

Without fine-tuning

BERT avg. 110M 78.66 86.25 94.37 88.66 84.40 92.80 69.54 84.94
ST5-Enc§ 4.8B 91.15 93.33 97.55 90.20 94.07 94.40 74.26 90.71

PromptEOL
OPT

1.3B 88.06 91.55 95.90 91.55 93.08 95.00 73.97 89.87
2.7B 88.83 92.29 95.93 91.76 94.62 96.00 75.94 90.77
6.7B 90.26 92.50 96.67 91.39 94.67 96.00 77.91 91.34
13B 90.73 92.90 96.69 91.48 94.01 96.80 75.59 91.17
30B 90.95 92.77 96.99 91.79 95.28 97.00 73.97 91.25
66B 90.96 93.40 97.01 91.93 95.22 96.40 75.25 91.45

PromptEOL
LLaMA

7B 90.40 92.90 96.88 91.57 95.11 95.40 75.13 91.06
13B 92.02 93.22 97.29 91.40 95.66 95.80 76.46 91.69
30B 91.64 93.27 97.10 91.86 95.99 95.80 78.43 92.01
65B 92.13 93.43 97.16 91.91 95.33 97.40 77.28 92.09

Table 3: Performances of our method on transfer learning tasks. †: results from (Gao et al., 2021). ‡: results
from (Jiang et al., 2022). §: results from (Ni et al., 2021).

achieve the best performance on STS tasks, attain-
ing a Spearman correlation of 86.24 on STS tasks.
Moreover, we also report the results of LLaMA-
2 (Touvron et al., 2023b) on Appendix C and ob-
serve it performs better performance than LLaMA.

For the alignment method, we fine-tune the
7B, 13B, and 30B LLaMA models with the
same data. Our alignment method enhances
the performance of all models on STS tasks.

Even though PromptEOL+CSE already outper-
forms other methods, our alignment method still
provides additional improvements.
Transfer tasks We report the results of our
method on the transfer learning tasks in Table 3.
We observe that LLMs achieve better performance
as the model size increases. Specifically, the 66B
OPT and 65B LLaMA models outperform their
smaller counterparts with PromptEOL.
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Figure 5: Influence of different sentence representation methods on three settings. “avg.” refers to use averag-
ing output tokens as sentence embeddings. “prompt” refers to extract sentence embeddings using the template
from (Jiang et al., 2022) . Dash lines represent the results from the base-size BERT.

5 Analysis

5.1 Sentence Representation Methods
We present the results obtained using three sen-
tence representation methods, across models rang-
ing in size from 125M to 66B parameters, as
shown in Figure 5. Different representation
methods can yield significantly different results.
Prompt-based methods outperform direct averag-
ing in three settings. Among these methods,
PromptEOL exhibits the best performance, as it in-
troduces an explicit “one-word limitation”. More
detail results can be found in Appendix D.

5.2 Scaling on Sentence Embeddings
Scaling up the model size can significantly im-
prove the performance of sentence embeddings, as
shown in Table 2 and 3. But we also notice that the
STS performance without fine-tuning is not scal-
ing with the model size, as shown in Table 1.

Consider the STS tasks, which require sen-
tence embeddings to satisfy two criteria: first,
they must contain the semantic information of the
sentence; second, semantically similar sentences
should have small distances in the embedding
space. For the first criterion, we observe that larger
models achieve better performance on transfer
tasks, indicating that the embeddings from larger
models can capture more information about the
sentence. However, for the second criterion, scal-
ing up can be counterproductive. To validate this
point, we calculate the anisotropy of the sentence
embeddings from different models, as shown in
Figure 6. We find that the anisotropy of the sen-
tence embeddings increases as the model size in-
creases. This demonstrates that larger models
exhibit more anisotropy in the embedding space,
causing the embeddings to have smaller distances

Figure 6: Anisotropy of sentence embeddings in dif-
ferent model sizes of OPT. The anisotropy is the aver-
age similarity of 100k random sentence pairs from the
Wikipedia corpus.

even with random sentences. For the setting with
fine-tuning, we can use techniques such as con-
trastive learning to mitigate the anisotropy of the
embeddings (Gao et al., 2021) and achieve bet-
ter performance on STS tasks by scaling up. For
the setting without fine-tuning, since we do not
directly address anisotropy, the performance of
larger models can sometimes be limited by the
anisotropy of the embeddings.

6 Conclusion

In this paper, we focus on exploiting LLMs to
improve sentence embeddings. To achieve this,
we propose a new sentence embeddings method
called PromptEOL, which adapts previous prompt-
based methods to autoregression models. Further-
more, we leverage in-context learning to generate
superior sentence embeddings by utilizing Chat-
GPT and the Oxford dictionary to create sentence
embeddings demonstrations. It demonstrates in-
context learning allows LLMs to achieve perfor-
mance comparable to current contrastive learning
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methods. With our prompt-based method, we
also discover that further fine-tuning of LLMs
can achieve the state-of-the-art performance using
only efficient fine-tuning methods.

7 Limitation

Despite LLMs with PromptEOL exhibiting ro-
bust performance, it typically demands more com-
putational resources than smaller language mod-
els. Nevertheless, PromptEOL remains an effi-
cient sentence embeddings method, which outper-
forms previous methods such as ST5 with signifi-
cantly fewer model parameters and fine-tuning re-
sources. Limited by the hardware, we only scale
the LLMs to 30B parameters with QLoRA for the
setting of fine-tuning. We expect that performance
could be further enhanced with full fine-tuning or
larger models.
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A Influence of Quantization

We analyze the influence of quantization in Table 4 between the 16bit models and 4bit models, which are
quantized by bitsandbytes 1 with 4-bit normalfloat and double quantization. We find large models tend
to show better results on STS tasks after 4-bit quantization. For example, PromptEOL+ICL with 6.7B
OPT improve Spearman correlation from 79.08 to 79.38.

Method Params STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

PromptEOL
OPT(16-bit)

125M 59.90 71.55 60.93 70.76 72.83 67.89 65.14 67.00
350M 54.70 71.52 59.99 64.51 71.39 66.55 66.58 65.03
1.3B 64.59 79.06 68.46 78.88 78.64 73.22 69.41 73.18
2.7B 60.03 75.51 64.30 74.56 77.62 67.73 65.35 69.30
6.7B 60.91 80.05 67.65 75.49 80.11 72.91 67.57 72.10
13B 60.21 81.36 69.69 75.46 79.58 70.73 65.99 71.86
30B 59.99 80.52 69.80 75.20 78.03 73.57 69.87 72.43
66B 55.66 74.62 64.90 72.34 75.21 71.72 67.43 68.84

PromptEOL
OPT(4-bit)

125M 60.53 70.03 59.02 69.77 72.38 66.47 65.17 66.20
350M 58.03 72.61 61.34 66.14 72.99 67.27 65.10 66.21
1.3B 63.72 79.32 68.13 77.92 78.56 72.03 68.80 72.64
2.7B 57.80 72.45 61.09 73.33 76.22 64.71 64.07 67.10
6.7B 63.81 81.45 69.90 77.68 80.92 75.51 69.28 74.08
13B 60.91 80.97 70.22 76.93 79.46 72.84 66.34 72.52
30B 59.33 79.65 69.25 73.87 77.79 71.72 69.07 71.53
66B 59.35 77.33 68.33 74.45 77.25 73.93 69.27 71.42

PromptEOL+ICL
OPT(16-bit)

125M 62.22 73.10 61.84 71.09 72.08 67.80 64.10 67.46
350M 63.87 73.85 63.41 72.45 73.13 70.84 65.61 69.02
1.3B 72.78 83.77 73.61 83.42 80.60 78.80 69.69 77.52
2.7B 68.49 84.72 75.15 83.62 81.34 80.94 72.97 78.18
6.7B 70.65 84.51 75.01 83.51 82.00 81.12 76.77 79.08
13B 71.99 85.22 76.04 82.23 81.38 81.42 75.00 79.04
30B 69.99 83.35 74.75 83.14 82.42 81.45 77.46 78.94
66B 69.93 83.29 74.88 80.10 81.11 81.76 76.26 78.19

PromptEOL+ICL
OPT(4-bit)

125M 61.02 71.00 59.75 69.67 70.52 65.14 63.45 65.79
350M 64.14 72.45 62.58 71.05 70.18 67.67 65.52 67.66
1.3B 73.45 82.55 73.11 83.63 80.60 78.72 69.06 77.30
2.7B 68.50 84.73 74.62 82.23 80.87 80.81 72.30 77.72
6.7B 70.23 84.64 76.08 83.73 82.06 81.66 77.29 79.38
13B 71.79 84.23 75.57 81.75 80.71 80.89 74.46 78.49
30B 70.61 84.05 75.27 83.23 82.77 81.45 77.31 79.24
66B 71.67 83.95 75.67 81.33 81.86 82.58 76.54 79.09

Table 4: Influence of quantization on STS tasks. ICL denotes in-context learning with our demonstration set.

1https://github.com/TimDettmers/bitsandbytes
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B Training Details

We use QLoRA to fine-tune OPT and LLaMA with contrastive learning. Following QLoRA, we use
LoRA r = 64, α = 16, dropout = 0.05, and add LoRA modules on all linear layers of the 4-bit quantized
model. We fine-tune models on the NLI datasets (Gao et al., 2021) with one epoch, temperature τ = 0.05
and learning rate 5e-4. We report the training time and inferencee time in Table 5.

Model size Train (minutes) Inference (ms/sample)

SimCSE (110M) 8 0.57

350M 11 1.09
1.3B 22 1.31
2.7B 40 2.55
6.7B 75 8.07
13B 150 14.53

Table 5: Training time and inference time of different model sizes. Inference time is measured on a single GPU
with 8 batch size.

C Results of PromptEOL+CSE on LLaMA2

We report the results on LLaMA-2(Touvron et al., 2023b) on Table 6.

Method Params STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

PromptEOL+CSE
LLaMA

7B 79.16 90.22 85.40 88.99 86.25 88.37 81.51 85.70
13B 78.63 90.03 85.46 89.48 86.18 88.45 82.69 85.85

PromptEOL+CSE
LLaMA-2

7B 78.48 90.07 84.86 89.43 86.16 88.44 83.20 85.81
13B 78.84 90.35 85.88 89.72 86.68 88.91 82.64 86.15

Table 6: Influence of quantization on STS tasks. ICL denotes in-context learning with our demonstration set.
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D Sentence Representation Methods

We supplemented detail results in Table 7 and 8 for different sentence representation methods.

Method Params STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

Without fine-tuning

OPT avg.

125M 44.27 50.38 44.95 62.39 55.52 45.39 53.24 50.88
350M 40.61 47.25 40.45 55.12 55.57 40.53 47.66 46.74
1.3B 45.12 54.01 46.52 62.94 55.96 46.31 54.32 52.17
2.7B 44.11 54.35 47.89 63.91 57.02 47.85 54.44 52.80
6.7B 43.61 51.69 45.86 60.11 55.41 45.42 54.93 51.00
13B 46.95 54.92 48.74 60.13 54.96 48.07 53.93 52.53
30B 43.93 52.44 46.04 58.80 55.15 47.13 53.46 50.99
66B 40.81 47.98 44.21 59.37 56.37 43.80 53.19 49.39

OPT prompt

125M 56.25 71.61 58.62 63.47 70.29 59.77 63.23 63.32
350M 56.56 69.27 55.81 60.05 68.73 61.75 64.15 62.33
1.3B 60.26 75.64 62.93 70.63 76.52 67.31 65.95 68.46
2.7B 59.34 75.47 62.64 69.76 75.65 68.35 67.48 68.38
6.7B 55.20 76.91 62.53 69.41 76.39 67.33 65.86 67.66
13B 49.60 75.43 61.58 67.33 75.53 65.98 63.79 65.61
30B 46.69 72.42 58.00 67.52 72.98 64.77 65.66 64.01
66B 50.21 69.65 56.78 70.20 73.37 64.31 66.93 64.49

PromptEOL
OPT

125M 59.90 71.55 60.93 70.76 72.83 67.89 65.14 67.00
350M 54.70 71.52 59.99 64.51 71.39 66.55 66.58 65.03
1.3B 64.59 79.06 68.46 78.88 78.64 73.22 69.41 73.18
2.7B 60.03 75.51 64.30 74.56 77.62 67.73 65.35 69.30
6.7B 60.91 80.05 67.65 75.49 80.11 72.91 67.57 72.10
13B 60.21 81.36 69.69 75.46 79.58 70.73 65.99 71.86
30B 59.99 80.52 69.80 75.20 78.03 73.57 69.87 72.43
66B 55.66 74.62 64.90 72.34 75.21 71.72 67.43 68.84

Fine-tuning on unsupervised datasets

OPT avg.

125M 74.08 82.70 77.76 83.65 79.74 82.43 78.55 79.84
350M 74.07 83.78 78.06 84.62 80.70 83.93 78.61 80.54
1.3B 75.38 84.99 80.34 86.10 81.49 84.35 79.98 81.80
2.7B 75.31 85.66 80.73 86.71 81.84 84.92 79.66 82.12
6.7B 76.02 86.22 81.30 87.07 82.54 85.28 80.53 82.71
13B 75.86 86.32 80.73 86.25 82.13 85.55 79.62 82.35

OPT prompt

125M 76.05 85.24 79.82 85.27 81.30 84.56 79.09 81.62
350M 76.28 86.01 80.96 86.13 81.87 85.33 79.73 82.33
1.3B 78.56 89.21 84.21 88.71 84.17 87.39 81.16 84.77
2.7B 78.89 89.21 84.43 89.43 85.75 88.07 81.40 85.31
6.7B 78.66 89.81 84.45 89.70 85.71 88.63 81.79 85.54
13B 79.66 89.84 84.88 89.54 85.59 88.65 81.93 85.73

PromptEOL
OPT

125M 76.53 85.56 79.75 85.43 81.17 84.32 79.04 81.69
350M 75.96 85.51 81.32 86.50 81.42 85.24 80.35 82.33
1.3B 79.01 89.26 84.10 88.30 84.62 87.71 80.52 84.79
2.7B 79.49 89.64 84.80 89.51 85.91 88.33 81.64 85.62
6.7B 80.14 90.02 84.94 89.78 85.84 88.75 81.29 85.82
13B 80.20 90.24 85.34 89.52 85.90 88.56 82.06 85.97

Table 7: Comparison of three sentence representation methods on STS tasks.
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Method Params MR CR SUBJ MPQA SST TREC MRPC Avg.

OPT avg.

125M 80.63 86.41 93.91 87.85 86.22 92.60 71.83 85.64
350M 80.73 85.16 93.42 87.26 86.11 87.80 69.57 84.29
1.3B 85.89 90.04 95.71 90.10 91.38 94.20 72.99 88.62
2.7B 87.55 90.76 95.78 90.26 91.71 94.40 68.00 88.35
6.7B 87.93 91.07 96.58 90.65 92.70 96.20 72.17 89.61
13B 88.33 91.76 96.74 90.78 93.25 95.20 70.90 89.57
30B 88.54 92.11 96.85 90.61 93.74 94.40 70.72 89.57
66B 89.17 92.00 96.86 90.80 94.67 96.40 71.07 90.14

OPT prompt

125M 83.54 87.60 94.28 89.36 88.74 91.60 67.01 86.02
350M 80.99 84.08 93.30 89.38 86.88 88.80 60.99 83.49
1.3B 87.31 90.68 95.73 91.30 93.47 94.40 72.99 89.41
2.7B 88.58 91.60 96.22 91.36 93.90 95.80 70.96 89.77
6.7B 90.55 92.21 97.09 91.31 95.06 96.60 74.90 91.10
13B 90.45 92.66 96.85 91.57 95.44 96.00 74.55 91.07
30B 90.56 92.79 97.28 91.93 94.78 96.00 72.93 90.90
66B 90.95 92.48 97.27 91.72 95.55 95.80 75.30 91.30

PromptEOL
OPT

125M 80.86 87.66 93.19 89.77 87.31 92.20 72.64 86.23
350M 84.14 88.08 93.17 89.77 89.73 91.20 71.36 86.78
1.3B 88.06 91.55 95.90 91.55 93.08 95.00 73.97 89.87
2.7B 88.83 92.29 95.93 91.76 94.62 96.00 75.94 90.77
6.7B 90.26 92.50 96.67 91.39 94.67 96.00 77.91 91.34
13B 90.73 92.90 96.69 91.48 94.01 96.80 75.59 91.17
30B 90.95 92.77 96.99 91.79 95.28 97.00 73.97 91.25
66B 90.96 93.40 97.01 91.93 95.22 96.40 75.25 91.45

Table 8: Comparison of three sentence representation methods on STS tasks.
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E Resulst of PromptEOL and PromptEOL+ICL on Current Popular LLMs

We supplemented results of STS tasks with PromptEOL and PromptEOL+ICL in Table 9 on current
popular LLMs include open-LLaMA (Geng and Liu, 2023), LLaMA (Touvron et al., 2023a), LLaMA-
2 (Touvron et al., 2023b), MPT (MosaicML, 2023), Mistral (Jiang et al., 2023).

Params Avg. Prompt PromptEOL PromptEOL+ICL

Open-LLaMA

3B 51.75 66.45 68.22 78.85
7B 52.03 63.40 76.35 79.17
13B 49.58 64.11 70.03 78.04

LLaMA

7B 46.94 42.18 68.76 77.63
13B 47.53 48.73 65.62 73.40
30B 50.70 47.10 70.60 77.61
65B 44.80 51.69 69.39 75.73

LLaMA-2

7B 46.34 45.87 69.30 75.99
13B 49.07 58.80 68.87 78.31
70B 44.34 45.14 70.90 74.97

MPT

7B 49.39 57.25 71.06 79.08
30B 42.31 54.45 71.08 75.74

Mistral

7B 49.32 66.23 73.32 78.35

Table 9: Results of PromptEOL and PromptEOL+ICL on current popular LLMs. We report averaging Spear-
man correlation over seven STS tasks with four sentence representation methods: avg., prompt, PromptEOL and
PromptEOL+ICL. “Avg.” refers to use averaging output tokens as sentence embeddings. “Prompt” refers to extract
sentencne embeddings using the template from (Jiang et al., 2022). For simplicity, we do not search demonstra-
tion for PromptEOL+ICL but use the best demonstration from the PromptEOL+ICL OPT directly. We expect that
PromptEOL+ICL can achieve better results by searching for demonstrations according to the model.
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