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Abstract

The "Ukrainian Resilience” dataset is a novel
collection of Ukrainian language social media
posts from the ongoing Russia-Ukraine war,
designed to facilitate the development of nat-
ural language processing and machine learn-
ing models for detecting subtle linguistic cues
indicating distress or urgent requests for aid.
Comprising a binary classification of posts re-
quiring help or not during the conflict, this
dataset aims to enhance humanitarian efforts by
enabling more rapid identification of genuine
calls for assistance amidst vast online content.
Leveraging advanced language models and al-
gorithms to discern nuanced signals of distress,
the "Ukrainian Resilience" dataset holds sig-
nificant potential for real-world impact, as evi-
denced by preliminary experiments using GPT-
3.5 achieving 81.15% accuracy.

1 Introduction

War, particularly the ongoing conflict between
Ukraine and Russia, has profound and devastat-
ing effects on innocent civilians. In times of war,
civilians often find themselves caught in the cross-
fire, facing the harsh consequences of violence,
displacement, and the breakdown of essential ser-
vices. The Ukraine-Russia war is no exception,
as it has led to a humanitarian crisis with signif-
icant repercussions for the Ukrainian population.
Innocent lives are disrupted, families are torn apart,
and communities are shattered as a result of the
conflict.

One of the most immediate and visible impacts
is the displacement of civilians. Many Ukraini-
ans have been forced to flee their homes in search
of safety, facing the challenges of finding shelter,
food, and medical care. The psychological toll on
individuals, especially children, is severe, with the
trauma of war leaving lasting scars on the men-
tal well-being of those affected. The destruction
of infrastructure, including schools and hospitals,

further exacerbates the suffering of the innocent,
limiting access to education and healthcare.

Moreover, the war has economic ramifications,
with livelihoods disrupted and economic instabil-
ity compounding the difficulties faced by civil-
ians. The struggle for resources, combined with
the breakdown of social structures, can lead to a
desperate situation for many Ukrainians, particu-
larly vulnerable populations such as the elderly and
children.

In the digital age, social media plays a crucial
role in conveying the human stories behind con-
flicts. A dataset designed for binary classification
to distinguish social media posts that signal a need
for help versus those that do not can be invaluable
in crisis response efforts. Such a dataset could uti-
lize natural language processing (NLP) techniques
to analyze the content of posts, identifying key in-
dicators of distress, urgency, or specific requests
for assistance.

This approach not only leverages technological
advancements but also demonstrates the potential
for data science to contribute to humanitarian ef-
forts, offering a more efficient means of identifying
and addressing the needs of those affected by war.
It emphasizes the importance of harnessing tech-
nology to provide timely and targeted assistance to
vulnerable populations in crisis situations.

Motivation: The war impacts the lives of inno-
cents some leave their country, some are wounded,
a few can become orphans, and most lose their jobs
and property. In these critical situations, social
media can help in addressing their problem and
can request help. Detection of the help-seeking
posts during the time of war could help refugees
or migrants. Governments and non-governmental
organizations (NGOs) can utilize and help them
through social media. It might be helpful to pro-
vide jobs, shelter, food, etc.

The key contributions of this work are as fol-
lows:
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(c)Word cloud for entire dataset

Figure 1: World clouds simulated on the annotated dataset(Ukrainian Resilience)

1. As of our knowledge, we are the first to de-
velop a dataset that helps the innocents in the
Russian-Ukraine war through social media in
the Ukrainian language.

2. The proposed dataset can be translated to vari-
ous other languages can be helpful for diverse
languages and countries.

3. The baselines are implemented on the dataset
and the highest accuracy is 81.15%.

Imran et al. (2022) proposed a method for rapid
damage assessment using microblogs during dis-
asters. The study likely focuses on the real-time
analysis of social media data for assessing the ex-
tent of damage caused by disasters. Sufi and Khalil
(2022) introduced an approach that combines Al-
based location intelligence and sentiment analysis
for automated disaster monitoring through social
media posts. This work is likely to address the
spatial and emotional aspects of disaster-related
information.

Sufi (2022) presented an Al-based software, Al-
SocialDisaster, designed for identifying and ana-
lyzing natural disasters from social media. This
software might offer a comprehensive solution for
extracting actionable insights from social media
during disasters. Chen et al. (2022) explored the
application of satellite data and Al in efficient agri-
cultural disaster financing. This work likely fo-
cuses on using advanced technologies to optimize
financial strategies in the agricultural sector during
disasters. Lu et al. (2022) provided an overview
of the applications of Al and machine learning in
disasters and public health emergencies. This work
is likely to offer insights into the broader spectrum
of Al applications in disaster management.

Recent literature has made significant contribu-
tions in enhancing disaster management by lever-
aging social media. This progress has led to the
identification of various applications that can be
instrumental in aiding people during times of cri-

Table 1: Statistics of the Dataset

Metric | label 0  label 1 | Total/Overall
Data Size | 5782 5895 | 11677
Number of Words | 204859 217289 | 422148
Words per data point | 35.43 36.86 | 36.15

sis. However, employing social media and NLP
techniques to help the innocents at the war is still
unexplored. The uniqueness of the work lies in
developing a dataset in the Ukrainian language for
helping innocents in the Russia-Ukraine war which
is not done before.

2 Methodology

2.1 Annotation Scheme

We gathered data from two major social media plat-
forms, Twitter and Reddit, utilizing their respective
APIs to collect information in the Ukrainian lan-
guage. We have extracted the posts till May 2023.
The keywords used to extract the posts are Russia
Ukraine war, BiitHa, JoroMora, pocis yKpaina
plitHa. To maintain a focus on textual content, we
excluded images and videos from the extracted
data.

The annotation process involved three master’s
students of the Ukrainian language. They have
scored first class marks in all the subjects in their
curriculum. They were provided with the CSV file
which contains data point. They are asked to label
in the columns. The dataset was divided among the
annotators so that each data point was annotated
by two annotators. The final label for each data
point was determined based on their annotations. If
both annotators assigned the same label, that label
was accepted as the final label. If the annotations
differed, the data point was flagged for discussion
and subsequently labeled after a consensus was
reached.

The annotators had to choose from the following
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Table 2: Overview of the dataset

Text

| Label[0/1]

Hpy3i, 3HaxomKkych y BaxkKiit curyaril gepes Bifiny. [llykaio Tumuacose nputysnok. fkimo y Bac €
MOXKJIMBICTBH HaJ[@TH JOIIOMOrY abo mopasuy, Oyy BasaHuil. JIgKyro 3a pOo3yMiHHS Ta HiTPUMKY.

1

Iadopmariisi cBiTunTh PO TeE, 110 TPUOJIM3HO CIMIAECAT 0CIO TPAridHO 3arMHYJIM B X0/ TPUBAIOYOrO
koHUTIKTY MixK Pociero Ta Ykpaiuor. Cepe/ 3arubinx - MUBLIBHI, BIICHKOBOCIY2KOO0BIII Ta, JIIOIH,
SAKI ONUHUJIMCS B I10Jie 30py Boruio. Ils mpurosioMiimBa KiJIbKiCTh CBIIYATH PO HEOOXiIHICTD
HeraflHUX JUIJIOMATUIHUX PIllleHb Ta MiKHAPOJHOTO BTPYYaHHS JJIs IPUIIMHEHHsT HACUIbCTBaA. Harmi
AOYyMKH Pa30M i3 ciM’siMH Ta CHIJIBHOTAMH, sIKi ITOCTPAazKIaJu Bif 1€l cepreinnol curyarii. ¥ Mipy
MOJIAJIBIIIOTO PO3BUTKY KOHMJIIKTY HATOJIOIIYEMO HA BaXKJIUBOCTI 06’€KTUBHOTO iH(MOPMYyBaHHS Ta
Mi>KHaPOJIHOI CIIBIIPAIIi [IJIsI BUPIIIEHHsSI KPU3U Ta JOCATHEHHsI TPUBAJIOTO MUPY.

3Bepraioch 3 npoxaHHsM 1po gornomory. OcraHHi JBa JHI HE MalO JOCTYILY J0 1Ki depe3 CKaJiHi
obcTaBUHU. SIKIMO XTOCH MOXKE HAJATH JOMOMOTY 3 MPOAYKTAMH XapUyBaHHsI, Oy BISTHUIA 33 BaILy
nobpory. HgaKyro BCiM, XTO PO3yMi€e Ta MiITPUMYE.

3a ocranuimu 3BiTamu, kouduikT Mixk Pocieio Ta YKpaiHoo IPU3BIB /10 3ar0CTPEHHs I'yMaHITApHOT
curyaril. luBinpHi HaceseHHs B 30HI KOH(MIIKTY CTUKAIOTHCS 3 BayKKUMH BUKJIMKaMu. MikHapo Hi
ryMaHiTapHi oprazizaiii 3BepTaioThCs 10 CBITY 3 IPOXaHHSM HAJATH JOIIOMOI'Y TUM, XTO IIOCTPAaXK/1aB.

CrinbHO TPAIOEMO HA/T 3HaMOMCTBOM 3 HOTpe6aMI/I Ta JOIIOMOI'OIO.

during annotation:

1. "Help-seeking" - If the provided text indicates
seeking help during the war.

2. "Non help seeking" - If the provided text does
not indicate any need neither seeking help.

In order to diversify the dataset beyond war-
related content, we have added a subset of data la-
beled as 0. This included non-relevant information
such as social media posts about actors, movies,
games, etc. This strategy aims to make the dataset
versatile and applicable to real-time social media
scenarios, not exclusively limited to war environ-
ments.

Every data point is scanned manually twice.
First by the diploma student and verified by the
masters students. We assessed inter-annotator
agreement using kappa(Krippendorff, 2011) as the
metric. The three master’s students (A, B, C) with
the diploma students with the scores of a4 = 0.81,
ap = 0.84, and ac = 0.83. The overall average
score is o = 0.827.

2.2 Analysis

Table I reports the statistics of the dataset. The
dataset comprises 5,782 instances labeled as 0 and
5,895 instances labeled as 1, resulting in a total of
11,677 instances. In terms of the number of words,
label 0 has 204,859 words, label 1 has 217,289
words, and the overall dataset contains 422,148
words. On average, each instance in label O has

Table 3: Test results: Detection of help-seeking posts

Model | Precision Recall | Accuracy
XLM RoBERTa 68.81 71.43 69.63
mBERT 67.91 69.40 68.52
XLM-ProphetNet 69.46 70.10 70.91
LLAMA 2 7B 72.58 73.84 73.81
LLAMA 2 13B 73.86 72.84 75.38
GPT 3 Ada 72.68 73.51 72.81
GPT 3 Babbage 73.41 74.58 74.68
GPT 3 Curie 76.71 74.62 76.86
GPT 3.5 80.13 81.12 81.15

35.43 words, each instance in label 1 has 36.86
words, and the mean words per data point for the
entire dataset is 36.15.

Figure 1 illustrates three sets of word clouds:
one for the positive class, one for the negative class,
and one representing the overall category. Each
cloud visually displays the most prominent words
in its respective group. Moreover, table 2 presents
the overview of dataset 1 indicating the posts where
users are requesting help and 0 indicates no help
seeking posts.

2.3 Baselines

We have used various Large Language mod-
els for performing the experiments on the pro-
posed dataset. They are: GPT 3.5 (Chen
et al., 2023), GPT 3 (Brown et al., 2020), Large
Language Model Meta Al 2 (LLaMA 2) (Tou-
vron et al., 2023), mBERT(Pires et al., 2019),
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XLM-RoBERTa(Conneau et al., 2020) and XLM-
ProphNet(Qi et al., 2020).

The GPT-3 and LLAMA models come in various
versions, each tailored to specific parameters. GPT-
3, for instance, offers a range of variants, including
GPT-3 Ada, GPT-3 Babbage, GPT-3 Curie, and
GPT-3 Davinci. Meanwhile, in LLAMA 2, we have
implemented models with 7 billion parameters (7B)
and 13 billion parameters (13B). All the models
implemented are by finetuning.

In the course of our experiments, we divided the
dataset into two distinct sets: the training set and
the testing set. The training set comprises 80% of
the entire dataset, while the testing set makes up
the remaining 20%. It is important to note that
this division was executed randomly to ensure a
representative distribution of data in both sets.

As for the hyperparameters, we maintained uni-
formity across all models by setting the number of
epochs to 5. Additionally, the remaining parame-
ters were set as their default values.

3 Experimental Results and Discussion

In the realm of predictive modeling for identifying
help-seeking posts, a comprehensive evaluation of
different algorithms is implemented for classifying
text.

The table 3 presents a detailed analysis of vari-
ous language models’ performance in the task of
detecting help-seeking posts. Notably, models like
RoBERTa, BERT, and DistilBERT exhibit moder-
ate accuracy, precision, and recall values. However,
the LLAMA 2 and GPT-3 series showcase superior
capabilities, with GPT 3.5 emerging as the stand-
out performer. The GPT 3.5 model demonstrates
remarkable precision (80.13%), recall (81.12%),
and accuracy (81.15%), indicating its effectiveness
in accurately identifying help-seeking posts. The
trend of improvement across the GPT-3 series sug-
gests that advancements in language models con-
tribute to enhanced performance in this specific
application.

Error analysis: Upon closer inspection, a recur-
ring theme among false positives emerges. Many
of these misclassifications seem to stem from posts
that contain emotionally charged language or ex-
pressions of distress, but are, in fact, providing
updates on non-emergency situations. The model
might struggle to distinguish between urgent pleas
for help and general expressions of concern. Addi-
tionally, false positives seem to be more prevalent

in posts that contain ambiguous or sarcastic lan-
guage, as the model may struggle with nuanced
linguistic cues.

Conversely, false negatives present a different
set of challenges. A notable observation is that the
model tends to overlook subtleties in posts where
the urgency is not explicitly stated. For instance,
posts that discuss longer-term issues or structural
problems related to the conflict may be incorrectly
classified as not needing immediate help. Further-
more, false negatives are more common in posts
that use local dialects or slang, which the model
might not have adequately captured during training.

Although the machine learning models make
errors the model can be deployed for real-time
monitoring and detection for the Russia-Ukraine
war. Once deployed for real-time monitoring of so-
cial media posts the machine learning models can
detect help-seeking posts in Ukrainian language
during the war. The NGOs and governments can
provide the shelter for people who require shelter,
can provide jobs for jobless, an orphan can join an
orphanage, etc.

4 Conclusion and Future Work

We present a novel dataset for the detection of help
seeking posts at the time of war. Based on the con-
ducted experiments, it has been established that the
proposed dataset has significant potential to assist
governments and non-governmental organizations
(NGOs) in aiding innocent individuals affected by
war who are in dire need of support. This assis-
tance spans various necessities, including but not
limited to employment opportunities, food, shelter,
and the search for missing family members.

To extend the scope of this work, future efforts
will involve the creation of datasets specifically
tailored for the Israel-Palestine conflict and civil
wars. Additionally, there is a recognition of the
importance of developing a universal dataset in the
English language. This broader dataset aims to
streamline response efforts by collecting and curat-
ing social media posts in English. This approach
ensures that in the event of a sudden declaration
of war, organizations can promptly leverage the
dataset from the onset, creating a versatile resource
applicable across languages and countries.

Limitations

The proposed dataset is exclusively composed of
posts in the Ukrainian language. It is essential
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to note that models trained on this dataset might
not perform effectively when applied to social me-
dia posts in languages other than Ukrainian, such
as English. Furthermore, it is important to high-
light that the dataset is specifically focused on the
Russia-Ukraine war. This specialization means that
utilizing the same dataset for different conflicts may
not yield satisfactory results.

Another significant aspect is that the dataset ex-
clusively comprises text, with all images removed
during the collection process. Consequently, it
might not be well-suited for tasks or applications
that heavily rely on visual content. Additionally,
upon analysis, it was observed that some posts lack
textual content, yet users are clearly expressing
urgent requests for assistance. In these instances,
the proposed dataset proves inadequate due to its
text-only nature, as it fails to capture and represent
the vital information conveyed through non-textual
elements.

In summary, while the proposed dataset serves
its intended purpose for Ukrainian text-based con-
tent related to the Russia-Ukraine war, it may not
be versatile enough for applications involving di-
verse languages, different conflicts, or situations
where visual information is crucial.

Ethics Statement

We acknowledge the potential societal impact of
our research and will strive to ensure that the appli-
cation of our findings is responsible and aligns with
the welfare of individuals and communities. Efforts
will be made to avoid any harmful consequences
arising from the use of the dataset or the developed
algorithms. We commit to continuous ethical over-
sight throughout the project. Regular reviews will
be conducted to assess and address any emerging
ethical concerns. Modifications to our approach
will be made promptly in response to new infor-
mation or changing circumstances. By adhering to
ethical principles, we aim to conduct research that
is not only scientifically rigorous but also socially
responsible and respectful of the rights and well-
being of individuals participating in or affected by
our work.

Data availability: The dataset has risk of being
used for unethical purposes for making business,
cold mailing etc. The dataset will be shared only for
NLP researchers and developers or organisations
who are working for social good.
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A Real time scenarios

Here we list few real time scenarios and to whom
this dataset can be useful for.

299

1. As a volunteer for the local UN organization,
I can leverage social media and an algorithm
trained on a specific dataset. By simply typing
war’ on Twitter, the algorithm can automati-
cally identify and highlight individuals in my
city who have been affected by war and are in
need of assistance. This targeted approach al-
lows for more effective and efficient help to be
provided based on the filtered search results.

2. In my role as an HR professional, I recog-

nize that individuals impacted by war may be
willing to work for lower wages. Using the
algorithm, I can filter through job seekers to
identify those who have been affected by war
and are actively seeking employment opportu-
nities.

3. As the CEO of a company or NGO, if I wish

to contribute through donations of clothing,
money, or food, the algorithm becomes a valu-
able tool. By utilizing the algorithm, I can
obtain detailed statistics about the needs in my
locality or any specific area where I intend to
make donations, ensuring that the assistance
is targeted and impactful.

4. As an individual with surplus food or clothing

available for donation, the proposed algorithm
provides a user-friendly solution. By using the
algorithm, I can efficiently filter and identify
those in need of clothing or food, facilitating
a more direct and purposeful contribution to
those who require assistance.
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B Novel algorithms: Scope for improving
accuracy

There is significant scope for developing novel al-
gorithms to enhance the accuracy of models as
done in our previous works (Mazumdar et al.,
2023; Sathvik, 2023), especially in low-resource
language settings through rigorous experimenta-
tion(Shaik et al., 2024a,b). As computational mod-
els continue to evolve, traditional approaches often
face challenges in capturing the complexities of
tasks and domains with limited data(Sathvik et al.,
2024; Mazumdar et al., 2024). Therefore, innova-
tive algorithmic solutions are essential to address
these gaps.

In our previous work, we proposed a new al-
gorithm designed to improve the accuracy of the
detection(Mazumdar et al., 2023). Specifically, we
demonstrated its efficacy by applying it to a dataset
we developed to track help-seeking signals related
to the ongoing conflict in Ukraine. This dataset was
built to aid in the identification of individuals seek-
ing help during wartime, a particularly challenging
task given the limited availability of high-quality
training data for such a specialized context.

C Real time deployments and
applications of the classifier

Here we list few real time deployments and appli-
cations that are possible.

1. Al-driven Social Media Crawlers: Utilizing
Al web crawlers enables the continuous moni-
toring and filtration of help-seeking posts, pre-
senting opportunities for diverse applications
outlined in Section C.

2. Raw Data-based Detection: Initially, data is
gathered from social media platforms using
API keys with specific keywords, followed
by the application of a classifier to filter out
help-seeking posts.

3. Real-time Web Application: A web appli-
cation is designed to monitor real-time posts,
showcasing help-seeking content from both
Twitter and Reddit. This valuable information
can be employed by NGOs, government enti-
ties, and individuals to provide assistance to
those affected by conflicts.
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