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Abstract
Music performances are representative scenar-
ios for audio-visual modeling. Unlike com-
mon scenarios with sparse audio, music per-
formances continuously involve dense audio
signals throughout. While existing multi-
modal learning methods on the audio-video QA
demonstrate impressive capabilities on general
scenarios, they are incapable of dealing with
fundamental problems within the music per-
formances: they underexplore the interaction
between the multimodal signals in performance
and fail to consider the distinctive characteris-
tics of instruments and music. Therefore, exist-
ing methods tend to answer questions regarding
musical performances inaccurately. To bridge
the above research gaps, (i) given the intricate
multimodal interconnectivity inherent to mu-
sic data, our primary backbone is designed to
incorporate multimodal interactions within the
context of music; (ii) to enable the model to
learn music characteristics, we annotate and
release rhythmic and music sources in the cur-
rent music datasets; (iii) for time-aware audio-
visual modeling, we align the model’s music
predictions with the temporal dimension. Our
experiments show state-of-the-art effects on the
Music AVQA datasets. Our code is available at
https://github.com/xid32/Amuse.

1 Introduction

Imagine standing in a crowd at a live music con-
cert, where every chord strummed, every beat of
the drum, and every visual cue from the performers
are in perfect harmony, creating an immersive spec-
tacle of sound and sight. Unlike common scenar-
ios with sparse audio signals, music performances
offer a tight but fluid fusion of audio and visual
elements, ideal for exploring effective audio-visual
scene understanding and reasoning (Li et al., 2022;
Liu et al., 2024), due to the dense and continuous
audio signals throughout. This makes modeling
music performances one of the most representative
tasks in audio-visual learning.

pheasant crowing
from VGG-sound

Two-play ensemble
from Music-AVQA

Figure 1: Sparse audio in general videos vs. continuous
audio in music performance videos: The left natural
video has sparse audio signals (occasional chirping)
(Chen et al., 2020). The right is a sample from the
Music AVQA, showing the dense and continuous audio
signals of music performances (Li et al., 2022).

Recently, Li et al. (2022) introduce Music
AVQA, an Audio-Visual Question Answering
(AVQA) dataset for music performances. Liu et al.
(2024) later extend this dataset, refining a more
challenging and balanced version named Music
AVQA-v2. Music AVQA datasets require models
to leverage both audio and visual representations
to answer questions that closely correspond to the
presented audio-visual content.

Existing deep learning methods for AVQA have
made notable progress: earlier research by Ngiam
et al. (2011) showcase cross-modality feature learn-
ing to boost audio-visual speech recognition, while
Srivastava and Salakhutdinov (2012) use a multi-
modal Deep Boltzmann Machine for multimodal
learning. More recent strategies in multimodal
fusion (Yun et al., 2021; Yang et al., 2022) and
creating positive-negative pairs (Li et al., 2022)
have been introduced to improve audio-visual cor-
relation learning. As a later advancement, LAV-
isH (Lin et al., 2023) is introduced as an adapter
to extend the pretrained ViT (Dosovitskiy et al.,
2021) to audio-visual data for cross-modal learning.
Additionally, Duan et al. (2024) present DG-SCT,
which uses audio and visual modalities as prompts
in frozen pretrained encoders.

2803

https://github.com/xid32/Amuse


However, prior AVQA methods, designed for
general purposes, face significant challenges when
applied to specific music performances, which in-
volve continuously dense audio and interconnected
multimodal music signals (as shown in Fig.1).
These challenges result in sub-optimal accuracy:
(i) they often overlook the musical characteristics
(rhythm and music source) of instruments and play-
ers, as their designs are not originally specified
for music performances; (ii) they lack sufficient
explicit supervision for modeling music rhythm
and music sources over time, which is essential
for answering temporal-related questions. Most
methods rely on attention mechanisms but fail to
directly align music rhythm and music sources
to the temporal dimension for audio-visual QA.
(iii) more essentially, these methods often use ei-
ther unimodal encoders or parallel non-interactive
encoders. This results in influence by irrelevant
noise when processing other modalities and spe-
cific questions, or a lack of early-stage fusion on in-
tricate interconnected multimodal representations
for music AVQA data. To overcome these chal-
lenges, we propose Amuse framework, differing
from prior works as shown in Tab.1, specially de-
signed for Audio-Visual Question Answering in
musical performance:

• To fully exploit the intricate interconnectivity of
multimodal music data (continuous audio, video,
and text), we design the multimodal interactive
encoder to facilitate interactions between tokens
from different modalities throughout the forward.

• For musical characteristics explicitly learnable to
models, we annotate and release music rhythm
and sources in the Music AVQA dataset.

• To ensure the framework’s time-awareness in
processing audio-visual modalities for temporal-
musical questions, we designed rhythm and mu-
sic source encoders that explicitly align musical
signals to the temporal dimension.

2 Related Work

Audio-Visual Scene Understanding Audio-
visual scene understanding tasks leverage audio
and video features to interpret the surrounding envi-
ronment, gaining significant popularity in the com-
puter vision community (Antol et al., 2015; Zhao
et al., 2018, 2019; Tian et al., 2020). Recently, to

AVQA
Musical Designs

avq rhy. src. temp. g.l.f.

AVST1 ✗ ✗ ✗ ✗ ✗

PSTP-Net2 ✗ ✗ ✗ ✗ ✗

LAVisH3 ✗ ✗ ✗ ✗ ✗

LSTTA4 ✓ ✗ ✗ ✗ ✗

DG-SCT5 ✗ ✗ ✗ ✗ ✗

LAST-Att6 ✗ ✗ ✗ ✗ ✗

Amuse ✓ ✓ ✓ ✓ ✓
1 Li et al. (2022) 2 Li et al. (2023a) 3 Lin et al. (2023)
4 Liu et al. (2023) 5 Duan et al. (2024) 6 Liu et al. (2024)

Table 1: Comparison of Amuse with previous SoTA
AVQA studies on characteristics of music performance:
avq means audio-visual-question interactions from early
fusion (for dense audio); rhy. indicates rhythm inte-
gration; src. refer to music source integration; Temp.
denotes temporal alignment on music; and g.l.f means
global features and local musical regions of interest.

enhance audio-visual correlation learning, multi-
modal fusion (Yun et al., 2021; Yang et al., 2022;
Diao et al., 2023) and positive-negative pair con-
struction (Li et al., 2022) methods are proposed.
State-of-the-art (SoTA) methods include LAVisH
(Lin et al., 2023), an adapter that generalizes pre-
trained ViT (Dosovitskiy et al., 2021) to audio-
visual data for cross-modal learning, and DG-SCT
(Duan et al., 2024), which leverages audio and
visual modalities as prompts in pretrained frozen
encoders. Despite advances, fundamental problems
persist, including temporal inconsistency between
audio-visual modalities and inaccurate question
answering. To address these challenges, we pro-
pose Amuse, which identifies musical specialties
like rhythm and music sources from both vision
and audio, and further aligns them with the tempo-
ral dimension.

Question Answering by AI Models Visual
Question Answering (VQA) (Antol et al., 2015;
Lei et al., 2018; Yu et al., 2019; Garcia et al., 2020;
Ravi et al., 2023; Yu et al., 2024) and Audio Ques-
tion Answering (AQA) (Fayek and Johnson, 2020;
Lipping et al., 2022; Sudarsanam and Virtanen,
2023; Li et al., 2023b) have been widely studied
for scene understanding. These methods leverage
features from either the visual or audio modality to
learn relations with linguistic features, often omit-
ting audio-visual cross-modality. Recently, Audio-
Visual Question Answering (AVQA) has been intro-
duced (Yun et al., 2021; Li et al., 2022), which re-
quires models to use both audio and visual features
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to answer questions. Initially, Yun et al. (2021)
proposes Pano-AVQA, an audio-visual question-
answering dataset for panoramic videos, while
Li et al. (2022) creates the Music AVQA bench-
mark and introduces a spatio-temporal grounded
audio-visual network. Afterward, LAVisH (Lin
et al., 2023) and DG-SCT (Duan et al., 2024) are
proposed for scene understanding through audio-
visual cross-modality. As the latest work, Liu et al.
(2024) extends the Music AVQA dataset and in-
troduces a new baseline model. Recently, with
the development of large language models, ex-
plorations of involving LLMs for questioning/an-
swering have attracted widespread attention across
various applications (Zhuang et al., 2023; Wang
et al., 2024; Saito et al., 2024). Specifically, for
applying audio modalities to language, AudioGPT
(Huang et al., 2024) and HuggingGPT (Shen et al.,
2024) use well-trained foundational audio models
as tools while utilizing LLMs as flexible interfaces.
Besides, explorations about transferring language
modeling techniques to music generation have been
introduced (Copet et al., 2024; Dai et al., 2022;
Agostinelli et al., 2023; Lu et al., 2023). These
studies prove that symbolic music can be treated
similarly to natural language, and further utilize
the pretrained knowledge from LLMs to enhance
music generation. Unlike the aforementioned direc-
tions, our study focuses on semantic understanding
and classification in the Music-AVQA task, where
we annotate rhythm and source information in exist-
ing music datasets to make musical characteristics
explicitly learnable.

3 Amuse Framework

3.1 Interacting Multimodal Representations

Amuse deviates from the conventional use of uni-
modal or parallel non-interactive encoders, which
often result in irrelevant noise and fail to capture
complex multimodal music representations, such as
those with non-fusion or late fusion making insuffi-
cient interactions. Instead, we use three interactive
transformers that dynamically interact with each
other throughout the forward processing of inputs
from three modalities in music-AVQA:

Swin-V2 transformer (Liu et al., 2022) processes
music concert video inputs, the Hierarchical Token-
Semantic Audio Transformer (HTS-Audio Trans-
former) (Chen et al., 2022) processes music au-
dio inputs, and the language transformer (Vaswani
et al., 2017) processes music-related questions.

Then, to facilitate interaction between multimodal
representations from an early stage, cross-modal
adapters are used between the three transformers.
These adapters consist of cross-modal attention op-
erating on tokens from two different modalities,
followed by a linear layer with activation to project
the output tokens into the next blocks of each trans-
former.

In detail, let Xv ∈ RTv×d represent the visual to-
kens from the Swin-V2 transformer, Xa ∈ RTa×d

represent the audio tokens from the HTS-Audio
Transformer, and Xl ∈ RTl×d represent the lan-
guage tokens from the language transformer, where
Tv, Ta, and Tl denote the token lengths and d de-
notes the dimensionality of the token embeddings.
The cross-modal attention mechanism enables in-
teraction between tokens from different modalities.
For simplicity, consider cross-modal attention be-
tween visual and audio tokens. The query, key,
and value matrices are derived as Qv = XvWQ,
Ka = XaWK , and Va = XaWV , where WQ,
WK , and WV are learnable weight matrices. The
attention scores and the attended output Ava are:

Ava = softmax
(
QvK

T
a√

d

)
Va. (1)

The cross-modal adapter takes the attended output
Ava and projects it into the next block of the visual
transformer:

Zv = σ(AvaW1 + b1)W2 + b2, (2)

where W1 and W2 are learnable weight matrices,
b1 and b2 are biases, and σ is an activation function
(e.g., ReLU).

The same process can be applied to enable inter-
actions between any pair of modalities (e.g., visual-
audio, visual-language, audio-language). There-
fore, the final fused representation for a modality
is given by combining the attended outputs from
different cross-modal adapters:

Xfused
v = Fuse(Xv,Ava,Avl),

Xfused
a = Fuse(Xa,Aav,Aal),

Xfused
l = Fuse(Xl,Alv,Ala),

(3)

where Fuse denotes the fusion operation, which
is the cross-modal attention. By implementing
these cross-modal interactions, Amuse effectively
captures and integrates complex multimodal repre-
sentations, facilitating more accurate and nuanced
understandings of music-AVQA data.
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Figure 2: Amuse framework integrates (a) and (b) combining multimodal interactive and musical-specialized
representations for answering: (a) multimodal interactive encoder’s audio, vision, and question modules are
interconnected via adapters that perform cross-modal attention. (b) Source/Rhythm encoders extract and encode
musical-specific characteristics such as rhythm and sound sources. Universal Encoder incorporates pretrained
vision and audio source/rhythm encoders as depicted in Fig.3. A musical RoI extractor (light weight Yolo) detects
music-related elements like instruments and performers. They are aligned with the temporal dimension.

Thus, each transformer processes its distinctive
modal representation with a modal-specific de-
sign, while the cross-modal adapters enable the
exchange of fused cross-modal tokens, facilitat-
ing multimodal representation interactions for the
music-AVQA data.

3.2 Aligning Rhythm and Music Source to the
Temporal Dimension

Music performance data comprise three charac-
teristics distinct from other general audio-vision-
question data: music rhythm, music source, and
music objects, which are all essential to respond
to the questions and convolutedly correlate with
audio and vision. We first introduce how we an-
notate the musical rhythm and source distributed
along the temporal dimension. We then describe
the process of learning the temporal representa-
tions of annotated musical rhythm and source, then
strengthen the previously discussed multimodal in-
teractive pipeline. Finally, we incorporate an ob-
ject detector to extract local features from musical
regions of interest (Musical RoIs). This detector
identifies key elements such as instruments, play-
ers, and conductors within the video, which are
helpful to Music AVQA answer predictions.

Temporal Annotation of Rhythm and Source
(i) We designed a rhythm annotation method to
identify and annotate temporal segments in an au-
dio signal where significant changes in rhythm
occur. This method segments the audio A into
smaller parts (6-second intervals in a 60-second
audio/video clip). The audio of length T is divided
into n non-overlapping segments, each of length t.

For segment i, the audio snippet ai is defined as:

ai = A[i · t : (i+ 1) · t]. (4)

We use a beat tracking tool BT(·) to measure
the beats per minute (BPM) for each segment as
bpmi = BT(ai). The method calculates the av-
erage BPM µbpm of the entire audio and sets a
threshold ϑ at 25% of this average to determine
what constitutes a significant change in rhythm:

µbpm = BT(A), ϑ = 0.25× µbpm. (5)

By comparing the BPMs of consecutive segments,
the method labels segments where the BPM dif-
ference exceeds the threshold, indicating a notable
rhythm variation:

Labeli =

{
1 if |bpmi − bpmi+1| > ϑ,

0 otherwise.
(6)

The result is a sequence of binary labels that mark
where significant rhythm changes happen through-
out the audio.

(ii) Our source segment annotation method fo-
cuses on detecting and annotating the presence of
specific musical instruments in a temporal audio
recording. This method divides the audio into
segments (6-second intervals in a 60-second au-
dio/video clip) and uses a Universal Source Separa-
tion model (Kong et al., 2023) to identify different
music sources within each segment. For segment
i, the audio snippet ai = A[i · t : (i + 1) · t] is
processed to obtain the sources as USS(ai). It
counts how often the specified instruments appear
in these segments. Counts track the occurrences.
By tracking the occurrences of these instruments,
the method creates a timeline of annotations indi-
cating when and how frequently each instrument is
present throughout the audio.
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Figure 3: Visual frames and audio spectrograms are
processed by rhythm and source encoders—one rhythm
encoder and one source encoder for each modality (vi-
sion and audio)—to align their characteristics along the
temporal dimension.

Learning Rhythm & Source over Time As il-
lustrated in Fig.3, our modeling approach processes
the annotated rhythm and source data to learn their
representations and aid the multimodal interactive
encoder. For processing inputs, musical video are
processed through the Swin-V2 Transformer En-
coder to generate visual tokens, while musical au-
dio inputs are processed through the HTS-Audio
Transformer to produce audio tokens:

X
(llayer)
v = Swin-V2(X(llayer−1)

v ),

X
(llayer)
a = HTS-AT(X(llayer−1)

a ).
(7)

where llayer denotes the layer index of the encoder.
Then, for average pooling, we apply average pool-
ing to simplify the representations:

X(avg)
v = avgpool(X(llayer)

v ),

X(avg)
a = avgpool(X(llayer)

a ).
(8)

Finally, we pass the pooled representations through
rhythm and source predictors, each consisting of
three-layer linear networks as predictors:

Ŷr = Predictorr(X(avg)
v ,X(avg)

a ),

Ŷs = Predictors(X(avg)
v ,X(avg)

a ).
(9)

When we train the Rhythm and Source encoders,
we use Mean Squared Error (MSE) loss with the
annotated rhythm and source labels:

LMSE =
1

N

N∑

i=1

[
(ŷir − yir)

2 + (ŷis − yis)
2
]
.

(10)
After pretraining, these encoders are frozen and

used as pretrained models to fulfill the functionality
of the Universal Encoder as depicted in Fig.2 (b).

3.3 Highway for Musical Regions of Interest

In addition to the primary multimodal interactive
encoder and rhythm & source encoders, we also in-
corporate an object detector, such as the lightweight
YoloV8 (Ultralytics, 2023), to identify musical re-
gions of interest in the video input. This detector
captures explicit local features of music-related ele-
ments, including instruments, players, and conduc-
tors. These local features work as highway/shortcut
information that, together with other encoders (for
global representations of musical concerts), con-
tribute to the final representations fed into the final
layer of Amuse for answer prediction.

Overall, Amuse emphasizes temporal-aware mod-
eling of rhythmic and music sources aligning with
the time dimension. The pretrained rhythm and
source encoders, which provide musical character-
istic features, operate in parallel with a multimodal
interactive encoder and highway for musical RoIs,
which offers global multimodal features and local
musical element features. This collaborative setup
ensures comprehensive understanding and accurate
answers in music-AVQA tasks.

4 Experiments

Amuse addresses unique music characteristics not
considered by prior state-of-the-art AVQA meth-
ods, as Tab.1 summarized. Thus, first, we com-
pare Amuse with other SoTA AVQA methods to
evaluate its performance. Second, we iteratively
verify the effectiveness of our multimodal interac-
tive encoder’s early fusion on overall performance.
We then assess the impact of incorporating music
rhythm and source, their alignment with the tem-
poral dimension, and the contribution of musical
RoIs to the framework’s ability to accurately cap-
ture music elements for final predictions.

4.1 Setup

Music AVQA dataset: v1 and v2 (i) Music
AVQA v1 (Li et al., 2022) is designed for mul-
timodal scenarios. It comprises 9,288 videos fea-
turing 22 different musical instruments, totaling
150 hours and containing 45,867 question-answer
(QA) pairs. On average, each video contains ap-
proximately five QA pairs. It includes 33 question
templates across 4 categories: String, Wind, Per-
cussion, and Keyboard. (ii) Music AVQA v2 (Liu
et al., 2024) further addresses data bias issues in
the original Music AVQA dataset. It is curated by
manually collecting 1,230 instrument performance
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videos and creating 8,100 new QA pairs. Both v1
and v2 follow standard training and test splits in
our experiments.

Backbones Across all encoders, those taking vi-
sual features as input adopt the Swin-v2-large archi-
tecture (Liu et al., 2022), while those taking audio
features as input adopt the HTS-AT architecture
(Chen et al., 2022). Specifically, the visual encoder
consists of 18 layers, while the audio encoder com-
prises six layers. Therefore, a cross-modal adapter
is introduced every three layers to handle inputs
from the two encoders. In addition, a single convo-
lution layer is utilized for dimension transformation
in cases where the dimensions do not match upon
inputting into the cross-modal adapters.

Training configurations During training, we em-
ploy the Adam optimizer (Kingma and Ba, 2015).
The training process for Amuse is divided into two
stages with distinct configurations: For the pretrain-
ing on sub-parts of Amuse, specifically the rhythm
and music source predictors, we use a learning
rate of 0.001. This stage exclusively utilizes the
rhythm and music source annotations to pretrain
these predictors. During finetuning the full pipeline
of Amuse, we begin with an initial learning rate of
0.0001; the learning rate is reduced by 50% every
5 epochs to ensure gradual convergence.

4.2 Overall Comparisons
Tab.2 and 3 present a comprehensive comparison
of various methods on the Music AVQA and Mu-
sic AVQA-v2 test set. The evaluation metric used
is accuracy. Questions are categorized into three
groups: audio-visual, audio, and visual, based on
their primary focus. Amuse demonstrates impres-
sive performance across all categories on both v1
and v2 datasets. Note that all experiments’ results
reported for Amuse are averaged over three runs.

Audio-Visual Question Answering. For the
question related to audio-visual joint modalities,
Amuse consistently exhibits significantly remark-
able performance, with the highest accuracy among
all baselines. Specifically, Amuse achieves an accu-
racy of 85.49% for audio-visual counting questions,
which leads to the current best baseline by at least
6.38% (Liu et al., 2023). Similar results can be
observed for temporal questions (at least +3.74%
against (Liu et al., 2023)) and the overall perfor-
mance (at least +2.33% against (Liu et al., 2023)).

Additionally, Fig.4 illustrates two instances
where our model effectively tackles audio-visual

temporal and counting questions, contrasting with
the shortcomings of state-of-the-art models LAV-
isH and DG-SCT. For the complex temporal ques-
tion (same musical instrument in the video shown at
the top), our model precisely identifies the temporal
sequence of the instrument sounds. Furthermore,
our model accurately provides the correct answer
for the counting question amidst noise (six instru-
ments playing in the video shown at the bottom).

Question Type: Audio-Visual Counting

Answer: five [DG-SCT] six [Ours] six [Ground Truth]
Question: How many types of musical instruments sound in the video?

Question Type: Audio-Visual Temporal

Answer: left [LAVisH] simultaneously [Ours] simultaneously [Ground Truth]
Question: Which ukulele makes the sound first?

Figure 4: Demonstration of audio-visual temporal and
counting QA. We show examples that our model cor-
rectly handles audio-visual temporal and counting ques-
tions, while SoTA models LAVisH and DG-SCT fail.

Audio Question Answering. For the ques-
tions specifically related to audio modality, Amuse
achieves competitive performance against SoTA
models, where our model ranks first/second across
all metrics on Music AVQA test set. Specifi-
cally, for counting questions, Amuse achieves an
accuracy of 84.61%, which is competitive against
the latest proposed method LAST-Att (Liu et al.,
2024). Moreover, for audio-comparative questions,
our model leads LAST-Att by remarkably 19.35%.
Similar observations can be concluded when com-
pared to other recently proposed models (Liu et al.,
2023; Lin et al., 2023; Duan et al., 2024).

In addition, our model achieves an average ac-
curacy of 83.58% in total, demonstrating its robust
performance in various audio-related tasks and its
effectiveness in handling audio-specific questions.
Similar findings can be observed for the Music
AVQA-v2. Amuse achieves an accuracy of 84.76%,
83.88%, and 84.34% for three categories, strongly
demonstrating its effectiveness by its best average
audio performance.

Video Question Answering. For the questions
specifically related to visual modality, Amuse con-
sistently demonstrates superior performance com-
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Methods
Audio-related QA Visual-related QA Audio&Visual-related QA

Avg
Count Comp Avg Count Local Avg Exist Count Local Comp Temp Avg

AVST (Li et al., 2022) 77.78 67.17 73.87 73.52 75.27 74.40 82.49 69.88 64.24 64.67 65.82 69.53 71.59
PSTP-Net (Li et al., 2023a) 73.97 65.59 70.90 77.15 77.36 77.26 76.18 73.23 71.80 71.19 69.00 72.57 73.52
LAVisH (Lin et al., 2023) 75.59 84.13 76.86 77.45 72.91 76.29 71.91 77.52 75.81 76.75 77.62 76.31 76.10
LSTTA (Liu et al., 2023) 81.75 82.04 81.90 81.82 82.23 82.03 83.46 79.11 78.23 78.02 79.32 79.63 81.19
DG-SCT (Duan et al., 2024) 83.27 64.56 76.34 81.57 82.57 82.08 81.61 72.84 65.91 64.22 67.48 70.56 74.62
LAST-Att (Liu et al., 2024) 85.71 63.10 - 83.86 83.09 - 76.47 76.20 68.91 65.60 66.75 - 75.45

Amuse (ours) 84.61 82.45 83.58 87.14 84.39 85.84 86.95 85.49 73.01 82.98 83.06 82.43 83.52

Table 2: Comparison with state-of-the-art methods on the Music AVQA (Li et al., 2022) test set. We report the
accuracy for Audio (Counting, Comparative), Visual (Counting, Location), and Audio-Visual (Existential, Counting,
Location, Comparative, Temporal) question types, along with the average accuracy for Audio, Visual, Audio-Visual,
and overall. Bold results indicate the best performance among all methods, while underlined results indicate the
second-best performance among all methods. Amuse results in all tables are averaged over three runs.

Methods
Audio-related QA Visual-related QA Audio&Visual-related QA

Avg
Count Comp Avg Count Local Avg Exist Count Local Comp Temp Avg

AVST (Li et al., 2022) 81.74 62.11 72.46 79.08 77.64 78.40 72.12 69.03 65.05 63.98 60.57 66.26 71.08
LAVisH (Lin et al., 2023) 84.36 58.57 72.17 83.25 81.46 82.40 73.26 73.45 65.64 64.26 60.82 67.75 72.34
DG-SCT (Duan et al., 2024) 83.66 62.47 73.64 82.05 82.97 82.48 83.43 72.70 64.65 64.78 67.34 70.38 74.08
LAST-Att (Liu et al., 2024) 86.03 62.52 - 84.12 84.01 - 76.21 75.23 68.91 65.60 60.60 - 75.44

Amuse (ours) 84.76 83.88 84.34 88.15 85.16 86.74 88.30 87.47 78.77 84.41 85.38 85.51 85.16

Table 3: Comparison with state-of-the-art methods on the Music AVQA-v2 (Liu et al., 2024) test set.

pared to other methods on Music AVQA test set.
For visual counting and location questions, Amuse
achieves an accuracy of 87.14% and 84.39%, out-
performing all other methods. Moreover, the aver-
age accuracy of Amuse is 85.84%, indicating its ef-
fectiveness in visual-specific tasks. Similar results
can be evidently observed for Music AVQA-v2,
where Amuse outperforms all related work under
all evaluation metrics.

Overall, as evidenced by Tab.2 and 3, Amuse con-
sistently surpasses other methods across various
question types and categories, demonstrating its ca-
pability in tackling the challenges presented by the
Music AVQA and Music AVQA-v2 datasets. With
its strong performance and high accuracy, Amuse
stands out as a promising solution for audio-visual
question-answering tasks for musical performance,
because of the effectiveness of our design: multi-
modal representations interactions (across audio,
visual, and question), aligning musical rhythm &
music source with temporal dimension, and high-
way for musical regions of interest.

4.3 Impacts of Each Musical Design

We conducted ablation studies to remove musical-
related modules from the Amuse framework and
assessed their impact, as shown in Tab.4. The de-
tailed analyses are as follows:

Multimodal interactive encoder performs a pri-
mary backbone When the multimodal interac-

tive encoder is removed from Amuse, the final pre-
dictions lack interactive multimodal features. This
ablation model shows performance drops across
all question types (Audio Avg: -20.92%, Visual
Avg: -32.58%, Audio-Visual Avg: -30.89%, Over-
all Avg: -28.79%), highlighting the essential role of
the multimodal interactive encoder in all tasks: the
interactive representation from early fusion forms
the foundation of Amuse.

Rhythm encoder learns audio-related musical
characteristics for better counting Excluding
the temporal rhythm modeling in Amuse removes
both the audio and visual rhythm encoders. This re-
sults in notable performance drops in audio-related
questions (Audio Counting: -1.40%, Audio Com-
parative: -2.28%, Audio Average: -1.81%) and a
noticeable decline in Audio-Visual Counting ques-
tions (-1.43%). These results indicate that the
rhythm encoders are crucial for solving both audio-
related and counting-related questions.

Music source encoder learns temporal musical
characteristics for final predictions Excluding
the temporal source modeling in Amuse removes
both the audio and visual music source encoders,
leading to noticeable performance drops in audio
questions (Audio Counting: -5.94%, Audio Aver-
age: -4.72%) and significant decreases in Audio-
Visual Temporal (-2.39%) and Audio-Visual Count-
ing questions (-5.55%). These results indicate that
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Methods
Audio-related QA Visual-related QA Audio&Visual-related QA

Avg
Count Comp Avg Count Local Avg Exist Count Local Comp Temp Avg

w/o M.i.e. 68.58 56.06 62.66 53.48 53.02 53.26 47.07 62.53 56.11 50.05 43.92 51.54 54.73
w/o Rhy. 83.21 80.17 81.77 76.95 85.08 80.79 86.28 84.06 72.52 83.47 83.59 84.08 82.72
w/o Src. 78.67 79.08 78.86 84.64 82.69 83.72 85.98 79.94 71.58 83.19 80.67 80.26 80.73
w/o RoIs 83.27 82.62 82.96 80.26 76.43 78.45 80.95 72.09 72.63 84.61 83.30 79.06 79.89

Amuse (ours) 84.61 82.45 83.58 87.14 84.39 85.84 86.95 85.49 73.01 82.98 83.06 82.43 83.52

Table 4: Ablation studies on the Music AVQA (Li et al., 2022) test set. w/o M.i.e. means without the multimodal
interactive encoder; w/o Rhy. means without the rhythm annotation module; w/o Src. means without the source
annotation module; w/o M. RoIs means without the highway for Music Regions of Interest (RoIs).

the music source encoders effectively learn music
source features and that aligning these sources with
the temporal dimension helps answer temporal-
related and counting-related questions.

Highway for musical RoIs helps visual tasks
Excluding the Music RoIs in Amuse, which re-
moves the YoloV8 feature encoder in our imple-
mentations, results in noticeable performance de-
clines in visual-related questions (Visual Avg: -
7.39%) and significant drops in Audio-Visual Ex-
istential (-6.00%) and Audio-Visual Counting (-
13.40%). This indicates that the YoloV8 music fea-
ture encoder effectively captures musical regions of
interest in video input, such as instruments, players,
and conductors, thereby enhancing performance in
visual-related question answering.

4.4 Quantify Importance of Each Music
Design to All Musical Tasks

MIE-V MIE-A Src-V Src-A Rhy-V Rhy-A RoI-V
Amuse Modules

Audio Count

Audio Comp

Visual Count

Visual Local

AV Exist
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AV Local

AV Comp

AV Temp
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Figure 5: Distribution of importance scores for different
modules (x-axis) in Amuse across various question types
(y-axis). Each score ranges from 0 to 1, indicating the
encoder significance as calculated by the attention layer
for each question type in Music AVQA dataset. Higher
scores reflect greater contributions to the final answers.
Our results are averaged over three separate runs.

We quantify the importance score of each mu-
sical module in Amuse to different types of ques-
tions, as Fig.5 demonstrated. When iterating Amuse
on each type of question, outputs from each sub-
module (visual and audio transformers of the mul-
timodal interactive encoder, temporal music source
encoder, and temporal rhythm encoder, as well as
the YoloV8 highway of musical RoIs) are com-
bined with the question representation as inputs
for the cross-modal attention layer. The calculated
results from the cross-modal attention layers reflect
the importance of each musical module’s output
concerning the semantics of the current question.

The visual transformers of the temporal source
and rhythm encoders have a relatively minor impact
on Amuse’s final inference outcomes. In contrast,
the YoloV8 music element highway significantly
contributes to the final predictions for visual ques-
tions, indicating that visual elements are critical
for accurate visual question answering. The tem-
poral source encoder’s audio transformer plays a
substantial role in temporal and audio-related ques-
tions, indicating that audio features are crucial for
handling questions that involve temporal dynamics
and sound. The multimodal interactive encoder,
comprising visual and audio transformers, is a fun-
damental module for Amuse, exerting the most sig-
nificant influence on its inference process. This
suggests integrating visual and audio information
is essential for the model’s overall performance.

These observations enhance the transparency
of Amuse’s prediction behavior concerning
multimodal-related questions, providing insights
into how different components contribute to the
model’s decision-making process. In conjunction
with the results described in §4.3, we obtain
similar results in two experiments focusing on the
modeling reasoning. Hence, Amuse demonstrates
a foundational capability in modeling reasoning
within AVQA, and its final feature mappings
exhibit approximate linearity.
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5 Conclusion

We introduce Amuse, the first framework specifi-
cally designed for Audio-Visual Question Answer-
ing in music. Amuse effectively addresses the main
challenges in this field: (i) the lack of early-stage
fusion for interconnected multimodal representa-
tion, (ii) the under-utilization of musical charac-
teristics along the temporal dimension, and (iii)
insufficient supervision for modeling rhythm and
sources. By overcoming these challenges, Amuse
provides valuable insights for future research on
musical performance and multimodal understand-
ing with continuous and dense audio.

6 Limitations

Although our approach succeeds on the Music
AVQA dataset v1 and v2, it may not directly gener-
alize to other types of tasks or datasets. The audio-
specific information we leveraged, represented by
rhythm and source in this task, may require rethink-
ing for different contexts. For instance, if the audio
does not involve musical instruments, the meth-
ods for extracting relevant audio-specific features
would need to be adapted. The categories used for
annotation depend on the specific dataset, and we
may need to develop self-supervised algorithms to
discover pertinent information in new datasets.

Moreover, the current framework’s use of de-
tailed and context-specific annotations highlights
a potential consideration in scalability and adapt-
ability to other non-music domains. Future work
can explore more generalized approaches and the
integration of self-supervised learning techniques
to enhance the model’s ability to adapt to diverse
datasets and tasks without extensive manual annota-
tions while considering sufficient multimodal repre-
sentation interaction and audio-specific semantics.
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