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Abstract

Emotion-cause pair extraction (ECPE) aims to
identify emotion clauses and their correspond-
ing cause clauses within a document. Tradi-
tional methods often rely on coarse-grained
clause-level annotations, which can overlook
valuable fine-grained clues. To address this
issue, we propose Multi-Granularity Clue
Learning (MGCL), a novel approach designed
to capture fine-grained emotion-cause clues
from a weakly-supervised perspective effi-
ciently. In MGCL, a teacher model is lever-
aged to give sub-clause clues without needing
fine-grained annotated labels and guides a stu-
dent model to identify clause-level emotion-
cause pairs. Furthermore, we explore domain-
invariant extra-clause clues under the teacher
model’s advice to enhance the learning process.
Experimental results on the benchmark dataset
demonstrate that our method achieves state-of-
the-art performance while offering improved
interpretability.

1 Introduction

Investigating the underlying causes behind emo-
tions is a promising research direction in sentiment
analysis. The task of Emotion-Cause Pair Extrac-
tion (ECPE) (Xia and Ding, 2019) involves extract-
ing all pairs of emotions and their corresponding
causes within a document. Compared to the Emo-
tion Cause Extraction (ECE) task first proposed
by Lee et al. (2010), ECPE is significantly more
challenging because the emotions in the document
do not need to be pre-annotated. In other words,
this task requires the simultaneous identification of
all potential pairs, presenting a new challenge for
document understanding capabilities.

Traditional ECPE methods can be categorized
into two paradigms: two-stage methods and end-
to-end methods. Xia and Ding (2019) proposed a
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: On the night of the 19th at 11 PM,

: Han called Wen to meet in front of

the store.  

: Wen mistook him for her boyfriend,

and went to the meeting.

: After they met,

: Wen felt surprised,

: but agreed to Han's suggestion
: to chat and walk in the park.

(a)

Is an emotion clause ?

Yes!

Is a cause clause
corresponding to ?

Yes!

(b)

Figure 1: An example: Figure 1a is an example doc-
ument from the ECPE corpus. The emotion clause is
underlined in red, and the cause clause is underlined
in blue. Similarly, the words in red are the keywords
about emotion, while the words in blue pertain to the
cause. Figure 1b illustrates an example of an ECPE task
decomposed into multiple turns using MRC. For ease of
reading, we have translated the example from Chinese
into English.

two-stage framework involving the individual pre-
diction of emotion and cause clauses, followed by
filtering out incorrect pairs. However, this method
introduces potential error propagation between
stages. To address this issue, subsequent studies
(Ding et al., 2020a,b; Wei et al., 2020) have inves-
tigated various end-to-end methods that directly
determine the causal relationship between clauses.
In contrast, the recent success of document-level
machine reading comprehension (MRC) methods
(Cheng et al., 2023; Zhou et al., 2022) suggests
that using powerful pre-trained language models
(PLMs) (Devlin et al., 2019) with appropriately
fine-tuning sub-tasks can enable two-stage frame-
works to achieve comparable performance. The sig-
nificant performance gap observed between tradi-
tional two-stage methods and MRC-based methods
remains unclear. We hypothesize that fine-tuning
tasks at the clause level may further impact the
performance of token-level encoders. Considering
these factors, we adopt the MRC framework in this
work.

Another significant research direction focuses
on encoding clause-level features, including intra-
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clause and inter-clause features. Recent works
(Xia and Ding, 2019; Ding et al., 2020a,b; Cheng
et al., 2023) utilize sequential encoders, such as Bi-
directional LSTM, to encode task-specific clause
features in narrative order. Following Wei et al.
(2020); Chen et al. (2020), Graph Convolutional
Network (GCN) (Kipf and Welling, 2017) and
Graph Attention Network (GAT) (Veličković et al.,
2018), have also been employed to capture features.
In addition, leveraging auxiliary tasks like Emotion
Clause Extraction (EE) and Cause Clause Extrac-
tion (CE) has been shown to enhance the trans-
fer of information from emotion/cause encoders to
their respective paired encoders. However, these
encoders primarily focus on intra-clause features,
while overlooking the inter-clause information. Liu
et al. (2022) argues that this imbalanced informa-
tion flow can lead to exposure issues among en-
coders. To address this, they constructed heteroge-
neous nodes with diversified edges (clause-clause,
clause-pair, and document-clause-pair) for better
inter-clause feature fusion. Despite these advance-
ments, current research lacks studies exploring un-
derlying fine-grained clues for identifying emo-
tions, causes, and pairs.

We propose a multi-granularity clue learning
(MGCL) method to address the aforementioned
challenges. As illustrated in Figure 1, we further
explore two types of fine-grained clues: sub-clause
clues and extra-clause clues. Sub-clause clues are
words or phrases directly related to the target task,
such as emotion words in EE or action/event trig-
gers in CE. While extra-clause clues, on the other
hand, are domain-variant linguistic hints not di-
rectly related to the task’s target and are often
overlooked in coarse-grained annotations. Com-
pared to inter-clause and intra-clause relationships,
the boundaries of multi-granularity clues are more
ambiguous and diverse. Intuitively, fully utilizing
these clues can significantly aid the ECPE task.
However, these fine-grained clues are not available
in traditional ECPE settings.

In order to utilize fine-grained clues without ex-
plicit annotations, we propose a cross-granularity
knowledge distillation method from a weakly-
supervised learning perspective. Using coarse-
grained annotations as supervision, an instance-
level multiple instance learning (MIL) (Amores,
2013) framework is employed to learn fine-grained
sub-clause clues. Importantly, this model can also
directly explain the relevance between tokens and
the target task. Even though explicit sub-clause

labels remain ambiguous, inspired by knowledge
distillation (KD) (Hinton et al., 2015), we use soft
logits learned by the teacher model to guide the stu-
dent model. Additionally, we use a clue-guided
masking strategy to leverage extra-clause clues.
Pseudo-examples are created by masking known
sub-clause clues to guide the model with consis-
tency alignment, even without explicit annotations.
As a result, the model can learn to leverage these
clues with only coarse-grained guidance and utilize
sub-clause clues to help incorporate extra-clause
features effectively.

Our contributions in this work can be summa-
rized as follows:

• We introduce a novel multi-granularity clue
learning (MGCL) to address the challenge
of effectively capturing and leveraging multi-
granularity clues in emotion-cause pair extrac-
tion.

• We develop a cross-grained knowledge dis-
tillation approach that enables the model to
learn fine-grained clues effectively under the
supervision of coarse-grained annotations.

• Experimental results on the benchmark
dataset demonstrate significant improvements
in ECPE performance by integrating sub-
clause and extra-clause features. Addition-
ally, fine-grained clues contribute to the inter-
pretability of the model, offering more trans-
parent insights into how emotions and their
causes are identified within documents.

2 Related Work

Multiple Instance Learning Multiple instance
learning (Amores, 2013) was widely applied in the
field of weakly supervised learning, including ap-
plications such as fine-grained sentiment analysis
(Angelidis and Lapata, 2018) and distantly super-
vised relation extraction (Mintz et al., 2009; Zeng
et al., 2015). Unlike traditional supervised learn-
ing, where each instance in the training data is indi-
vidually labeled, MIL organizes training data into
“bags”. Each bag contains a set of instances, and
only a single label is assigned to each bag. In this
work, the target sentences of any subtask are treated
as bags, where we only have access to their cor-
responding coarse-grained annotations. The fine-
grained sentence components, such as characters,
words, or phrases, are treated as instances within
these bags.
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Knowledge Distillation Knowledge distillation
(KD) was first proposed by Hinton et al. (2015)
to improve the performance of a student model
by leveraging the guidance of a teacher model.
Building on this idea, Chen et al. (2024) imple-
mented KD in the context of emotion-causal span
pair extraction in conversations. In their approach,
a teacher model predicted causal connective words
between utterances, guiding the student model
in identifying specific emotion labels and causal
spans. To reduce the high computational costs of
using a pre-trained teacher model, online knowl-
edge distillation (Zhang et al., 2018) allows all par-
ticipating models to learn from each other equally
in a one-stage training process. Drawing inspira-
tion from knowledge distillation and its variations,
our method can learn directly from logits rather
than explicit labels, thereby simplifying training
and enhancing efficiency.

3 Problem Formulation

Given a document D = (c1, c2, . . . , c|D|) con-
sisting of |D| clauses, where i-th clause ci =
(wi

1, w
i
2, . . . , w

i
|ci|) contains |ci| words, the goal of

ECPE is to extract all the emotion-cause pairs from
the document D:

P = {. . . , (cei , ccj), . . .} (1 ≤ i, j ≤ |D|) (1)

where cei is ci serving as a emotion clause, and ccj
represents the corresponding cause clause in the
pair.

Meanwhile, ECPE involves two auxiliary tasks:
clause extraction (EE) and cause clause extraction
(CE). A clause ci is an emotion clause if any pair
(cei , c

c
j) is established. This can be formally defined

as follows:

yei =

{
1, if

(
cei , c

c
j

)
∈ P

0, otherwise
(2)

where yei = 1 indicates that ci is an emotion clause.
The extraction of cause clauses can be defined sim-
ilarly:

ycj =

{
1, if

(
cei , c

c
j

)
∈ P

0, otherwise
(3)

4 Methodology

4.1 Two-stage MRC Framework
The architecture of the MRC framework is illus-
trated in Figure 2. In the first stage, emotion or

Task Prompt Template

PromptEE This is an emotion clause
PromptCE This is a clause emotion
PromptESCE The emotion clause ci is corre-

sponding to this cause clause
PromptCSEE The cause clause ci is correspond-

ing to this emotion clause

Table 1: Task specific prompts for MRC.

cause clauses from the document are detected in
a question-answering fashion with task-specific
pre-defined prompts. In the second stage, corre-
sponding cause clauses or emotion clauses are fur-
ther identified by emotion-specific or cause-specific
prompts. Finally, diverse inference strategies, such
as Rethink (Zhou et al., 2022) and Set Combina-
tion (Cheng et al., 2023), are used to give the final
answer predictions.

Task Prompt Design Following previous works
(Cheng et al., 2023; Zhou et al., 2022; Zheng
et al., 2022), different types of prompts corre-
sponding to the subtasks mentioned above are de-
signed to formalize the ECPE task to the MRC
task. As shown in Tab 1, four task prompts are
listed as follows: PromptEE is designed to ex-
tract all emotion clauses for Emotion Clause Ex-
traction (EE) task; PromptCE is designed to ex-
tract all cause clauses for Cause Clause Extraction
(CE) task; PromptESCE is designed to extract
all cause clauses corresponding to clause ci for
Emotion-Specific Cause Clause Extraction(CSEC)
task; PromptCSEE is designed to extract all emo-
tion clauses corresponding to clause ci for Cause-
Specific Emotion Clause Extraction(CSEC) task.

Formally, given the task-specific pre-defined
prompt Prompt∗ as query and linearized docu-
ment x as context. The input sentence of the en-
coder can be denoted as:

x∗ = [CLS] Prompt∗ [SEP] x (4)

where “[CLS]” and “[SEP]” are special to-
kens used in Devlin et al. (2019); ∗ ∈
{EE,CE,ESCE,CSEE}; and x is a linearized
text constructed by joining clauses in the document
D by separation token:

x = {xq1, xq2, . . . , xq|c1|, [SEP], x11, x
1
2,

. . . , [SEP], x|D|
1 , x

|D|
2 , . . . , x

|D|
|c|D||}

(5)
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Text Encoder

Clause Encoder

Clue-Guided Masking Strategy

FC

AvgPooling

Student

Text Encoder

Input Tokens:

Input Token

Masked Token

FC

AvgPooling

Teacher

Select Op

Figure 2: The overall architecture of the MGCL. Firstly, the text encoder generates representations of each token.
These representations of tokens are then fed into the teacher and student models, which focus on coarse-grained
and fine-grained clues respectively, to complete the ECPE task. Specifically, the representations are organized
into corresponding clause groups by Select Op and then transformed into clause representations using AvgPooling
at different stages. The models can learn from each other with KD. Simultaneously, the teacher model assigns
importance scores to each token, which are used to mask the original input in the Clue-Guided Masking Strategy.
Then the masked input is fed back into the student model for consistency comparison. Notably, all sub-models share
learnable parameters.

where xqj is is the j-th token of the query; xij is the
j-th token of the i-th clause in the document D.

Document Encoder To capture such a “word-
clause-document” structure, prior research has in-
troduced various methods. In this work, we utilize
a pre-trained BERT (Devlin et al., 2019) as the text
encoder, which is adept at integrating representa-
tions at the word level:

H = TextEncoder(D′)

= {h[CLS], h
q
1, h

q
2, . . . , h

q
|q|, h[SEP], h

1
1,

h12, . . . , h[SEP], h
|D|
1 , h

|D|
2 , . . . , h

|D|
|c|D||}

(6)

where H ∈ R|D′|×d and d denotes the hidden size
of the encoder; hqj is the hidden representation of
the j-th token in the query; and hij denotes the
hidden representation of token xij .

Then an average pooling is applied to the rep-
resentations of tokens except for the [CLS] and
[SEP] in each clause as the representations hP∗ of

clauses:

HP = AvgPooling(H)

= {hPq , hPc1 , hPc2 , . . . , hPc|D|}
(7)

where HP ∈ R(|D|+1)×d and hPq signifies the
query’s representation; And hPci corresponds to the
representation of the clause ci.

Following previous works, a clause encoder is
introduced to further fuse clause-level contextual
information within the document. This can be
achieved through various mechanisms such as Bi-
LSTM (Xia and Ding, 2019; Ding et al., 2020a;
Cheng et al., 2023), GCN (Chen et al., 2020; Wei
et al., 2020; Liu et al., 2022), and its variants (Wei
et al., 2020; Zhou et al., 2022). The document can
be represented as follows:

HC = ClauseEncoder(HP )

= {hCq , hCc1 , hCc2 , . . . , hCc|D|}
(8)

where HC ∈ R(|D|+1)×d. Specifically, hCq signifies
the query’s representation; And hCci corresponds to
the representation of the clause ci.
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Answer Prediction After obtaining the output
representations of the last encoder layer, we con-
catenate the representation of their corresponding
task-specific query and i-th clause together, and
then feed them into a fully connected (FC) layer
for the final prediction:

ŷ∗i = W T [hCq ;h
C
ci ] + b (9)

where W ∈ R2×d and b ∈ R2 are learnable pa-
rameters; [·; ·] is concatenation; and ŷ∗i denotes the
logit for the task ∗.

Optimization The predicted probability pi can
be obtained by applying the softmax function to
the logits ŷi. The cross-entropy loss for the task ∗
can be formulated as follows:

L∗
CE = −

|D|∑

i=1

ŷ∗i log pi (10)

Inference For simplification purposes, the proba-
bility of each candidate task-specific answer can be
defined as P (cei ), P (cci ), P (ccj | cei ) and P (cej | cci )
for EE, CE, ESCE and CSEE respectively. If
P (·) > 0.5, the result is adopted. In this paper,
we follow the rethink setting (Zhou et al., 2022),
as it achieves the best results across all settings
(Cheng et al., 2023; Zhou et al., 2022) in our exper-
iments. In Rethink setting, the probability of the
Emotion-Cause direction results (P (cei )P (ccj | cei ))
is adjusted by a weight factor γ(= 0.7) if they are
not adopted by CSEE task. And the adjusted prob-
ability is given by P (cei , c

c
j) = γP (cei )P (ccj | cei ).

4.2 Multi-Granularity Clue Learning

To address the limitations of previous studies that
relied solely on coarse-grained annotations as learn-
ing targets, we propose two additional types of
fine-grained clues to improve learning.

Sub-Clause Clue This kind of clues provide fine-
grained information about the role of a clause. For
example, an emotion word can directly identify a
clause as an emotion clause or a predicate can trig-
ger an emotional response within a clause. Com-
pared to clause-level annotations, the granularity of
these clues is finer and can be in the form of tokens,
phrases, or entire sub-clauses. However, for com-
putational efficiency and practical implementation,
we only focus on tokens in this paper.

Extra-Clause Clue In daily communication, we
often don’t need explicit evidence to identify the
role of the clause. One way to do this is by looking
at conjunctions and prepositions, which indicate
the discourse information between clauses. Some-
times, clues may not appear directly within the
target clause but can give hints about the role of
the target clause from its surroundings. They can
serve as supplementary components that suggest
the presence of useful clues elsewhere in the text.
For example, in the clause “Wen felt surprised”,
the word "felt" itself isn’t an explicit emotional
clue, but it indicates that emotional expression will
come next. Therefore, this kind of clue is domain-
invariant to emotion words.

We argue that these clues express clause relation-
ships either directly or indirectly and can signifi-
cantly assist in performing the ECPE task. How-
ever, previous works have not effectively utilized
these fine-grained clues, partly due to the increased
annotation cost associated with such detailed label-
ing. Therefore, exploring how to leverage these
clues in the absence of explicit annotations remains
a critical area of research. We will discuss this
further in the next chapter.

4.3 Cross-Grained Knowledge Distillation

While we can’t provide explicit fine-grained clues
directly for supervision with clause-level annota-
tions, inspired by MIL, we can obtain weakly su-
pervised signals from coarse-grained annotations.
By using knowledge distillation, these soft signals
can be utilized to teach the model to leverage fine-
grained clues effectively.

Teacher Model As illustrated in Figure 2, our
approach differs from previous knowledge distilla-
tion methods in that it entails sharing all trainable
parameters between the teacher and student mod-
els while utilizing different structures from each
other. The teacher model treats each representation
of each token as an instance and performs aver-
age pooling operations to aggregate the logit of all
tokens within a clause:

ŷTi =
1

|ci|

|ci|∑

j

ŷTi,j =
1

|ci|

|ci|∑

j

W T [hCq ;h
i
j ] + b

(11)
Based on our experience, this design helps stu-

dents and teachers share general knowledge, while
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maintaining differences across various granulari-
ties.

From Coarse to Fine Unlike mainstream KD
approaches, explicit annotations for the aforemen-
tioned fine-grained clues are not available in our
setting. Therefore, we employ a MIL approach
to obtain pseudo-labels related to sub-clause clues
in a weakly supervised manner. By distilling this
soft-logit knowledge into the clause-level task, our
method allows the model to effectively utilize these
fine-grained clues, even when only coarse-grained
labels are available. The process of transferring
soft-logit knowledge at the instance level from the
teacher to the student can be defined as follows:

LT→S
distill = KL(σ(ŷTi )∥σ(ŷi)) (12)

where KL(·∥·) stands for the KL divergence (Hin-
ton et al., 2015); σ(·) is the softmax function with
a temperature hyper-parameter t that softens the
probability distributions:

σ(xi) =
exp(xi/t)∑
j exp(xj/t)

(13)

Inspired by Ji et al. (2021), the teacher can en-
hance itself through the diverse feedback from the
student. Therefore, we transfer the knowledge from
an additional direction LS→T

distill and the final distilla-
tion loss can be defined as follows:

Ldistill = 0.5 ∗ (LT→S
distill + LS→T

distill ) (14)

Clue-guided Consistency Alignment Extra-
clause clues provide indirect evidence for solving
the task, allowing the determination of clause roles
without relying on explicit clues. In other words,
it is possible to determine the role without direct
evidence, such as emotion words or predicate trig-
gers. To improve the ability to utilize this kind of
clues, we propose a clue-guided masking strategy
to transform it into a consistency alignment task.

The text is firstly corrupted based on the guid-
ance provided by the teacher model, with each cor-
rupted token being replaced by a single “[MASK]”
token. Specifically, the corrupted token is deter-
mined if teacher’s confidence σ(ŷTi,j) > α on the
target token xij . The student model then predicts
the role of the corrupted clause, which should be
consistent with the original text. To avoid overfit-
ting on “[MASK]” tokens, we also apply a stan-
dard random masking strategy described in Devlin

et al. (2019). Input tokens are randomly masked
by a probability β. Formally, let xcorrupt be the
corrupted text and ŷCi be the logits of the final pre-
diction depending on xcorrupt, we can define the
consistent constraint as follows:

Lconsistent =0.5 ∗ (KL(σ(ŷCi )∥σ(ŷTi ))
+KL(σ(ŷTi )∥σ(ŷCi )))

(15)

In summary, the above steps incorporate multi-
granularity clue learning to include sub-clause and
extra-clause level clues, as well as cross-grained
knowledge distillation to use these clues without
explicit annotations effectively. This approach
greatly improves the model’s performance and in-
terpretability in ECPE.

4.4 Training Objective
The overall loss of our proposed MGCL framework
is given as:

L = LCE + Ldistill + Lconsistent (16)

where LCE represents the sum of cross-entropy
losses for all tasks on different sub-models.

5 Experiments

5.1 Experimental Setup
Datasets In the paper, we conduct experiments
on the benchmark dataset (Xia and Ding, 2019),
which is constructed based on a public Chinese
emotion corpus (Gui et al., 2016) from the SINA
city news. The dataset contains 1,945 documents
and 28,727 clauses. The number of candidate
clause pairs is 490,367 and the number of valid
emotion cause clause pairs is 2,167.

In the experiment, we use 10-fold cross-
validation. Following the setting used by Xia and
Ding (2019), we stochastically select 90% of the
data for training and the remaining 10% for testing.

Metrics Following Xia and Ding (2019), we
choose precision(P), recall(R), and F1-score(F1)
as evaluation metrics across all tasks.

Baselines We compare our method with recent
strong baselines, including: ECPE-2D (Ding et al.,
2020a), TransECPE (Fan et al., 2020), PairGCN
(Chen et al., 2020), RANKCP (Wei et al., 2020),
MM-R (Zhou et al., 2022), CD-MRC(Cheng et al.,
2023), PBJE (Liu et al., 2022), JCB (Feng et al.,
2023). Among them, MM-R and CD-MRC con-
vert ECPE to MRC task.
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Model
ECPE EE CE

P R F1 P R F1 P R F1

ECPE-2D 72.92 65.44 68.89 86.27 92.21 89.10 73.36 69.34 71.23
TransECPE 77.08 65.32 70.72 88.79 83.15 85.88 78.74 66.89 72.33
PairGCN 76.92 67.91 72.02 88.57 79.58 83.75 79.07 68.28 73.75
RANKCP† 71.19 76.30 73.60 91.23 89.99 90.57 74.61 77.88 76.15
PBJE 79.22 73.84 76.37 90.77 86.91 88.76 81.79 76.09 78.78
JCB 79.10 75.84 77.37 90.77 87.91 89.30 81.41 77.47 79.34
MM-R† 82.18 79.27 80.62 97.38 90.38 93.70 83.28 79.64 81.35
CD-MRC† 82.49 78.00 80.13 96.92 93.98 95.37 81.01 80.68 80.77

MGCL 75.83 79.09 77.36 88.49 90.94 89.66 78.57 80.64 79.53
MGCL† 83.41 80.13 81.66 97.94 91.57 94.62 84.26 80.61 82.32

Table 2: Experimental results of on ECPE benchmarks. The best result is marked in bold and the second-best
performance is underlined. † indicates that the model employs an emotion-filtering strategy with a sentiment
lexicon.

Implementation Details All implementations in
this paper are built on the top of PyTorch (Ansel
et al., 2024), Transformers (Wolf et al., 2020), and
PyG (Fey and Lenssen, 2019) on GeForce RTX
3090 GPUs. During training, we employed the
AdamW optimizer and a linear learning rate sched-
uler with a warm-up setting. We set the batch size
to 8 and the max epochs to 10 epochs. In addi-
tion, reported results are medians over 5 random
initializations (seeds) for a fair comparison. Fol-
lowing comparable baselines, the pre-trained BERT
is initialized with checkpoint “bert-base-Chinese”1.
Following previous works (Wei et al., 2020; Cheng
et al., 2023; Zhou et al., 2022), ANTUSD (Wang
and Ku, 2016) is used as the sentiment lexicon to
determine whether the clause contains any senti-
ment word. The hyper-parameters specified in sec-
tion 4.3 are assigned the values α = 0.5, β = 0.15,
and t = 5.

5.2 Main Result
Table 2 presents the experimental results across
three tasks: ECPE, EE, and CE. The overall re-
sults demonstrate the effectiveness of the proposed
MGCL compared to other baselines. MGCL shows
a significant improvement in the ECPE task due
to its ability to learn and utilize multi-granularity
clues. Although methods employing sentiment lex-
icons achieve higher performance in the EE task
due to incorporating external knowledge, they do
not maintain the same advantage in the CE task.
MGCL not only achieves the best performance on

1https://huggingface.co/google-bert/bert-base-chinese

the primary ECPE task but also shows significant
improvement in the CE task. This superior per-
formance is attributed to the model’s capability
to efficiently learn and leverage multi-granularity
clues. Importantly, this advantage is even more
pronounced for methods that do not use sentiment
lexicons. Owing to its ability to identify more po-
tential target clauses, MGCL significantly improves
recall across different tasks.

Compared to the most advanced method JCB,
our method has a slightly lower F1 score on ECPE
task. We argue that the frustration can be attributed
to the optional relative distance constraint setting
mentioned in Feng et al. (2023). It is worth not-
ing that our method is position-insensitive (Bao
et al., 2022), whereas Feng et al. (2023) has demon-
strated that JCB’s performance significantly drops
(77.31 → 75.09 on F1) without the constraint.
Similar observations have also been observed on
RankCP and PBJE.

5.3 Ablation Study
Ablation studies are conducted to verify the effec-
tiveness of MGCL. The results of the ablation study
are shown in Table 3.

w/o Sub-Clause Clue We block knowledge trans-
fer between the teacher and the student in this set-
ting. Relying solely on clue-guided consistency
alignment (Lconsistent), the performance is even
weaker than in the w/o Cross-Grained KD setting.
We argue that this phenomenon is related to the
diminished ability to utilize sub-clause clues in the
current setting. In other words, poor clue detection
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Model
ECPE EE CE

P R F1 P R F1 P R F1

MGCL 75.83 79.09 77.36 88.49 90.94 89.66 78.57 80.64 79.53
w/o Sub-Clause Clue 75.90 78.54 77.10 88.58 89.64 89.04 78.75 80.19 79.36
w/o Extra-Clause Clue 75.98 78.84 77.30 89.07 89.81 89.40 78.82 80.24 79.46
w/o Cross-Grained KD 76.00 78.25 77.03 89.49 89.58 89.50 78.89 79.75 79.25

Table 3: The results of the ablation study on the benchmark for the main task and auxiliary tasks.

Model
ECPE

P R F1

MGCL(BERT Only) 74.51 77.89 76.06
w/o Sub-Clause Clue 75.60 76.23 75.80
w/o Extra-Clause Clue 76.25 75.46 75.79
w/o Cross-Grained KD 75.52 76.03 75.68

BERT 74.65 77.42 75.94
BERT + GCN 73.35 79.87 76.36

Table 4: The results without clause encoder for ECPE.

leads to nearly random or even worse clue detection
results.

w/o Extra-Clause Clue In this setting, only sub-
clause clues (Ldistill) are utilized. The omission of
extra-clause clues leads to an expected drop in per-
formance, highlighting the importance of incorpo-
rating extra-clause clues for a more comprehensive
understanding of the text.

w/o Cross-Grained KD This setting removes
all cross-grained interaction (Ldistill and Lconsistent),
resulting in the framework degrading into multi-
task learning with MIL. Without multi-granularity
clues, the performance of Pair Extraction dramati-
cally drops.

In summary, the ablation study validates the ef-
fectiveness of the multi-granularity clues and cross-
grained knowledge distillation strategies employed
in the MGCL framework, confirming their impor-
tance in enhancing the performance of ECPE tasks.

5.4 Effective Encoder Learning
To verify the effect of taking into account fine-
grained clues in ECPE, we further conduct some
experiments in special settings. As shown in Ta-
ble 4, in the two most basic settings, BERT and
BERT + GCN, the performance achieved is quite
similar. In previous works, although the clause en-
coder has almost become a standard component,

Method Document

MIL . . . c2:Han called Wen to meet
in front of the store. c3:Wen
mistook him for her boyfriend,

and went to the meeting.
c4: After they met , c5: Wen felt

surprised . . .
MGCL . . . c2:Han called Wen to meet in

front of the store. c3:Wen mistook
him for her boyfriend , and went

to the meeting. c4: After they

met , c5: Wen felt surprised . . .

Table 5: Visualization of task-specific token probabil-
ity in MIL and MGCL. Red words indicate emotion,
blue words indicate cause. Deeper colors represent

higher probabilities.

the performance improvement it provides has not
been as significant as expected. We attribute this
to the insufficient training of the clause encoder.
By comparing different settings, we find that the
main performance boost of MGCL stems from im-
proving the task learning efficiency of the clause
encoder. As illustrated in Table 4, MGCL has little
impact on models without a clause encoder but sig-
nificantly improves the performance of models with
a clause encoder. The empirical evidence demon-
strates that MGCL greatly enhances the learning
capability of the clause encoder.

5.5 Case Study
We analyze an example selected from the bench-
mark corpus to demonstrate the effectiveness of
MGCL, which is shown in Table 5. In the example,
this document has a ground-truth emotion-cause
pair (c5, c3). Compared to the MIL method, MGCL
offers clearer boundaries for the clues, indicating
that the model is more confident in its judgments
and assigns lower probabilities to noise. Addition-
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ally, the clues identified by our method exhibit bet-
ter continuity and maintain semantic integrity. This
suggests that multi-granularity clue learning can
benefit the model in the ability to identify emotion
and cause. Unlike previous work, our approach is
the first to provide direct interpretability for predic-
tions by discovering fine-grained clues.

6 Conclusion

In this paper, we proposed a Multi-Granularity
Clue Learning (MGCL) method, which efficiently
captures multi-granularity emotion-cause clues.
From a weakly-supervised perspective, we intro-
duce cross-grained knowledge distillation to learn
fine-grained knowledge from coarse-grained anno-
tations. The remarkable performance on the bench-
mark corpus demonstrates fine-grained clues can
significantly assist in performing the ECPE task.

Limitations

Despite our progress, our work still has some limi-
tations:

Firstly, following previous works, we implement
MGCL within an MRC setting, which requires
at least two rounds to complete the whole infer-
ence. Each inference is relatively independent,
what means that even when performing the ECPE
task on the same document, these predictions re-
main unaware of each other. This lack of global
consideration during decision-making can result in
suboptimal outcomes.

Secondly, data imbalance still presents a sig-
nificant challenge to current works. Correct pair-
ings may constitute less than 1% of the total data,
and the imbalance is particularly problematic for
MRC-based methods. The imbalance exponen-
tially increases the number of available training
samples, causing valuable positive samples to be
overwhelmed by a vast number of negative sam-
ples.

Addressing these limitations is crucial for future
exploration. Developing methods that can consider
global context and dependencies between predic-
tions could improve the overall performance. Addi-
tionally, strategies to handle data imbalance more
effectively, such as advanced sampling techniques
or data augmentation, could enhance the robustness
and accuracy of the model.
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