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Abstract

Fine-grained image classification, especially in
zero-/few-shot scenarios, poses a considerable
challenge for vision-language models (VLMs)
like CLIP, which often struggle to differentiate
between semantically similar classes due to in-
sufficient supervision for fine-grained tasks. On
the other hand, Large Vision Language Models
(LVLMs) have demonstrated remarkable capa-
bilities in tasks like Visual Question Answering
(VQA) but remain underexplored in the context
of fine-grained image classification. This paper
presents Cascade VLM, a novel framework that
harnesses the complementary strengths of both
CLIP-like and LVLMs VLMs to tackle these
challenges. Using granular knowledge effec-
tively in LVLMs and integrating a cascading
approach, CascadeVLM dynamically allocates
samples using an entropy threshold, balancing
computational efficiency with classification ac-
curacy. Experiments on multiple fine-grained
datasets, particularly the Stanford Cars dataset,
show that Cascade VLM outperforms existing
models, achieving 92% accuracy. Our results
highlight the potential of combining VLM and
LVLM for robust, efficient and interpretable
fine-grained image classification, offering new
insights into their synergy.

1 Introduction

The landscape of vision language models (VLMs)
has evolved rapidly, with models such as
CLIP (Radford et al., 2021) demonstrating re-
markable zero- and few-shot classification capa-
bilities (Zhou et al., 2022b). However, despite
these advances, fine-grained image classification
remains a significant challenge, particularly when
distinguishing closely related subclasses (Ren et al.,
2023a). To address this, recent efforts have fo-
cused on improving CLIP’s fine-grained classifi-
cation performance through advanced prompt en-
gineering (Zhou et al., 2022b) and refinement of
pre-training supervision (Li et al., 2023b; Singh
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Figure 1: Distribution of true class rankings (top) and
accuracies with varying category reductions (bottom)
across datasets using QwenVL as the LVLM. The results
show positional bias and accuracy improvements with
fewer categories.

et al., 2023). Furthermore, Menon and Vondrick
(2022) introduced a method that uses GPT-3 to
generate detailed class descriptions to improve the
prompt context of CLIP. However, this approach
struggles with visually similar classes, as the gen-
erated descriptions are often too similar, limiting
its effectiveness in fine-grained classification tasks.

In this paper, we explore large vision-language
models (LVLMs) to further harness their vast world
knowledge for fine-grained classification. Our ini-
tial experiments involved directly querying LVLMs
to classify images across multiple categories. Al-
though the overall accuracy was low, a critical in-
sight emerged: when LVLMs made correct pre-
dictions, the correct category frequently appeared
early in the sequence of choices. Moreover, we
found that reducing the number of categories signif-
icantly improved accuracy, indicating that LVLMs
are susceptible to positional bias and face chal-
lenges with long-context modeling (Zhao et al.,
2023), as illustrated in Figure 1.

Building on these insights, we hypothesize that
CLIP and LVLMs have complementary strengths
for fine-grained classification tasks. Specifically,
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CLIP’s contrastive pre-training allows it to score
all possible categories for an image, which can be
used to optimally order the categories for LVLMs.
This transforms LVLMs’ positional bias into an ad-
vantage. Although CLIP’s top-1 accuracy may be
limited, its top-K accuracy is significantly higher,
offering a broader set of correct options. For exam-
ple, on the Flowers102 dataset, CLIP (ViT-B/32)
achieves a 68.7% top-1 accuracy, which increases
to 89.9% for top-10 accuracy. This characteristic
motivates our approach to integrating CLIP with
LVLMs to enhance classification performance.

We propose CascadeVLM, a novel framework
that combines the strengths of CLIP-like models
and LVLMs to achieve fine-grained image classi-
fication. The key innovation of CascadeVLM is
using CLIP-like models to filter and order class
options, thereby enabling LVLMs to perform more
effectively. Additionally, we leverage LVLMs’ in-
context learning (Dong et al., 2022) for few-shot
tasks, and introduce an entropy-based threshold
mechanism to improve inference efficiency by dy-
namically determining when to invoke LVLMs, al-
lowing for early exiting (Xin et al., 2020; Li et al.,
2021b).

Our zero- and few-shot experiments on various
fine-grained image datasets consistently demon-
strate that CascadeVLM outperforms standalone
models. For instance, CascadeVLM achieves
89.0% zero-shot and 92% few-shot accuracy on the
Stanford Cars dataset. On the challenging iNatural-
ist dataset, Cascade VLM, which utilizes advanced
CLIP-like models as a backbone in conjunction
with LVLMs, delivers superior performance.

Further analysis reveals that the primary perfor-
mance gains stem from resolving uncertain and
misclassified samples in CLIP predictions (§4.1).
Additionally, we explore the sensitivity of clas-
sification results to class order (§4.2) and ex-
amine the trade-offs between computational ef-
ficiency and performance with varying entropy
thresholds (§4.3).

In summary, the key contributions of this paper
are: (1) Demonstrating the potential of LVLMs for
fine-grained image classification. (2) Introducing
the CascadeVLM framework, which effectively in-
tegrates CLIP-like models and LVLMs for zero-
and few-shot fine-grained classification, providing
new insights into their synergistic potential.

2 Methodology
2.1 CLIP-based Candidate Selection

As a pivotal component of our Cascade VLM frame-
work, CLIP’s operational mechanism (Radford
et al., 2021) allows it to effectively discern po-
tential correct classes, making it an ideal choice
for the initial phase of candidate filtering from an
extensive array of class labels.

Specifically, the function fepp(z, ¢;) denotes
the score outputted by the CLIP model for a spe-
cific category ¢; when given an image z. Upon
acquiring raw scores from CLIP for each category
in the label set C, we employ a softmax function
to transform these scores into a probability distri-
bution, as delineated by:

exp(feur(z, ¢;))

P(ci | z) = >e;ec exp(feur(@, ¢j))

ey

The resulting probabilities could reflect the relative
confidence of the CLIP model in associating the
given image with each category within the context
of the entire set C.

Based on the probability computation P(c¢; | x)
specified in Equation 1, we extract and sort the
top-k categories from C' in descending order of
probability. This selection and sorting process, cru-
cial for the framework’s efficacy, is denoted as sypk.
Selecting the optimal %k, which ensures the correct
answer is included in the top-k options, involves a
straightforward validation process to identify the
point where the probability converges. This step
condenses the pool of candidate classes and ad-
dresses the sensitivity of LVLMs to the sequence
of categories. Our empirical results 3.2 affirm that
sorting based on probability significantly enhances
the predictive precision of LVLMs. The general-
ized representation of this procedure is as follows:

C* ={d,c5,....c,} = swpk(Plei | x),C),
)
where C* encapsulates the optimally sorted can-
didates, with ¢/, ¢ through to ¢, representing the
elements in descending order of their computed

probabilities.

2.2 LVLMs Prediction with Candidate Set

In this section, we seek to leverage large vision-
language models (LVLMs) in our CascadeVLM
framework. Capitalizing on a subset of candidates
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Figure 2: CascadeVLM commences with CLIP for initial image analysis and probabilistic categorization, integrating
an entropy threshold, 7, to balance efficiency and accuracy, culminating in LVLM’s adaptive classification.

pre-selected by CLIP, LVLMs overcome the chal-
lenge of extensive context and improve prediction
accuracy through adaptable zero-shot and few-shot
learning strategies tailored to data-sparse environ-
ments.

Zero-Shot Prediction Zero-shot learn-
ing (Socher et al., 2013) enables models to
predict unseen classes without specific training
examples, leveraging pre-existing knowledge from
broader contexts or related tasks. This method
is particularly beneficial in data-scarce scenarios,
which effectively infers new categories despite
limited training data.

In the CascadeVLM framework, zero-shot pre-
diction is executed after CLIP identifies the top — k
candidate classes. The LVLM then selects one
candidate, cx, as the final prediction. Here, we gen-
eralize the process of LVLM prediction as function
Jwv o, given the input image z and the top-k
candidate set C*:

¢ = fivim(z, C™). 3

The zero-shot prediction phase in our Cascade-
VLM framework highlights LVLMs’ proficiency
in utilizing pre-trained knowledge for unseen data
while adeptly managing contextual complexities.

Few-Shot Prediction In the Few-Shot Predic-
tion phase of our CascadeVLM framework, we
capitalize on LVLMs’ in-context learning (Brown
et al., 2020) ability, where additional relevant sam-
ples significantly enhance performance, allowing
LVLMs to deepen their understanding and improve
predictive accuracy.

In the integration of few-shot learning within
our cascade framework, we undertake a two-step
process for candidate categories set C'*:

Step 1: Context Generation: In this initial phase,
for each category ¢, in C*, we randomly select an
example image x, from the training dataset, and
design a prompt to contextualize the input image x
for the LVLMs. Here, each candidate class c; and
its corresponding example image x . are integrated
with the prompt template to create a contextual
basis. We denote this assemblage as F' in the sub-
sequent step. For instance, within the context of
the GPT4-V scenario, the contextual basis denoted
as I is formulated in Table 1.

<IMG: Ter>
Question: What is the class of the
image? Answer: ¢}

Table 1: Few-shot prompt used in our experiments.

Step 2 - Prediction with Contextual Information:
In this step, the context E, embedded with rich
contextual information is integrated with the input
image x and fed into the LVLMs. The final classi-
fication outcome denoted as ¢*, emerges from this
enriched inferential framework. The process can
be mathematically represented as:

C* = fLVLM(xa C*aE)v (4)

where fiyim represents the LVLM prediction
based on provided image x, the top-k candidate
set C* and the context set E.
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Dataset #of Class # of Test
Flowers102 102 818
StanfordCars 196 8,041
FGVC Aircraft 100 3,333
BirdSnap 500 2,444
iNat18 (iNaturalist 2018) 8,142 24,426

Table 2: Statistics of the evaluated fine-grained image
classification benchmarks.

2.3 Adaptive Entropy Threshold

In the CascadeVLM framework, we introduce an
adaptive entropy-based approach to enhance infer-
ence speed and reduce the computational load on
LVLMs. The entropy H (x) of the probability dis-
tribution, a measure of uncertainty, is calculated as
follows:

H(z)=— Y P(ci|z)log P(c; | z). (5

c;eC

This computation serves as a critical decision point.
For instance, with a single entropy threshold H,
samples with entropy below H are processed by
CLIP alone, while LVLM handles others. With
two thresholds, H; and Hs, samples with entropy
below H; are processed by CLIP, those between
H, and H> use the zero-shot method, and those
above H» use the few-shot method. This method
can be extended to apply different models based on
various entropy thresholds.

We use a data-driven approach to determine the
entropy threshold: (1) Pass the entire validation set
through CLIP and compute the entropy for each
sample. (2) Sort the entropy values in ascending
order. (3) Set the threshold based on the desired
percentage of samples to be processed by CLIP
alone. For example, to have 20% of samples pro-
cessed by CLIP, select the entropy value at the 20th
percentile. This ensures that the entropy thresh-
old is tailored to the specific characteristics of the
validation data, enhancing the efficiency of the Cas-
cadeVLM framework.

3 Experiments

3.1 Experimental Settings

Models For experimental evaluation, we em-
ployed various CLIP models in combination with
specific Large Vision-Language Models (LVLMs).
The experiments utilized one of the CLIP vari-
ants CLIP ViT-B/32, ViT-B/16, or ViT-L/14 along-
side QwenVL-Chat (Bai et al., 2023), Gemini-1.5-

Pro (Google, 2024) or GPT-4V (OpenAl, 2023)
as the LVLM. Additionally, we explore the frame-
work’s adaptability by integrating it with two ro-
bust CLIP-like models, MAWS-CLIP (Singh et al.,
2023) and OpenCLIP (Ilharco et al., 2021) (ViT-
G/14) pre-trained with Laion2B (Schuhmann et al.,
2022) as backbones on iNaturalist(2018) (Horn
et al., 2018).

Datasets We utilize a collection of datasets, each
offering unique characteristics and significance
for fine-grained image classification, as summa-
rized in Table 2. These datasets include Flow-
ers102 (Nilsback and Zisserman, 2008), Stanford-
Cars (Krause et al., 2013), FGVC Aircraft (Maji
et al., 2013), BirdSnap (Berg et al., 2014), and
iNaturalist(2018) (Horn et al., 2018), collectively
encompassing a wide range of categories.

3.2 Zero-shot Learning Results

Table 3 showcases the zero-shot prediction capabil-
ities of CascadeVLM. Remarkably, CascadeVLM
outperforms established methods such as CoOp,
CoCoOp, and POMP without requiring any train-
ing. Moreover, it is comparable to and often outper-
forms the more strongly supervised method FLIP.

Applying the Cascade VLM framework, we ob-
serve that sorting candidate classes before feeding
them to LVLM (Qwen Baseline vs. Qwen Cascade
k=all) significantly improves performance. Further
enhancement is achieved by limiting the number
of candidates to the top k£ (Qwen Cascade k=all,
Qwen Cascade k=k).

Additionally, we conducted experiments using
an adaptive cross-entropy threshold, setting an en-
tropy split point where LVLM processed 80% of
samples, and the remaining 20% were handled
solely by CLIP. This 20% threshold was a choice
to illustrate the approach’s feasibility, highlight-
ing that users can customize this value to balance
computational efficiency and performance.

3.3 Few-shot Learning Results

Our initial exploration assessed QwenVL’s capac-
ity for few-shot learning within fine-grained image
classification domains. However, it became appar-
ent that QwenVL struggled to utilize in-context
demonstrations and instructions in this setting.
Consequently, we focused on Gemini 1.5 Pro and
GPT-4V, anticipating better alignment with our
framework’s requirements.

Gemini 1.5 Pro significantly improved few-shot
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Model | Flowerl02  StanfordCars FGVC Aricraft ~ BirdSnap | Avg.
Supervised | 99.8(2021) 963 (2021)  954(2022)  90.1 (2020) | -

Qwen Baseline | 37.9 23.5 9.0 6.3 | 19.2
CLIP ViT-B/32 68.7 59.3 19.1 51.7 49.7
Qwen Cascade (CLIP ViT-B/32, k=all) 73.0 75.1 24.0 41.7 53.5
Qwen Cascade (CLIP ViT-B/32, k=k) 74.6, k=5 79.2, k=10 27.2, k=10 57.1, k=3 59.5
Qwen Cascade (CLIP ViT-B/32, k=k w/ entropy) 75.4, k=5 79.0, k=10 25.0, k=10 56.9, k=3 59.1
CoOp ViT-B/16 (Zhou et al., 2022b) 68.7 64.5 18.5 - -

CoCoOp ViT-B/16 (Zhou et al., 2022a) 71.9 65.3 22.9 - -

POMP ViT-B/16 (Ren et al., 2023b) 72.4 66.8 25.6 - -

CLIP ViT-B/16 73.0 64.4 24.5 52.5 53.6
Qwen Cascade (CLIP ViT-B/16, k=all) 70.7 74.9 27.4 394 53.1
Qwen Cascade (CLIP ViT-B/16, k=k) 73.3, k=3 79.1, k=10 30.8, k=10 574, k=3 60.2
Qwen Cascade (CLIP ViT-B/16, k=k w/ entropy) 73.7, k=3 79.1, k=10 29.6, k=10 57.4, k=3 60.0
FLIP ViT-L/14 (Li et al., 2023b) 75.0 90.7 29.1 63.0 64.5
CLIP ViT-L/14 81.3 76.2 30.9 62.2 62.7
Qwen Cascade (CLIP ViT-L/14, k=all) 76.2 79.4 31.6 443 57.9
Qwen Cascade (CLIP ViT-L/14, k=k) 78.5, k=3 85.6, k=10 37.1, k=5 63.5, k=3 66.2
Qwen Cascade (CLIP ViT-L/14, k=k w/ entropy) 78.7, k=3 85.6, k=10 36.8, k=5 64.2, k=3 66.3

Table 3: Zero-shot results comparison with different CLIP models as the backbone. The £ is selected based on the
validation set, and the entropy threshold allows 20% of samples to be handled solely by CLIP in each scenario.
CascadeVLM achieves the best overall performance across four benchmarks.

Model | Flower102  StanfordCars ~FGVC Aricraft  BirdSnap | Avg.
CLIP ViT-L/14 81.3 76.2 30.9 62.2 62.7
Gemini Baseline 77.1 80.9 57.2 44.1 64.6
Gemini Cascade (k=3, 0-shot) 84.6 87.0 514 69.4 73.1
Gemini Cascade (k=3, 1-shot) 88.9 90.3 54.5 78.2 78.0
Gemini Cascade (k=3, 1-shot, w/ entropy) 88.7 90.1 50.7 76.4 76.5
Gemini Cascade (k=5, 0-shot) 86.6 89.0 57.6 70.5 75.9
Gemini Cascade (k=5, 1-shot) 91.6 92.0 63.9 80.8 82.1
Gemini Cascade (k=5, 1-shot, w/ entropy) 91.5 91.8 594 79.1 80.5

Table 4: Few-shot learning results using Gemini-1.5-Pro as the LVLM. The performance improves when applying
the cascade framework in the zero-shot setting and further improves with the one-shot setting.

learning performance across various fine-grained
image classification datasets. As shown in Table 4,
we maintained the same k& value for both zero-shot
and few-shot settings to observe the improvements
better. The few-shot results consistently outper-
formed the zero-shot scenarios.

Further, we applied two entropy thresholds to ex-
plore the adaptive entropy threshold method. The
first threshold allowed 20% of samples, which
CLIP was most confident about, to be handled
solely by CLIP. Another 20% of harder samples
were processed using the zero-shot method, while
the remaining most difficult samples, with entropy
larger than the second threshold, were handled us-
ing the one-shot method. The choice of 20% was
arbitrary and serves as an illustration, with users
able to adjust these thresholds to balance efficiency
and performance. This stratified approach enabled

different strategies based on sample difficulty, sav-
ing time and cost while maintaining comparable
performance.

For the best result, Gemini Cascade with CLIP
ViT-L/14 (k=5, 1-shot) achieved the highest accu-
racy, such as 92.0% on StanfordCars. Moreover,
detailed results for GPT-4V, which further validate
the robustness of our approach, are provided in
Table 5 of Appendix B.

3.4 Performance Evaluation for iNaturalist

To rigorously evaluate the performance of our Cas-
cadeVLM framework on highly complex and fine-
grained tasks, we tested it on the INat18 dataset,
which comprises 8,142 classes for detailed image
classification. Due to the large number of classes,
we set k = 50 for cascading, where the probabil-
ity of the correct answer being within the top 50
options tends to converge.
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Figure 3: Performance on the challenging iNaturalist
dataset with different cascaded models.

As illustrated in Figure 3, the MAWS CLIP
model reached an accuracy of 20.8%, while Open-
CLIP ViT-G/14 only achieved 7.5%, demonstrat-
ing the considerable difficulty of this dataset for
vision-language models (VLMs). However, cascad-
ing with large vision-language models (LVLMs)
resulted in significant performance improvements.
Specifically, using OpenCLIP ViT-G/14 as the base
model, cascading with Gemini-1.5-pro raised the
accuracy to 17.4%, and with GPT-40, the accuracy
improved to 18.7%. Similarly, with MAWS CLIP
as the base model, cascading with Gemini-1.5-pro
increased the accuracy to 25.1%, and with GPT-4o,
it further increased to 29.4%.

These results clearly demonstrate the effective-
ness of the CascadeVLM framework in improving
performance across various VLM and LVLM com-
binations on this highly challenging dataset. Addi-
tional results, including experiments with GPT-4V,
are provided in Appendix B.

4 Analysis

In this section, we explore various aspects of Cas-
cadeVLM, highlighting the underlying reasons for
its enhanced performance, the trade-off of the en-
tropy threshold, and more. More investigations can
be found in the Appendix C.

4.1 Performance Gain Analysis

This analysis seeks to demonstrate why cascading
CLIP with an LVLM model leads to improved accu-
racy in classification tasks. Using the Flowers102
dataset as a case study, we assess the performance
of CLIP and the enhancement brought by LVLM.
The margin (Settles, 2009), i.e., the difference be-
tween the topl and top2 probability scores from
CLIP, serves as an indicator of the model’s certainty
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Figure 4: Comparative Analysis of ACC performance
between CLIP and GPT-4V across different intervals of
classification certainty. The left graph shows the ACC of
both models across varying levels of margin. The right
graph presents the ACC gap between the two models.
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Figure 5: Performance variation in the StanfordCars
dataset with varying entropy thresholds using CLIP-
ViT-L/14 for cascading, set at top-k=10. An increase in

entropy threshold results in decreased inference speed
and reduced accuracy.

about its prediction, where smaller margins suggest
greater ambiguity in the image classification.

We divide the range of margins into five inter-
vals, from O to 1, to analyze the effects systemati-
cally. The data reveals that GPT-4V, representing
LVLM, significantly outperforms CLIP with mar-
gins less than 0.4, where CLIP experiences con-
fusion. This is evident in the consistently high
ACC for GPT-4V in these instances. When the
margin exceeds 0.6, the ACC for CLIP improves,
indicating that the model is more confident and
accurate in its predictions, thus reducing the gap
in performance between CLIP and LVLM. The ac-
companying Figure 4 illustrates this trend, with
the ACC gap decreasing sharply as the margin in-
creases. This pattern suggests that while LVLM
provides a significant advantage in cases of high
ambiguity, the benefit tapers off as CLIP’s confi-

dence in its classifications rises.
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Figure 6: Iterative refinement process in CascadeVLM.
CLIP ranks all candidates with a 1-shot image as the
knowledge base. If LVLM determines the correct an-
swer is not within the top-k options, it iteratively re-
trieves additional top-k sets from the knowledge base.

4.2 Sensitivity of Option Orders

As delineated in Tables 3, we find, surprisingly,
that the arrangement of options provided by CLIP
plays a pivotal role in the efficacy of Language-
Vision Language Models (LVLMs). While it may
seem a minor detail to supply LVLMs with the
entire class set from CLIP, this procedure is signifi-
cantly impactful. For example, as shown in Table
3, presenting all classes in a random order to Qwen
results in an average accuracy of only 19.2%. Con-
versely, when the classes are organized according
to the probabilities assigned by CLIP, there is a
notable enhancement in performance. Specifically,
in the case where CLIP(ViT-L/14) cascades with
Qwen, offering a fully ordered class set, there is
a substantial accuracy increase of 38.7% across
various datasets.

4.3 Inference Efficiency Analysis

This section critically evaluates the efficacy of im-
plementing an entropy threshold within the Cas-
cadeVLM framework. To ensure clarity and sim-
plicity, we apply the entropy threshold exclusively
to the CLIP and zero-shot methods, using a 0.25-
step increment for the threshold. In this analy-
sis, no batch operation is applied, and each model,
QwenVL and CLIP, is deployed in a single V100
GPU environment. As illustrated in Figure 5, the
accuracy initially increases slightly but then de-
creases sharply as the entropy threshold is raised.
Meanwhile, the inference speed increases as fewer
samples pass through the LVLM. This result indi-
cates a direct correlation between increasing the
entropy threshold and heightened inference speed,
albeit at the cost of reduced accuracy.

4.4 TIterative Cascading with Self-Refinement

As LLMs excel in combining reasoning and action
for iterative learning and refinement (Yao et al.,
2023), we are motivated to explore the error correc-
tion and explainability capabilities within the Cas-
cadeVLM framework. We conducted experiments
on the FGVC Aircraft dataset with a small £ = 3,
where the CLIP’s top-3 accuracy was 62.1%, limit-
ing the CascadeVLM'’s few-shot accuracy to 54.5%.
Figure 6 illustrates the overall process, where a
knowledge base is constructed as in-context aug-
mentation for iterative retrieval (Lewis et al., 2021)
with the options sorted according to CLIP’s predic-
tion probability. The LVLM is then prompted to
provide reasoning for its selections and to return a
special result None, when it thinks that the top-k
options do not contain the correct candidate. This
step is performed iteratively until the LVLM stops
to ask for more candidates, i.e., increasing k itera-
tively via self-refinement.

Our results on the FGVC dataset show that the
LVLM (Gemini 1.5 Pro) asks for more candidates
in 520 samples out of 3.3k evaluated cases. The
iterative process successfully corrects predictions
in 302 cases, boosting the few-shot accuracy from
54.5% to 60.5%.

This demonstrates the effectiveness of the iter-
ative cascading approach in improving accuracy
through error correction and indicates that our Cas-
cadeVLM has great potential to harness the unique
capabilities of both VLMs.

4.5 Case Study

Our case study analysis examines four distinct sce-
narios in a £ = 3 setting using Cascading CLIP
ViT-L/14 and Gemini.

Case 1 presents a scenario where CLIP’s top-
1 prediction is incorrect, yet the ground truth
is within its top-3 predictions. Leveraging the
LVLM’s discernment, the correct answer is se-
lected.

Case 2 depicts a situation where, despite CLIP
including the correct answer in its top-3 predictions,
the LVLM fails to identify it correctly. This high-
lights potential areas for refinement in the LVLM’s
decision-making process.

Case 3 demonstrates a complete misalignment
where both CLIP and the LVLM fail to recognize
the correct class within the top-3 predictions, lead-
ing to a compounded error.

Case 4 shows that, even when CLIP’s top-3 pre-
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Figure 7: Three case studies demonstrating the cascade
process from CLIP predictions to LVLM refinement for
bird species classification.

dictions fail, the LVLM can identify the correct
answer based on its own knowledge.

These cases highlight the complexities of fine-
grained image classification and reaffirm the need
for integrated approaches like CascadeVLM to cap-
italize on the strengths of both CLIP and LVLMs.

5 Related Work

Vision Language Models Building vision lan-
guage models (VLMs) for understanding the multi-
modal world has been an active research area.
Pilot studies leverage pre-training concepts from
NLP (Devlin et al., 2019), learning shared represen-
tations across modalities from mixed visual and lan-
guage inputs (Li et al., 2019; Tan and Bansal, 2019;
Su et al., 2020; Chen et al., 2019; Li et al., 2020).
Among these, Radford et al. (2021) introduced
CLIP, a contrastive language-image pre-training
framework that employs language as supervision,
demonstrating potential for multi-modal tasks and
inspiring subsequent variants for improvement (Jia
et al., 2021; Li et al., 2022b, 2023b, 2021a, 2022a).
The evolution of large language models like Chat-
GPT (OpenAl, 2022) has motivated the develop-
ment of large vision language models (LVLMs),
combining powerful vision encoders like CLIP
with large language models such as LLaMa (Tou-
vron et al., 2023) and Vicuna (Chiang et al., 2023).
Achieved through large-scale modality alignment
training on image-text pairs (Alayrac et al., 2022;
Awadalla et al., 2023) and supervised fine-tuning
on multi-modal instruction tuning datasets (Liu
et al., 2023; Li et al., 2023a), resulting LVLMs
like GPT-4V (OpenAl, 2023), QwenVL (Bai et al.,
2023) and Gemini-1.5-pro (Google, 2024) exhibit
promising perceptual and cognitive abilities (Yang
et al., 2023) for engaging user queries.

Fine-grained Image Classification Fine-grained
image recognition, involving categorization into
subordinate classes within a broader category, such
as cars (Krause et al., 2013) and aircraft mod-
els (Maji et al., 2013), demands fine-grained feature
learning. Previous work explores diverse strate-
gies, including local-global interaction modules
with attention mechanisms (Fu et al., 2017; Zheng
et al., 2017), end-to-end feature encoding with spe-
cialized training objectives (Dubey et al., 2018;
Chang et al., 2020), and the incorporation of ex-
ternal knowledge bases or auxiliary datasets (Chen
et al., 2018; Xu et al., 2018). These approaches
offer potential enhancements similar to our CLIP
model, which we identify as a future exploration
for improved performance.

CLIP Enhancements for Fine-grained Image
Classification Recent studies have enhanced
the CLIP primarily via prompt engineering and
pre-training techniques. In prompt engineering,
CoOp (Zhou et al., 2022b) introduces an innova-
tive method by learning context words as continu-
ous vectors. Extending this idea, CoCoOp (Zhou
et al., 2022a) incorporates a lightweight neural net-
work to generate input-specific image tokens, fur-
ther improving model performance. POMP (Li
et al., 2023b) proposes pre-training a general soft
prompt on the ImageNet-21K dataset for univer-
sal visual tasks. Besides, Menon and Vondrick
(2022) instead employs GPT-4 to generate bet-
ter descriptive prompts for classification, enrich-
ing the prompting context for CLIP models. In
the realm of pre-training, MAWS (Singh et al.,
2023) combines Masked Autoencoder (MAE) pre-
training with weakly supervised learning, signifi-
cantly enhancing the learning efficacy. Similarly,
FLIP (Li et al., 2023b) increases prediction ac-
curacy by masking substantial portions of image
patches, facilitating processing more image-text
pairs within the same timeframe and boosting per-
formance across various tasks. Unlike previous
studies, our Cascade VLM explores the integration
of LVLMs for leveraging their world knowledge to
handle similar classes effectively.

6 Conclusion

In this paper, we propose CascadeVLM, harness-
ing the advantages of CLIP and LVLMs for fine-
grained image classification. By utilizing CLIP for
selecting the potential candidate class, LVLM can
make more accurate predictions for image classes
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with subtle differences. Experimental results on
four benchmarks demonstrate the effectiveness of
our proposed framework. Further extension to the
few-shot setups showcases the great potential of
the cascading framework to leverage the in-context
learning ability of LVLMs.
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Limitations

The efficacy of our CascadeVLM framework
hinges critically on the symbiotic interplay be-
tween the CLIP model and LVLMs. A key lim-
itation emerges when CLIP’s top-K accuracy is
insufficient, failing to encompass correct options
in LVLM’s narrowed candidate set, thereby limit-
ing the scope for enhanced accuracy. Moreover, if
CLIP outperforms the LVLM in fine-grained classi-
fication, incorporating an LVLM with relatively
inferior capabilities may inadvertently diminish
overall accuracy. These dynamics underscore the
imperative for meticulous selection and alignment
of models, ensuring each component’s strengths
are effectively leveraged within the cascade archi-
tecture.

The CascadeVLM framework mainly utilizes
the LVLM’s extensive familiarity and common
knowledge with the dataset. If lack of such knowl-
edge, the accuracy would not be good enough. But
we believe the integration of Agent or RAG ap-
proches (Lewis et al., 2020) may offer a solution
to this limitation. Besides, augmenting the context
for LVLM with additional information may also be
a fact to be explored. Besides the few-shot learning
we applied in experiments, we also tested sending
the CLIP’s prediction scores to LVLM. Unfortu-
nately, this led to a reduction in accuracy, with a
nearly 4% increase in erroneous predictions, at-
tributed to LVLM’s over-reliance on CLIP’s scores.
This highlights the need for a balanced approach to
information feeding within the cascade framework.
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Appendix
A Prompt Tuning of Qwen
A.1 Zero-shot Prompt Tunning of Qwen

We experimented with various prompt designs to
optimize Qwen’s performance in selecting the top-
k categories. Two representative prompt styles
were identified, each with distinct characteristics
and performance implications.

The first prompt style, while intuitive, occasion-
ally led to non-compliant responses. For example,
Qwen would select a flower name not listed in the
given options or use an alias instead of the specified
name. This approach yielded suboptimal results.

Subsequently, we adapted our prompts to align
more closely with the Qwen training data, where
the keyword "options" was prevalent. This adapta-
tion significantly improved compliance and accu-
racy in the model’s responses. Thus, for the overall
experiment, we use 'PROMPT2’. For GPT-4V, we
applied a similar prompt style but followed the API
requirement.

PROMPT 1:

Picture 1: <img>....jpg</img>
Please examine the flower image
and identify the most
suitable flower name
corresponding to the image
content from the list of
flower names below.
Remember to select only one
flower name from the list,
and respond with the
flower name ONLY. Available
flower names: [...]

PROMPT 2:

L A

Picture 1: <img>...jpg</img>
Question: What is the flower’s
name? Remember to select
only one flower name from
the options and respond
with the flower name only.
Options: [...]

Ll

PId

A.2 Few-Shot Prompt Tunning of Qwen

In the domain of few-shot learning, we conducted
experiments with QwenVL and observed chal-
lenges in its ability to utilize in-context demon-
strations and follow instructions effectively. Our
experimentation involved different prompt struc-
tures in the context of the CLIP-ViT B/32 model
with a top-£ = 10 setting on the Flower102 dataset.

The initial two prompts led to moderate success,
achieving an accuracy of approximately 50%. How-
ever, the implementation of the final prompt design
demonstrated a notable improvement, yielding an
accuracy close to 68%. This highlights the impact
of prompt design on the model’s ability to leverage
few-shot learning effectively.

To corroborate the versatility of our Cascade-
VLM framework, we conducted few-shot learn-
ing experiments with GPT-4V. These trials demon-
strated the framework’s adaptability across differ-
ent LVLMs, reinforcing its effectiveness in diverse
data-rich scenarios.

PROMPT 1:

<img>...jpg</img> Question: What
— 1is the flower name? Options
— : [...] Answer:

<img>...jpg</img> Question: What
<~ 1is the flower name? Options
— : [...] Answer:
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<img>...jpg</img> Question: What
— is the flower name? Options
— : [...] Answer:

<img>...jpg</img> Question: What
< is the flower name? Answer:
(%

PROMPT 2:

Picture 1: <img>...jpg</img>
< Question: What is the
— flower name? Options: [...]
— Answer:

Picture 2: <img>...jpg</img>
<~ Question: What is the
— flower name? Options: [...]
— Answer:

Picture 3: <img>...jpg</img>
— Question: What is the
— flower name? Options: [...]
— Answer:

Picture 4: <img>...jpg</img>
< Question: What is the
— flower name? Options: [...]
— Answer:

PROMPT 3:

Picture 1: <img>...jpg</img>
< Question: What is the
— flower name? Answer:

Picture 2: <img>...jpg</img>
<~ Question: What is the
— flower name? Answer:

Picture 3: <img>...jpg</img>
— Question: What is the
— flower name? Answer:

Picture 4: <img>...jpg</img>
<~ Question: What is the
— flower name? Options: [...]
— Answer:

PROMPT 4:
Picture 1: <img>...jpg</img>
— Answer:
Picture 2: <img>...jpg</img>
— Answer:
Picture 3: <img>...jpg</img>

— Answer:

Picture 4: <img>...jpg</img>
< Question: What is the

— flower name? Options: [...]
— Answer:

B Additioanl Experimental Results
B.1 Few-shot Experiments with GPT-4V

In Table 5, our experiments with GPT-4V were lim-
ited to a random subset of 200 samples per dataset
due to budget constraints. To ensure fairness in our
subset selection, we compare the subsample result
of CLIP ViT-L/14 and the baseline result of CLIP
ViT-L/14, demonstrating that our selection process
was fair and the difference is negligible.

In this experiment, we utilize top-k (k=5) for few-
shot experiments and yield even more pronounced
improvements in predictive accuracy. For instance,
with few-shot learning applied, the Flower102
dataset achieved an impressive 94.5% accuracy,
while the StanfordCars dataset attained 88.5%.
These results reaffirm the effectiveness of our cas-
cade framework and highlight its adaptability and
efficiency in leveraging few-shot learning for fine-
grained classification tasks.

B.2 Performance Evaluation for iNaturalist
and SUN397 with GPT-4V

Table 6, we explore the performance of cascad-
ing framework on challenging datasets iNatural-
ist(2018) (Horn et al., 2018) and SUN397 (Xiao
et al., 2010). We utilize MAWS and OpenCLIP
ViT-G/14 as VLM backbone, cascading with GPT-
4V as LVLM. Because of the budget limitation, we
explore 500 subsamples for each dataset. We ob-
serve that performance improves by applying the
cascade framework in each scenario.

C Analysis

C.1 Influence of candidate classes number k

In the analysis of the influence of the number of
candidate classes, k, on classification performance,
two distinct configurations of the CLIP model,
namely CLIP-ViT-B/16 and CLIP-ViT-L/14, as
well as the integration of CLIP ViT-B/32 with
Qwen in a cascade framework, have been explored.
The investigation reveals dataset-specific optimal
settings for k. Specifically, for the StanfordCars
and FGVC Aircraft datasets, peak performance is
observed at a top-10 setting across different config-
urations, with an interesting shift to top-5 for the
FGVC Aircraft dataset when using the ViT-L/14
model, highlighting an enhancement in baseline
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Model | Flower102  StanfordCars FGVC Aricraft ~ BirdSnap | Avg.
CLIP ViT-L/14 (baseline) | 81.3 76.2 30.9 622 | 627
CLIP ViT-L/14 (subsample) 82.0 75.0 30.0 60.5 61.9
GPT-4V Baseline (subsample) 67.5 74.0 61.5 46.0 62.3
GPT-4V Cascade (subsample, k=5) 86.5 85.5 56.0 62.0 72.5
GPT-4V Cascade (subsample, k=5) + 1-shot 94.5 88.5 63.0 72.5 79.7

Table 5: Few-shot learning results with GPT-4V as the LVLM. GPT-4V can better utilize the in-context demon-
strations to achieve superior results for fine-grained classification. The result of CasecadeVLM is superior overall

datasets.
Model | iNatl8  SUN397
MAWS-CLIP 20 71.0
MAWS-CLIP Cascade 26.8 75.4
OpenCLIP (ViT-G/14) 6.6 74.4
OpenCLIP (ViT-G/14) Cascade 11.8 77.6

Table 6: Zero-shot prediction result comparison with
MAWS and OpenCLIP ViT-G/14 as backbone, cascad-
ing GPT-4V.

performance. In contrast, the Flower102 and Bird-
Snap datasets exhibit optimal results at a top-3 set-
ting, with the Flower102 dataset showing a superior
accuracy with the CLIP-ViT-L/14 model, attributed
to its intrinsic fine-grained image classification ca-
pability. This suggests that the CLIP-ViT-L/14
model’s performance surpasses that of the Qwen
LVLM in specific cases. Furthermore, the valida-
tion performance across different datasets demon-
strates a dependency on the chosen value of &, indi-
cating a nuanced behavior where the intrinsic prop-
erties of each dataset may favor a different range of
candidate classes. This behavior underscores the
importance of tailoring the cascade framework’s
parameters to the specific dataset at hand to achieve
optimal performance, as evidenced by the gradual
improvement in accuracy with a narrower focus
in candidate classes for certain datasets, and a dis-
cernible peak before a decline in others, suggesting
a balance between too few and too many options is
crucial for maximizing classification accuracy.

C.2 Error Analysis

An error analysis was conducted on the BirdSnap
dataset using the cascade framework, which incor-
porates CLIP (ViT-L/14) for initial classification
and Qwen as the LVLM for refined categorization
with £ = 10, as shown in Figure 11. When en-
tropy is lower than the threshold, prediction is only
processed by CLIP, in this case, 148 misclassifi-
cations were noted (CLIP WRONG). Otherwise,
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Figure 8: Performance changes with varied k with CLIP-
ViT-B/32.
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Figure 9: Performance changes with varied k with CLIP-
ViT-B/16.

after the CLIP narrows down the options of classes,
the LVLM Qwen would do the final classification.
In this case, LVLM resulted in 812 misclassifica-
tions (LVLM Wrong), which further breaks down
into two categories: 212 instances where the cor-
rect option was not present in the top-10 candidates
given by CLIP(LVLM Wrong not in Options), and
600 instances where the correct option was present,
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Figure 10: Performance changes with varied k with
CLIP-ViT-L/14.
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Figure 11: Error analysis of the BirdSnap dataset with
an entropy threshold of 1.25 and top-k=10. The analy-
sis reveals that despite CLIP including correct options,
LVLM frequently misclassifies.

but the LVLM failed to identify it (LVLM Wrong
in Options).
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