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Abstract

Advances in automated essay scoring (AES)
have traditionally relied on labeled essays, re-
quiring tremendous cost and expertise for their
acquisition. Recently, large language models
(LLMs) have achieved great success in vari-
ous tasks, but their potential is less explored
in AES. In this paper, we show that our zero-
shot prompting framework, Multi Trait Spe-
cialization (MTS), elicits LLMs’ ample poten-
tial for essay scoring. In particular, we auto-
matically decompose writing proficiency into
distinct traits and generate scoring criteria for
each trait. Then, an LLM is prompted to ex-
tract trait scores from several conversational
rounds, each round scoring one of the traits
based on the scoring criteria. Finally, we de-
rive the overall score via trait averaging and
min-max scaling. Experimental results on two
benchmark datasets demonstrate that MTS con-
sistently outperforms straightforward prompt-
ing (Vanilla) in average QWK across all LLMs
and datasets, with maximum gains of 0.437 on
TOEFL11 and 0.355 on ASAP. Additionally,
with the help of MTS, the small-sized Llama2-
13b-chat substantially outperforms ChatGPT,
facilitating an effective deployment in real ap-
plications.

1 Introduction

Automated essay scoring (AES) aims at evaluating
and scoring essays with machine learning (Dikli,
2006). AES is a promising alternative to costly
and laborious human assessment, greatly resolving
rater fatigue and inter-rater inconsistency. AES
systems have been widely deployed in classroom
settings (Dikli and Bleyle, 2014) and high-stakes
tests such as TOEFL (Attali and Burstein, 2006).
Previous studies highly matched human rat-
ings via developing supervised models tailored
to a specific prompt (Yannakoudakis et al., 2011;
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Figure 1: Comparison of our MTS zero-shot prompting
framework and Vanilla baseline across different types
of LLMs and datasets, measured on average QWK.

Taghipour and Ng, 2016; Dong et al., 2017), as-
suming essays from the train and test sets belong to
the same prompt. However, prompt-specific mod-
els struggled when confronted with essays writ-
ten for unseen prompts (Jin et al., 2018; Cozma
et al., 2018). Hence AES is progressing towards re-
flecting more real-world scenarios, exemplified by
cross-prompt approaches (Cao et al., 2020; Jiang
et al., 2023b) which reinforce domain transferabil-
ity of the supervised models.

Recently, advances in large language models
(LLMs) (Brown et al., 2020; Ouyang et al., 2022;
OpenAl, 2023; Touvron et al., 2023) have led to a
paradigm shift in which LLMs excel across a wide
range of downstream tasks via zero-shot or few-
shot instructions (Yuan et al., 2023; Zhang et al.,
2023a). In many cases, careful prompt design plays
a crucial role in unlocking LLMs’ potential. For
instance, chain-of-thought (CoT) prompting (Wei
et al., 2022; Kojima et al., 2022) improves LLMs’
performance on complex reasoning benchmarks by
externalizing the reasoning process.

The development of LLM-based chatbots
aligned with human preferences (Ouyang et al.,
2022; Rafailov et al., 2023) has given rise to zero-
shot AES, allowing us to move beyond the cross-
prompt setting. However, leveraging LLMs for
zero-shot AES is less explored, in contrast to pro-
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liferating studies harnessing LLMs to serve as an
evaluation metric for machine-generated text (Chi-
ang and Lee, 2023; Zheng et al., 2023; Liu et al.,
2023). Initial works of zero-shot AES (Mizumoto
and Eguchi, 2023; Yancey et al., 2023) prompt
LLMs to assign the overall score within a single
step, which demonstrates suboptimal agreement
with human raters.

In this paper, we present MTS (Multi Trait
Specialization), a zero-shot prompting framework
to elicit essay scoring capabilities in LLMs, in-
spired by supervised models that explicitly predict
trait scores and improve the overall scoring (Ri-
dley et al., 2021; Kumar et al., 2022; Do et al.,
2023). In particular, we exploit ChatGPT (OpenAl,
2022) to decompose the writing quality into mul-
tiple traits and generate scoring criteria for each
trait. Next, an LLM engages in several rounds of
conversation, each round evaluating with respect to
one of the traits. During the conversation, the LLM
is instructed to retrieve quotes to provide faithful
evaluation on the essay, then assign a score based
on the given scoring criteria. Finally, the overall
score is derived by averaging and min-max scal-
ing the trait scores, in combination with the outlier
clipping mechanism.

We evaluate MTS on ASAP (Hamner et al.,
2012) and TOEFL11 (Blanchard et al., 2013) with
different LLMs, including ChatGPT, Llama 2 (Tou-
vron et al., 2023) and Mistral 7b (Jiang et al.,
2023a). We take the Vanilla approach as a primary
baseline which asks LLMs to produce rationales
followed by an overall score. As illustrated in Fig-
ure 1, MTS consistently outperforms Vanilla in
average Quadratic Weighted Kappa (QWK) across
all combinations of LLLMs and datasets, with maxi-
mum gains of 0.437 (0.025 — 0.462) on TOEFL11
and 0.355 (0.205 — 0.560) on ASAP. In addition,
the small-sized Llama2-13b-chat substantially sur-
passes ChatGPT with the help of MTS, enabling a
more effective deployment.

In essence, our contributions are as follows:

* Our framework is free from training as well as
labeling essays, which can be readily applied
to new essay prompts (domains).

* We automatically decompose the AES task
into more specific subtasks with respect to
diverse traits, thereby significantly boosting
the agreement with human raters.

* We utilize min-max scaling with outlier clip-

ping, effectively addressing LLMs’ scoring
bias and contributing to robust performance.

* MTS achieves promising results, largely ex-
ceeding Vanilla, also outperforming ChatGPT
with the small-sized Llama2-13b-chat.

Essay Prompt
Rubric Guidelines for Human Raters

Refer to the provided [Prompt] and [Rubric Guidelines] to
generate an essay scoring rubric divided into four primary
dimensions of writing quality. Adhere to the requirements of
[Prompt] and [Rubric Guidelines] when you determine the
four dimensions of writing quality. At each dimension, make
sure a brief description of the dimension is added before the
scoring criteria. The score scale of each dimension ranges
from 0 to 10, and the total score is 40.

Figure 2: Illustration of the prompt for multi trait de-
composition used for ASAP. The contents to be filled
are denoted in red. See Appendix A for the templates
used for ASAP and TOEFL11.

2 Method

We formalize the definition of zero-shot AES as
follows: Given a dataset consisting of unlabelled
essays D = {x(i)}ij\g, the goal is to output an
overall score (*) for every essay z(9) from a set of
predefined scores ) where gj(i) e ).

Multi trait specialization encourages LLMs to
assess the essay from diverse aspects of writing
quality. It consists of three steps: (1) decomposing
writing proficiency into multiple traits and gener-
ating scoring criteria; (2) assigning a trait-specific
score by step-by-step evaluation specialized to the
trait; (3) deriving the final score via trait aggrega-
tion and scaling. The overall architecture of MTS
is illustrated in Figure 3.

2.1 Multi Trait Decomposition

A straightforward way of zero-shot AES with LLM
would be asking it to score an essay in a single re-
sponse. Despite its simplicity, this approach cannot
guarantee that the LLM employs the same scoring
criteria across essays, leading to inconsistent eval-
uation. Moreover, scoring an essay should ideally
be based on a comprehensive analysis of various
dimensions of writing quality, while the LLM may
be overloaded to do so in a single response.

We address this issue by decomposing the writ-
ing proficiency into several key traits and defining
trait-specific scoring criteria which will be fixed
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Multi Trait Decomposition

[ Rubric Guidelines for Human Raters ]

¥

[ ChatGPT ]

[ Style and Language

[ Organization and Structure

[ Supporting Details and Evidence

Position and Thesis Clarity

Scoring Criteria:

- 0-2: The position is unclear or
absent. The thesis lacks a clear
stance or is entirely missing.

- 3-5: The position is somewhat
evident but lacks clarity or
specificity in the thesis
statement.

- 6-8: The position is clear,
though it may require further
specificity or nuance in the
thesis statement.

- 9-10: The position is crystal
clear, and the thesis statement
effectively communicates the
writer's stance with precision
and depth.

-/

Trait Specialization

) LLM

[ {{role prompt}}

[Prompt] {{prompt}} (end of [Prompt])

[Essay] {{essay}} (end of [Essay])

Q. List the quotations from the [Essay] that are
relevant to “{{trait}}” and evaluate whether
each quotation is well-written or not.

user

Sure! Here are the relevant quotations
from the essay related to “{{trait}}”
and my evaluation of their quality:

1. “The computer has revolutionized
many aspects of our lifestyle.” Well-
written. This sentence clearly states

>

[Scoring Rubric] {{scoring criteria}} (end of
[Scoring Rubric])

Q. Based on the [Scoring Rubric] and the
quotations you found, how would you rate the
“{{trait}}” of this essay?

Assign a score from 0 to 10 ...

A

user

Sure! Based on the [Scoring Rubric], I
would rate the “{{trait}}” of this
essay as follows:

Score: 6

Trait Aggregation and Scaling

_____________ -

l averaging l
trait scores

©} O ©}

outlier clipping

OQ ) ;10

0 10
—0—0—0—0—0—
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'
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Figure 3: The illustration of Multi Trait Specialization framework. The parts to be filled with specific contents are
substituted with comments between double curly braces and colored in red.

during the assessment (details in Section 2.2), con-
tributing to a consistent scoring behavior of LLM.
We automate this process via instructing ChatGPT
to condense the rubric guidelines used by human
raters into several key traits of writing quality and
generate scoring criteria for each trait, using the
prompt outlined in Figure 2. This procedure en-
sures isolating trait-specific scoring criteria from
rubric guidelines that mix multiple traits as a whole.
An example of the generation result is depicted in
the left part of Figure 3 (see Appendix B for more
results).

2.2 Trait Specialization

Prompt design plays a crucial role in unlocking the
emergent abilities of LLMs. One of the key find-
ings is that their reasoning ability benefits from sub-
problem decomposition of the complex promblem
(Zhou et al., 2022). We hypothesize that LLMs pro-
vide more reasonable assessment of essays when
specialized to perform step-by-step evaluation re-
stricted to one aspect of writing quality, inspiring
us to design the following steps of prompting (See
Appendix C.1 for the full template):

1. Trait-specific Conversation: For an essay, a
number of independent conversations are initi-
ated with each conversation specialized to one
of the traits. Within the conversation, LLM is

given a role prompt (i.e., system prompt) to
focus solely on evaluating the specific trait.

2. Quote Retrieval: Each conversation consists
of two turns. In the first turn, LLM is required
to retrieve quotes relevant to the trait and pro-
vide verbal evaluations for each quote.

3. Scoring: In the second turn, LLM is asked
to score the essay with respect to the trait,
referring to both the previous turn and the
given scoring criteria.

In Step 1, leveraging trait-specific conversations
not only simplifies the AES task as a form of sub-
problem decomposition but also prevents evalua-
tions on each trait from being influenced by the
other traits. In Step 2 and 3, the quote retrieval
task is followed by the main scoring task, as de-
picted in the middle part of Figure 3. The quote
retrieval task allows LLM to adhere to the details
of the essay and avoid producing generic evalua-
tion, whereas the scoring task transforms the verbal
evaluation into the score based on the predefined
scoring criteria.

2.3 Trait Aggregation and Scaling

Parsing the output of Section 2.2 yields trait scores

{g)j(l)}jvjl for an essay 2, where Ny represents

the number of predefined traits. The trait scores
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should be transformed to an overall score ¢ that
falls under the target score range which may vary
across different prompts (as in Table 1).

Based on the trait scores, we devise a simple
yet effective trait aggregation and scaling strategy.
First, the trait scores are aggregated by taking their
average, and the outliers among the averaged scores
are clipped using Q1 and Q3, i.e. the first and the
third quartiles of the averaged scores, that is, the

clipped score géQg is computed as follows:

. 1 N
gt(zlg)g = min(maX(NiT jz;g](‘l)yvmm)a 'Umaz) (1)

where v, = Q1 — 1.5(Q3 — Q1) and vy, =
Q3 + 1.5(Q3 — Q1). The value 1.5 here is com-
monly used for outlier detection (Seo, 2006). Next,
the clipped scores are mapped to the target range
[a, b] via min-max scaling:

(35 = Gmin) (0 — @)
Qmaa: - gmzn

where §min = min Qc(gg and gy = max g&@?g. In
KA A

g =a+ )

this way, the clipping alleviates the sensitivity of
min-max scaling to the outliers.

3 Experimental Settings

3.1 LLMs

To verify the effectiveness of our proposed method
is universal across LLMs, we choose different types
of LLMs which are not variants of one another:
ChatGPT, Llama 2 and Mistral 7b. In detail, we
use their instruction-tuned models which are gpt-
3.5-turbo-0613, Llama2-7b-chat, Llama2-13b-
chat and Mistral-7B-Instruct-v0.2. The temper-
ature is set to 0.1 for all LLMs and the repetition
penalty is set to 1.1 for all LLMs but ChatGPT.
Other hyperparameters for sampling follow the de-
faults. Experiments are run once with a fixed ran-
dom seed due to limits of computational resources.

3.2 Datasets and Evaluation Metric

We conduct experiments on two datasets, ASAP!
and TOEFL11. ASAP (Automated Student As-
sessment Prize) comprises 12,978 essays provided
by students spanning in grade level from 7 to 10.
The essays were written in response to 8 prompts
of varying genres and score ranges. TOEFL11

"https://www.kaggle.com/c/asap-aes/data

Dataset Prompt #Essay Genre AvgLen Range
1 1783 ARG 427 2-12
2 1800 ARG 432 1-6
3 1726 RES 124 0-3
4 1772 RES 106 0-3
ASAP 5 1805 RES 142 04
6 1800 RES 173 0-4
7 1569 NAR 206 0-30
8 723 NAR 725 0-60
1 1656 ARG 342 l/m/h
2 1562 ARG 361 1/m/h
3 1396 ARG 346 I/m/h
4 1509 ARG 340 l/m/h
TOEFLI11 5 1648 ARG 361 I/m/h
6 960 ARG 360 l/m/h
7 1686 ARG 339 1/m/h
8 1683 ARG 344 l/m/h

Table 1: Statistics of ASAP and TOEFL11. Genre:
ARG (argumentative), RES (source-dependent), NAR
(narrative). Avg Len: Average essay length in words.
Range: Score range (I/m/h for low/medium/high).

consists of 12,100 essays written by test takers of
TOEFL iBT which measures the academic English
proficiency of non-native English speakers. The
statistics of the two datasets are shown in Table 1.

For ASAP, 10% of the essays from each prompt
are randomly sampled for testing. There is no sig-
nificant difference in the average essay score be-
tween the sample and the population in all prompts
(Z-test, a = 0.05). For TOEFLI11 dataset, we
adopt the test split from the 2013 Native Language
Identification Shared Task (Tetreault et al., 2013),
which consists of 1,100 essays collected from 8
prompts.

We use Quadratic Weighted Kappa (QWK) to
measure the agreement between groundtruth scores
and predicted scores. QWK is commonly used
in AES research (Taghipour and Ng, 2016; Dong
et al., 2017; Cao et al., 2020; Xie et al., 2022).

3.3 Implementation Details

Scoring Criteria. As outlined in Section 2.1, Chat-
GPT generates scoring criteria based on the rubric
guidelines for human raters. For ASAP, we use the
dataset’s original rubric guidelines for each prompt.
For TOEFL11, we follow Mizumoto and Eguchi
(2023) and choose IELTS Task2 Writing Band De-
scriptor as the rubric guidelines instead of TOEFL
Independent Writing Rubrics since the former pro-
vides more fine-grained descriptions. Note that
each prompt in ASAP has a distinct scoring criteria
whereas all prompts in TOEFL11 share the same
scoring criteria.

Scoring Strategy. For ASAP, the predicted score
9 is rounded to integers. For TOEFLI11, 3 is
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https://www.kaggle.com/c/asap-aes/data

Dataset LLM Method P1 P2 P3 P4 P5 P6 P7 P8  Avg
ChatGPT Vanilla 0.032 0220 0476 0597 0479 0.637 0289 0527 0407
4 MTS 0138 0443 0502 0.611 0.662 0.668 0261 0.157 0.430
Llama2-7b-chat Vanilla 0.163 0468 0016 0000 0.117 0304 0.187 0.192 0.181
ASAP MTS 0371 0466 0504 0378 0.673 0.507 0.563 0.409 0.483
Llama- 13b-chat Vanilla 0.158 0.189 0.069 0004 0280 0393 0333 0213 0.205
e MTS 0591 0541 0552 0591 0.620 0.590 0483 0.511 0.560
Mistral7b-instruct Vanilla 0206 0512 0516 0587 0457 0.601 0.624 0304 0.483
15tral-fb-Instru MTS 0.545 0455 0.550 0.691 0540 0.657 0.672 0.289 0.550
Mizumoto and Eguchi (2023) 0.308 0.165 0.252 0.182 0.181 0.336 0318 0.318 0.258
ChatGPT Vanilla 0215 0240 0337 0332 0227 0306 0237 0306 0275
MTS 0495 0447 0.651 0595 0489 0.496 0500 0536 0.526
Mizumoto and Eguchi (2023) 0.009 0.047 0.085 0.140 0.133 0.027 0.032 0.023 0.062
Llama2-7b-chat Vanilla 0.000 -0.007 0.026 -0.006 0.041 0015 O0.111 0020 0025
MTS 0.545 0395 0540 0472 0497 0.388 0419 0437 0.462
TOEFL11
Mizumoto and Eguchi (2023)  0.125 0.132 0400 0.130 0462 0.176 0.113 0.123  0.208
Llama?2-13b-chat Vanilla 0.196 0.156 0285 0268 0.165 0329 0249 0257 0.238
MTS 0.580 0373 0703 0.557 0.612 0457 0.620 0.630 0.567
Mizumoto and Eguchi (2023) 0227 0218 0383 0350 0222 0.129 0.132 0.196 0.232
Mistral-7b-instruct Vanilla 0486 0259 0355 0344 0431 0456 0286 0.383 0375
MTS 0.637 0510 0.654 0587 0516 0.554 0.564 0.677 0.587

Table 2: Zero-shot evaluation results in QWK. P1-8 denotes Prompt 1-8. The best measures in each LLM are in
bold. Negative value indicates that the predictions are worse than random.
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Figure 4: Comparison between MTS (Mistral-7b-
instruct) and supervised SOTA (NPCR).

first scaled to [1, 5] (Blanchard et al., 2013), then
mapped to low/medium/high with respect to the
thresholds of 2.25 and 3.75.

3.4 Comparisons with Other Methods

We compare MTS against two LLLM-based zero-
shot baselines as well as a supervised SOTA model.
Rubric Scoring (Mizumoto and Eguchi, 2023) is a
zero-shot approach designed for TOEFL11 which
provides the LLM with human rubrics and asks it
to assign an overall score within the target range.
Vanilla is a zero-shot approach that asks the LLM
to assign an overall score within the target range
and provide rationales before the score to elicit CoT.
Requiring rationales has been shown to improve
zero-shot scoring performance on the CEFR scale
(Yancey et al., 2023). See Appendix C.2 for the
full template.

NPCR (Xie et al., 2022) is the state-of-the-art su-
pervised prompt-specific model which predicts the
score difference of two input essays based on pair-
wise ranking objective. For a valid comparison, we
re-implement NPCR to ensure it is evaluated on
the same test set as MTS. See Appendix D for the
training details.

4 Main Results

The zero-shot evaluation results are shown in Ta-
ble 2. Building upon asking the LLM to assign
a score, providing human rubrics (Mizumoto and
Eguchi, 2023) and requiring rationales (Vanilla)
yield similar average QWK on TOEFL11. MTS
not only leverages the scoring rubrics but also re-
trieves evidence in trait-specific manner, consis-
tently and significantly outperforming the base-
line(s) in average QWK across all LLMs, on both
datasets. In general, MTS achieves great perfor-
mance gains over the baselines for Llama 2 se-
ries and moderate gains for ChatGPT and Mistral-
7b-Instruct. For instance, MTS greatly improves
over Vanilla using Llama2-13b-chat, with gains
of 0.355 (0.205 — 0.560) on ASAP and 0.329
(0.238 — 0.567) on TOEFL11. This reassures
the importance of careful prompt design to elicit
LLM’s ample potential to perform AES. Moreover,
the superiority of MTS remains solid across diverse
settings of AES reflected in the datasets, including
variations in essay genre and the first language (L1)
backgrounds of the test takers.
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By comparing different LLMs, we observe that
Mistral-7b-instruct achieves the most competitive
performance under different prompting methods
overall, reaching average QWK of 0.550 on ASAP
and 0.587 on TOEFL11. Interestingly, ChatGPT
underperforms the small-sized Mistral-7b-Instruct
across all methods but Rubric Scoring, implying
that the model size might not be a decisive factor
in the performance. Nevertheless, the larger model
tends to perform better within the same model type,
evidenced by the comparison between Llama2-7b-
chat and Llama2-13b-chat.

In terms of the comparison with the supervised
SOTA, the gap in average QWK between MTS
and NPCR can be narrowed down to 0.171 on
TOEFL11 and 0.242 on ASAP using Mistral-7b-
instruct, as shown in Figure 4. This can be promis-
ing given that NPCR consumes approximately a
thousand labeled essays per prompt to reach the
SOTA. We expect further reduction in the gap with
more powerful LLMs.

5 Analysis

We conduct experiments to derive insights into the
success of MTS by analyzing each of the modules
in MTS.

5.1 Analysis of Multi Trait Decomposition

MTS requires LLMs to follow the predefined traits
and scoring criteria (i.e., the guidance), the quality
of which is important to elicit their potential. In this
section, we examine the effect of different guidance

generation methods.

ar

0.4-

/S

Pl P2 P3 P4 P5 P6 P7 P8 Avg.
prompt id

0.3-

O MTS O wi/o reference to rubric guidelines
O w/o scoring criteria generation (O w/o both

Figure 5: Ablation over (1) reference to rubric guide-
lines and (2) scoring criteria generation. The QWKs of
Llama2-13b-chat on ASAP are reported.

Role of Rubric Guideline and Scoring Criteria.
When decomposing the writing proficiency into
multiple traits, MTS (1) refers to rubric guidelines

designed by human raters, and (2) generates scor-
ing criteria along with each trait. We conduct abla-
tion study over both options to investigate impact
on the performance.

Figure 5 shows that the reference to the rubric
guidelines has negligible impact on the average
QWK. Yet skipping the reference leads to higher
standard deviation (0.044 — 0.066) of the QWKG,
indicating a fluctuating performance across the
prompts. Next, the average QWK drops greatly
after discarding the scoring criteria, both with and
without the reference to human standards. One
possible reason could be that the scoring criteria
regulates the LLMs’ behavior, encouraging them
to adhere to the predefined criteria for better con-
sistency.

UamaZrl3b—that

Scoring Criteria:

- 0-2 points: The writer’s structure is confusing,
disorganized, or absent.

- 3-5 points: The writer’s structure is somewhat clear
and organized, but may lack coherence and flow.

- 6-8 points: The writer’s structure is largely effective
0.54 - and easy to follow, with clear transitions between
sections.

0.52 - -9-10 points: The writer’s structure is highly effective
and engaging, with a clear introduction, well-developed
body paragraphs, and a satisfying conclusion.

[ chatcer

o
o
o~ Scoring Criteria:
$
<<

0.560
(+0.005) 0.550
0.56 - (:0.:012)

=
o 0.50- 0.484
(+0.021)

- 0-2: The essay lacks organization and structure,

0.46 - making it challenging to follow or understand.

- 3-5: Shows minimal organization but lacks a coherent
0.44 - structure or transitions.

- 6-8: Demonstrates satisfactory organization with some
0.42 - coherence, though transitions may be weak in
connecting ideas.

- 9-10: Strong organization with clear and smooth
transitions, presenting ideas logically and coherently.

g "
Llama2- Mistral-
13b-chat  7b-Instruct

g
Llama2-
7b-chat

(b) The scoring criteria for
"Organization and Structure"
generated by Llama2-13b-
chat and ChatGPT, respec-
tively.

self chatgpt

(a) Impact of the source
of the guidance on average
QWK.

Figure 6: Comparison of guidance (traits and scoring
criteria) generated by ChatGPT and LLM itself.

Leveraging ChatGPT for Guidance Generation.
MTS leverages ChatGPT to generate guidance for
all LL.Ms used for actual scoring. We assess the
significance of the guidance generated by Chat-
GPT over the one generated by the LLM itself.
Figure 6(a) shows that ChatGPT-generated guid-
ance slightly outperforms self-generated ones for
Llama2-7b-chat and Llama-13b-chat, whereas the
opposite holds for Mistral-7b-Instruct. Figure 6(b)
further reveals that both ChatGPT and Llama2-13b-
chat produce reasonable scoring criteria. Therefore,
while ChatGPT-generated guidance is readily ap-
plicable to various LLMs, it is still valid for the
LLMs to use the self-generated guidance instead.

5.2 Ablation Study of Trait Specialization

With the scoring guidance given, the structure of
Trait Specialization has evolved over Vanilla with
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Method P1 P2 P3 P4 P5 P6 P7 P8 Avg.
Vanilla 0.158 0.189 0.069 0.004 0.280 0.393 0.333 0.213 0.205
Scoring All Traits Sequentially 0.267 0.237 0354 0.280 0.292 0396 0.512 0.111 0.306
Scoring Each Trait Independently  0.489 0.487 0478 0467 0568 0549 0471 0430 0.492

+Quote Retrieval and Scoring  0.591 0.541 0.552 0.591 0.620 0.590 0.483 0.511 0.560

Table 3: Ablation study of Trait Specialization. The QWKSs of Llama2-13b-chat measured on ASAP are reported.
The best performance in each column is in bold. See Appendix C.3 and C.4 for the templates of 2nd and 3rd method.

a sequence of incremental improvements:
Scoring All Traits Sequentially. The LLM is re-
quired to read through the entire guidance and gen-
erate the evaluation-score pairs for all traits sequen-
tially in a single turn of a conversation. Trait scores
assigned in the fixed range of [0, 10] are aggregated
and scaled the same way as MTS.

Scoring Each Trait Independently. For each trait,
a new trait-specific conversation is initiated where
the LLLM reads through the guidance restricted to
the specific trait and generate the evaluation-score
pair for the trait in a single turn. Trait scores are
aggregated and scaled the same way as MTS.
Quote Retrieval and Scoring. On the basis of
scoring each trait independently, we divide each
conversation into two turns where the quote re-
trieval task precedes the scoring task, instead of
generating evaluation-score pair in a single turn.
This constitutes our proposed MTS.

Table 3 demonstrates that all of the above de-
sign choices have positive impact on the average
QWK. Building on Vanilla, we have considered
two ways of integrating the predefined guidance
into the conversation: scoring all traits sequentially
and scoring each trait independently. While both
methods are beneficial, independently scoring each
trait proves to be much more effective, ensuring
the evaluation on one trait is not influenced by the
other traits. In addition, quote retrieval and scoring
further enhances performance on all prompts, high-
lighting the importance of an in-depth analysis of
the essay’s content prior to assigning the score.

A characteristic these three strategies share in
common is to decompose a complex problem of
assigning an overall score into simpler subproblems
and more specific tasks. We observe that this idea
succeeds in zero-shot AES, in addition to complex
reasoning tasks (Zhou et al., 2022).

5.3 Analysis of Trait Aggregation and Scaling

Merit of Diversified Assessment. MTS averages
multiple trait scores {gjj(.l) };V:TI and scales the aver-

aged scores to the target score range. We examine
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Figure 7: QWK under different numbers of traits, aver-
aged over 8 prompts. n-trait denotes further averaging
the performance over all combinations ((i)) of n traits.

| ASAP | TOEFL11
| ¢ L7 L3 M7 | C L7 L3 M

0455 0.189 0303 0.522 | 0463 0.164 0.196 0.496
0430 0484 0.560 0.550 | 0.526 0.462 0.567 0.587

Vanilla+
MTS

Table 4: Average QWK of the overall (Vanilla+) and
diversified (MTS) assessment. C: ChatGPT; L7/13:
Llama2-7/13b-chat; M7: Mistral-7b-instruct. Best
QWK in each column is in bold.

whether aggregating more trait scores improves per-
formance by selecting all subsets of the original
four traits with varying cardinality of n € {2,3,4}
and evaluating the average QWK for each cardi-
nality, as shown in Figure 7. We observe a clear
tendency where a higher number of traits leads to el-
evated performance, suggesting that different traits
are complementary to each other. In other words,
MTS takes advantages of diversified assessment of
writing proficiency.

To further inspect if diversified scoring brings
more benefit than the overall evaluation, we con-
sider a new baseline called Vanilla+ which predicts
the overall score in the same range as MTS (from
0 to 10) and applies the same scaling method as
MTS?. As shown in Table 4, the average of trait
scores leads to better estimates of the writing qual-
ity than the overall score in most cases.

%Since the overall scores given by Vanilla+ lack diversity,
applying outlier clipping may result in all scores being clipped
to a single value for some prompts, in which case we set their
QWKs to zero.
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| ASAP | TOEFL11
| ¢ L7 L3 M7 | C L7 L3 M

fixed 0.350 0.254 0477 0520 | 0357 0.071 0445 0.385
minmax 0405 0477 0553 0.529 | 0.526 0.438 0420 0.499
+clipping | 0430 0.484 0.560 0.550 | 0.526 0.462 0.567 0.587

Table 5: Average QWK under different scaling methods.
clipping: outlier clipping. Best QWK in each column
is in bold.

groundtruth
fixed

minmax

minmax + outlier_clippin:

0 1 2 3 4
y_pred

Figure 8: Distributions (KDE) of ¢, estimated on ASAP
Prompt 5 using Llama2-7b-chat.

Significance of Min-max Scaling and Qutlier
Clipping. We conduct a comparative analysis of
various scaling methods. We consider a simple
baseline of fixed scaling where 4, and 9mae
are fixed to 0 and 10 during min-max scaling. As
shown in Table 5, fixed scaling mostly fails, espe-
cially with Llama2-7b-chat showing significantly
degraded performance. Conversely, min-max scal-
ing greatly outperforms fixed scaling in average
QWK for most cases, and clipping outliers further
brings consistent and sometimes crucial improve-
ments over min-max scaling.

Figure 8 shows Kernel Density Estimation
(KDE) of ¢, providing insights into how the scaling
mechanism of MTS works: (1) The LLM displays
a bias toward predicting within a specific and con-
centrated interval, as shown in fixed scaling; (2)
Min-max scaling effectively addresses the scoring
bias by spreading its predictions across the target
score range; (3) Outlier clipping further alleviates
the distortion of the distribution caused by the out-
liers, contributing to robust performance.

6 Related Work

Automated Essay Scoring. Discovering essay
representation discriminative of writing qualities
has been a major concern in AES. Early works
had explored extracting hand-crafted linguistic fea-
tures (Yannakoudakis et al., 2011; Persing and Ng,
2013; Chen and He, 2013), learning features via
neural networks (Taghipour and Ng, 2016; Dong
etal., 2017; Tay et al., 2018), as well as combining
the two (Dasgupta et al., 2018; Uto et al., 2020).

Particularly, recent works (Yang et al., 2020; Xie
et al., 2022) exhibited high level of agreement with
human raters in the prompt-specific setting.

Despite the success of prompt-specific models,
they experienced significant performance drops
when adapted to unseen prompts (Jin et al., 2018;
Cozma et al., 2018), limiting their applicability in
practice. To tackle this challenge, recent works
introduce domain adaptation (Phandi et al., 2015;
Cao et al., 2020) and generalization (Ridley et al.,
2020; Jiang et al., 2023b) techniques to AES. Nev-
ertheless, these methods still consume considerable
amount of labelled essays of the source domain(s).

The advent of LLM and its versatility on a wide
range of downstream tasks (Wei et al., 2022; Ko-
jima et al., 2022) has raised attention to its potential
in essay scoring, giving rise to LLM-based zero-
shot AES. For instance, Mizumoto and Eguchi
(2023) prompt text-davinci-003 to only respond
with the essay’s overall score referring to a given
scoring rubric. Yancey et al. (2023) reveal that
LLMs benefit from referring to a detailed rubric
or generating a rationale prior to the score in zero-
shot setting. However, GPT-4 with these strategies
still exhibits suboptimal performance similar to
length-only classifier which relies solely on essay’s
character length for its prediction.

LLM-based Evaluators. Recent studies have
investigated the use of LLM as a reference-free
evaluation metric for natural language generation
(NLG) tasks (Fu et al., 2023; Chiang and Lee,
2023). Zheng et al. (2023) showed that strong
LLMs (e.g., GPT-4) highly matched human prefer-
ences when evaluating the quality of Al assistant’s
respones in open-ended QA tasks. Furthermore,
LLMs achieved state-of-the-art agreement with hu-
man judgements in translation quality assessment
(Kocmi and Federmann, 2023) and summarization
task (Wang et al., 2023), verifying LLM evaluators’
scalability to a variety of NLG tasks.

In addition to the variations in prompt design to
fit different tasks, sophisticated prompting strate-
gies have been devised to further elicit LLMs’ po-
tential as evaluators: Liu et al. (2023) prompt LLM
with auto-generated evaluation steps to elicit CoT,
achieving superior correlation with human ratings
on text summarization and dialogue generation
task; Chan et al. (2023); Zhang et al. (2023b) de-
vised a multi-agent cooperation framework where
LLMs with diverse role descriptions synergize to
refine the evaluation result.

188



7 Conclusion

We present MTS (Multi Trait Specialization), an
LLM-based zero-shot prompting framework for
AES. In essence, MTS leverages trait-specific con-
versations with LLM to derive the overall score
from diverse aspects of writing proficiency. Ex-
perimental results show that MTS consistently out-
performs Vanilla approach in average QWK across
all LLMs and datasets, while also substantially re-
ducing the gap with fully supervised SOTA model.
Our analysis reveals key insights into the success of
MTS: (1) Providing the LLM with predefined scor-
ing criteria regulates its scoring behavior, contribut-
ing to improved performance; (2) MTS benefits
from subproblem decomposition such as indepen-
dent trait-specific conversations and separation of
quote retrieval task and scoring task; (3) Outlier
clipping and min-max scaling effectively map the
predictions to arbitrary target score range, allevi-
ating the LLM’s scoring bias as well as min-max
scaling’s sensitivity to the outliers.
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Limitations

First, MTS consumes significantly longer inference
time than Vanilla approach due to multiple rounds
of conversation. In addition, the pre-generated scor-
ing criteria is included in the conversations for ev-
ery essay, further increasing the computational cost.
We believe that distilling the predictions to small
models such as BERT (Devlin et al., 2019) would
be a promising direction for cost-effective infer-
ence. Second, our analysis still demands more
detailed illustrations of the LLMs’ scoring behav-
ior. For instance, LLMs produce verbal evaluations
on the quotes they found in the essay, but it is un-
clear whether there is a faithful relation between
the evaluations and the score. Moreover, it should
be examined if the inclusion of scoring criteria
truly leads to a more consistent scoring behavior,
or it merely shifts the average of predicted scores
closer to the groundtruth score while maintaining
the same degree of inconsistency. Third, outlier
clipping using Q1 and Q3 may not make min-max
scaling completely resistant to outliers. We have

not conducted extensive experiments with more
robust ways of addressing outliers.

Ethics Statement

Potential Risks Our method does not guaran-
tee fair evaluations, that is, MTS might reinforce
LLMSs’ scoring tendency of favoring certain social
groups. For example, it is possible that the predic-
tive outcomes assign higher scores to a group with
certain L1 (first language) background than the oth-
ers. In addition, the datasets (ASAP and TOEFL11)
we use might disproportionately represent certain
demographic group, potentially leading to a biased
conclusion. We partially address this concern by
selecting TOEFL11 test dataset that contains equal
number of samples from each L1. For ASAP, there
is no demographic information provided.

Use of Scientific Artifacts We use the open
source scikit-learn package (v1.0.2) (Pedregosa
et al., 2011) for the calculation of QWK. We con-
duct experiments with ASAP (Hamner et al., 2012)
and TOEFL11 (Blanchard et al., 2013) datasets,
which are available for non-commercial research
purposes. ASAP have anonymized personally iden-
tifying information from the essays by replacing
them with symbols. TOEFL11 only includes essays
with the author’s permission for research use. As
for the LLMs used in our study, OpenAl authorizes
exploring its LLMs including ChatGPT (OpenAl,
2022) through its API for research publication (see
OpenAlT’s sharing and publication policy). Llama 2
(Touvron et al., 2023) and Mistral 7b (Jiang et al.,
2023a) are licensed under the Llama 2 Community
license and Apache-2.0 license, respectively, both
permitting research use.

Computational Budget We use a single
NVIDIA A40 for each model inference including
Llama2-7b-chat, Llama2-13b-chat and Mistral-
7b-Instruct-v0.2. With only one sample in each
batch, running MTS on ASAP test set takes
approximately one GPU day for Llama2-7b-chat
and Mistral-7b-Instruct-v0.2 and two GPU days
for Llama2-13b-chat. Running time of MTS for
ChatGPT through OpenAl API was similar to that
of Llama2-13b-chat.
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A Instructions for Multi Trait
Decomposition

For multi trait decomposition, we prompt Chat-
GPT with different instructions for ASAP and
TOEFL11. While ASAP’s rubric guidelines do
not necessarily consist of four traits, TOEFL11’s
rubric guideline (here we use IELTS Task2 Writing
Band Descriptor, see Section 3.3) explicitly divides
writing proficiency into four traits. Therefore, for

ASAP, we ask ChatGPT to first determine the four
traits and generate scoring criteria for each trait.
In contrast, for TOEFL11, we ask it to generate
scoring criteria based on the traits determined
by the rubric guideline. Specifically, we use the
following instructions for ASAP and TOEFL11
where the contents to be filled are substituted with
comments between double curly braces {{ }}:
ASAP

[Excerpt]

{{excerpt (specific to prompt3-6)}}
(end of [Excerpt])

[Prompt]

{{prompt}}

(end of [Prompt])

[Rubric Guidelines]

{{rubric guidelines}}

(end of [Rubric Guidelines])

Refer to the provided [Prompt] and
[Rubric Guidelines] to generate an
essay scoring rubric divided into

four primary dimensions of writing
quality. Adhere to the requirements
of [Prompt] and [Rubric Guidelines]
when you determine the four dimensions
At each dimension,
make sure a brief description of the
dimension is added before the scoring

of writing quality.

The score scale of each
dimension ranges from O to 10, and the
total score is 40.

criteria.

TOEFL11

[Scoring Rubric]

{{IELTS Task2 Writing Band Descriptor,
restricted to one trait}}

(end of [Scoring Rubric])

Refer to [Scoring Rubric] to generate
a scoring criteria with score

ranging from O to 10, following the
instruction below:

1. Briefly describe ‘‘{{trait}}”’ with
one sentence.

2. Divide the score range [0-10] into
5 appropriate intervals.

3. For each interval, summarize its
characteristics.
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B Guidance from Multi Trait
Decomposition

We present guidance from multi-trait decompo-
sition, comprising: (1) trait, (2) trait description,
and (3) scoring criteria. MTS uses (1) and (2) for
the role prompt (system message) and (1) and (3)
for conversations. ASAP uses different rubric
guidelines for each of its eight prompts, generating
distinct guidance for each, while TOEFL11 applies
the same rubric for all eight, resulting in identical
guidance. Due to length, we show only the
guidance for ASAP Prompt 1 and all prompts for
TOEFLI11.

ASAP Prompt 1

Position and Thesis Clarity

This dimension evaluates how clearly the writer
takes a stance on the effects of computers on
people and how effectively this stance is conveyed
in the thesis statement.

*Scoring Criteria:*

- 0-2: The position is unclear or absent. The thesis
lacks a clear stance or is entirely missing.

- 3-5: The position is somewhat evident but lacks
clarity or specificity in the thesis statement.

- 6-8: The position is clear, though it may require
further specificity or nuance in the thesis statement.
- 9-10: The position is crystal clear, and the thesis
statement effectively communicates the writer’s
stance with precision and depth.

Supporting Details and Evidence

This dimension assesses the quality and relevance
of the supporting details and evidence used to back
the writer’s position.

*Scoring Criteria:*

- 0-2: Very minimal or no supporting details
provided.

- 3-5: General or vague supporting details with
minimal relevance to the thesis.

- 6-8: Adequate supporting details offered,
although some lack specificity or relevance.

- 9-10: Rich and specific supporting details
effectively back the thesis, providing compelling
evidence and relevance.

Organization and Structure

This dimension evaluates the overall coherence,
logical progression, and structural framework of
the essay.

*Scoring Criteria:*

- 0-2: The essay lacks organization and structure,
making it challenging to follow or understand.
- 3-5: Shows minimal organization but lacks a
coherent structure or transitions.

- 6-8: Demonstrates satisfactory organization with
some coherence, though transitions may be weak
in connecting ideas.

- 9-10: Strong organization with clear and
smooth transitions, presenting ideas logically and
coherently.

Style, Language, and Audience Awareness

This dimension assesses the writer’s language use,
style, and their ability to engage the audience
while demonstrating an awareness of the target
readers.

*Scoring Criteria:*

- 0-2: Language use is awkward, and there’s no
evident awareness of the audience.

- 3-5: Language use is basic, and there’s little
attempt to engage the audience or demonstrate
awareness.

- 6-8: Language is somewhat engaging, with
occasional attempts to connect with the audience.
- 9-10: Language is engaging, sophisticated, and
consistently demonstrates an acute awareness of
the audience, effectively connecting with them.

TOEFL11

Task Response

This dimension evaluates how well the prompt is
understood, addressed, and developed within the
response.

0-2:

- Barely relevant or unrelated content to the given
prompt.

- Lack of identifiable position or comprehension of
the question.

- Minimal or no development of ideas; content may
be tangential or copied.

3-4:

- Partially addresses the prompt but lacks depth or
coherence.

- Discernible position, but unclear or lacking in
support.

- Ideas are difficult to identify or irrelevant with
some repetition.

5-6:

- Addresses main parts of the prompt but incom-
pletely or with limited development.

- Presents a position with unclear or repetitive
development.
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- Some relevant ideas but insufficiently developed
or supported.

7-8:

- Adequately addresses the prompt with clear and
developed points.

- Presents a coherent position with well-extended
and supported ideas.

- Some tendencies toward over-generalization or
lapses in content, but mostly on point.

9-10:

- Fully and deeply explores the prompt with a clear,
well-developed position.

- Extensively supported ideas relevant to the
prompt.

- Extremely rare lapses in content or support;
demonstrates exceptional depth and insight.

Coherence and Cohesion

This criterion assesses how well ideas are logically
organized and connected within a written response.
0-2:

- Lack of coherence; response is off-topic or
lacking in relevant message.

- Minimal evidence of organizational control or
logical progression.

- Virtually absent or ineffective use of cohesive
devices and paragraphing.

3-4:

- Ideas are discernible but arranged incoherently
or lack clear progression.

- Unclear relationships between ideas, limited use
of basic cohesive devices.

- Minimal or unclear referencing, inadequate
paragraphing if attempted.

5-6:

- Some underlying coherence but lacks full logical
organization.

- Relationships between ideas are somewhat clear
but not consistently linked.

- Limited use of cohesive devices, with inaccuracies
or overuse, and occasional repetition.

- Inconsistent or inadequate paragraphing.

7-8:

- Generally organized with a clear overall progres-
sion of ideas.

- Cohesive devices used well with occasional minor
lapses.

- Effective paragraphing supporting coherence,
though some issues in sequencing or clarity within
paragraphs.

9-10:

- Effortless follow-through of ideas with superb

coherence.

- Seamless and effective use of cohesive devices
with minimal to no lapses.

- Skilful paragraphing enhancing overall coherence
and logical progression.

Lexical Resource

This dimension evaluates the range, precision,
and appropriateness of vocabulary used within a
written response.

0-2:

- Minimal to no resource evident; extremely limited
vocabulary or reliance on memorized phrases.

- Lack of control in word formation, spelling, and
recognition of vocabulary.

- Communication severely impeded due to the
absence of lexical range.

3-4:

- Inadequate or limited resource; vocabulary may
be basic or unrelated to the task.

- Possible dependence on input material or
memorized language.

- Errors in word choice, formation, or spelling
impede meaning.

5-6:

- Adequate but restricted resource for the task.

- Limited variety and precision in vocabulary,
causing simplifications and repetitions.

- Noticeable errors in spelling/word formation,
with some impact on clarity.

7-8:

- Sufficient resource allowing flexibility and
precision in expression.

- Ability to use less common or idiomatic items,
despite occasional inaccuracies.

- Some errors in spelling/word formation with
minimal impact on communication.

9-10:

- Full flexibility and precise use of a wide range of
vocabulary.

- Very natural and sophisticated control of lexical
features with rare minor errors.

- Skilful use of uncommon or idiomatic items,
enhancing overall expression.

Grammatical Range and Accuracy

This dimension assesses the breadth of grammati-
cal structures used and the precision in applying
them within written communication.

0-2:

- Absence or extremely limited evidence of coherent
sentence structures.
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- Lack of control in grammar, minimal to no use of
sentence forms.

- Language largely incomprehensible or irrelevant
to the task.

3-4:

- Attempts at sentence forms but predominantly
error-laden.

- Inadequate range of structures with frequent
grammatical errors.

- Limited coherence due to significant errors
impacting meaning.

5-6:

- Limited variety in structures;
complexity with faults.

- Some accurate structures but with noticeable
errors and repetitions.

- Clear attempts at complexity but lacking precision
and fluency.

7-8:

- Adequate variety with some flexibility in using
complex structures.

- Generally well-controlled grammar but occa-
sional errors.

- Clear attempts at complexity and flexibility in
sentence structures.

9-10:

- Extensive range with full flexibility and precision
in structures.

attempts at

- Virtually error-free grammar and punctuation.

- Exceptional command with rare minor errors,
showcasing nuanced and sophisticated language
use.

C Prompt Templates

In this section, we provide the exact templates of
the prompts used for Vanilla and MTS. Our prompt
design consists of three components: system mes-
sage, user message and assistant message. Contents
to be filled are placed between double curly braces
{{ }}. Contents specific to ASAP are enclosed
with 4S4P(-) and those specific to TOEFL11 are
enclosed with TOEFL11(-), both in italic font.

C.1 Template for MTS

System Message

You are a member of the English essay
writing test evaluation committee.
Four teachers will be provided with

a [Prompt] and an [Essay] written

by a student in response to the
[Prompt]. Each teacher will score the

essays based on different dimensions
of writing quality. Your specific
responsibility is to score the essays
in terms of ‘“{{trait}}". {{a brief
description of the trait}} Focus on
the content of the [Essay] and the
[Scoring Rubric] to determine the
score.

User Message

[Prompt]

{{prompt}}

(end of [Prompt])

ASAP([Note]

I have made an effort to remowve
personally identifying information
from the essays using the Named
Entity Recognizer (NER). The relevant
entities are identified in the text
and then replaced with a string such
as "{PERSON}", "{ORGANIZATION}",
"{LOCATION}", "{DATE}", "{TIME}",
"{MONEY}", "{PERCENT}”, “{CAPS}” (any
capitalized word) and ‘“{NUM}” (any
digits)3. Please do not penalize the
essay because of the anonymizations.
(end of [Note]))

[Essay]

{{essay}}

(end of [Essayl)

Q. List the quotations from the
[Essay] that are relevant to
“{{trait}}’ and evaluate whether each
quotation is well-written or not.

Assistant Message
{{a response from the LLM}}

User Message

[Scoring Rubric]

wsk{{trait}}*:

{{scoring criterial}}

(end of [Scoring Rubric])

Q. Based on the [Scoring Rubric] and
the quotations you found, how would
you rate the ‘“‘{{trait}}’’ of this
essay? Assign a score from 0 to 10,
strictly following the [Output Format]

*In the original ASAP dataset, all named entities are
marked in the format of "@named entity". We convert this
format to "{named entity}" in order to make the boundaries
of the named entities more explicit.
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below.

[Output Format]
Score: <score>insert ONLY the numeric
score (from O to 10) here</score>

(End of [Output Format])

C.2 Template for Vanilla

System Message

As an English teacher, your primary
responsibility is to evaluate the
writing quality of essays written

by ASAP(middle school students)
TOEFL11(second language learners on an
English ezam).
process, you will be provided with

During the assessment
a prompt and an essay. First, you
should provide comprehensive and
conrete feedback that is closely
linked to the content of the essay.
It is essential to avoid offering
generic remarks that could be applied
to any piece of writing. To create

a compelling evaluation for both the
student and fellow experts, you should
reference specific content of the
essay to substantiate your assessment.
Next, your evaluation should culminate
in assigning an overall score to the
student’s essay, ASAP(measured on a
scale from {{minimum score value}}

to {{maximum score value}}, where
higher score should reflect a higher
It’s
cructal to tatlor your evaluation
criteria to be well-suited for middle
school level writing, taking into
account the developmental stage and
capabilities of these students.)
TOEFL11(on a three level scale of
"low", "medium" and "high". It’s
crucial to tailor your evaluation

level of writing quality.

criteria to be well-suited for second
language learners, taking into account
their ezpected abilities.)

User Message

[Prompt]

{{prompt}}

(end of [Prompt])

ASAP([Note]

I have made an effort to remove
personally identifying information

from the essays using the Named
Entity Recognizer (NER). The relevant
entities are identified in the text
and then replaced with a string such
as "{PERSON}", "{ORGANIZATION}",
"{LOCATION}", "{DATE}", "{TIME}",
"{MONEY}", "{PERCENT}”, “{CAPS}” (any
capitalized word) and ‘“{NUM}” (any
digits). Please do not penalize the
essay because of the anonymizations.
(end of [Note]))

[Essay]

{{essay}}

(end of [Essayl)

Strictly follow the format below to
give your answer. Other formats

are NOT allowed. Evaluation:
<evaluation>insert evaluation
here</evaluation>

ASAP(Score: <score>insert score
({{minimum score wvalue}} to {{mazimum
score value}}) here</score>)
TOEFL11(Score: <score>insert score
(choose one of "low", "medium", and
"high") here</score>)

C.3 Template for Scoring All Traits
Sequentially

System Message

You are an English teacher who is
responsible for rating essays.
will be provided with a prompt and a
student’s essay written in response
to the prompt. Follow the provided
[Evaluation Steps] and assign a score
to the essay in the specified format.

You

User Message

[Prompt]

{{prompt}}

(end of [Prompt])

ASAP([Note]

I have made an effort to remove
personally identifying information
from the essays using the Named
Entity Recognizer (NER). The relevant
entities are identified in the text
and then replaced with a string such
as "{PERSON}", "{ORGANIZATION}",
"{LOCATION}", "{DATE}", "{TIME}",
"{MONEY}", "{PERCENT}’, “{CAPS}” (any
capitalized word) and ‘“{NUM}” (any
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digits). Please do not penalize the
essay because of the anonymizations.
(end of [Note]))

[Essay]

{{essay}}

(end of [Essayl)

[Evaluation Steps]

{{evaluation steps which include the
entire guidance generated from multi
trait decomposition (see Appendix B)1}}
(end of [Evaluation Steps])

Q. For each step in [Evaluation Steps],

assign a score from 0 to 10, strictly
following the [Output Format] below.
[Output Format]
Step 1

- Evaluation: <evaluation>insert
evaluation here</evaluation>

- Score: <score>insert ONLY the
numeric score (from O to 10)
here</score>
Step 2

- Evaluation: <evaluation>insert
evaluation here</evaluation>
<score>insert ONLY the
numeric score (from O to 10)
here</score>
Step 3

- Evaluation:

- Score:

<evaluation>insert
evaluation here</evaluation>
<score>insert ONLY the
numeric score (from O to 10)
here</score>
Step 4

- Evaluation:
evaluation here</evaluation>

- Score: <score>insert ONLY the
numeric score (from O to 10)
here</score>

(end of [Output Format])

- Score:

<evaluation>insert

C.4 Template for Scoring Each Trait
Independently

System Message

You are a member of the English essay
writing test evaluation committee.
Four teachers will be provided with

a [Prompt] and an [Essay] written

by a student in response to the
[Prompt]. Each teacher will score the
essays based on different dimensions

of writing quality. Your specific
responsibility is to score the essays
in terms of “‘{{trait}}". {{a brief
description of the trait}} Focus on
the content of the [Essay] and the
[Scoring Rubric] to determine the

Score.

User Message

[Prompt]

{{prompt}}

(end of [Prompt])

ASAP([Note]

I have made an effort to remove
personally identifying information
from the essays using the Named
Entity Recognizer (NER). The relevant
entities are tdentified in the text
and then replaced with a string such
as "{PERSON}", "{ORGANIZATION}",
"{LOCATION}", "{DATE}", "{TIME}",
"{MONEY}", "{PERCENT}”’, ‘“{CAPS}” (any
capitalized word) and ‘“{NUM}” (any
digits). Please do not penalize the
essay because of the anonymizations.
(end of [Note]))

[Essay]

{{essay}}

(end of [Essayl)

[Scoring Rubric]

w)k{{trait}}**:

{{scoring criterial}}

(end of [Scoring Rubric])

Q: From the above [Scoring Rubric],
how would you rate the “‘{{trait}}”’

of this essay? Respond a reasoning
followed by a score from O to 10,
strictly following the [Output Format]
below:

[Output Format]

Reasoning: <reasoning>insert your
reasoning which will justify your
decision on the score</reasoning>
Score: <score>insert ONLY the numeric
score (from O to 10) here</score> (End
of [Output Format])

D Details of Re-implementation of NPCR

NPCR (Xie et al., 2022) was originally imple-
mented on ASAP. For our re-implementation on
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ASAP, while we leave out the same test set as MTS,
the remaining data is randomly divided into train
set and validation set by 4 : 1. We re-implement
NPCR on TOEFL11 as well with minimal adjust-
ments: we use the train, dev and test split provided
by Tetreault et al. (2013). The test set is identical
to that of MTS. The predicted scores are scaled to
[1, 5] and mapped to low/medium/high with respect
to the thresholds [2.25, 3.75], which is consistent
with Section 3.3.

For both datasets, the number of epochs is re-
duced from 80 to 20 so that the time for training
and inference is kept in an acceptable range. Other
settings are identical to the original implementa-
tion.
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