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Abstract

Clarifying questions are an integral component
of modern information retrieval systems, di-
rectly impacting user satisfaction and overall
system performance. Poorly formulated ques-
tions can lead to user frustration and confusion,
negatively affecting the system’s performance.
This research addresses the urgent need to iden-
tify and leverage key features that contribute
to the classification of clarifying questions, en-
hancing user satisfaction. To gain deeper in-
sights into how different features influence user
satisfaction, we conduct a comprehensive anal-
ysis, considering a broad spectrum of lexical,
semantic, and statistical features, such as ques-
tion length and sentiment polarity. Our em-
pirical results provide three main insights into
the qualities of effective query clarification:
(1) specific questions are more effective than
generic ones; (2) the subjectivity and emotional
tone of a question play a role; and (3) shorter
and more ambiguous queries benefit signifi-
cantly from clarification. Based on these in-
sights, we implement feature-integrated user
satisfaction prediction using various classifiers,
both traditional and neural-based, including
random forest, BERT, and large language mod-
els. Our experiments show a consistent and sig-
nificant improvement, particularly in traditional
classifiers, with a minimum performance boost
of 45%. This study presents invaluable guide-
lines for refining the formulation of clarifying
questions and enhancing both user satisfaction
and system performance.

1 Introduction

Asking clarifying questions (CQs) plays a
pivotal role in enhancing both conversational
search (Aliannejadi et al., 2019) and web search
experiences (Zamani et al., 2020a). Timely and
high-quality questions can significantly improve
system performance (Krasakis et al., 2020) as well
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as overall user experience (Kiesel et al., 2018; Shi
et al., 2022). However, the adverse effects of poorly
timed (Aliannejadi et al., 2021b) or inappropriate
questions can be significant, often leading to user
frustration and dissatisfaction (Zou et al., 2023a).
Given these challenges, optimizing the formulation
of CQs has become an area of growing research
interest.

Much research has studied the effectiveness of
CQs in improved retrieval performance (Krasakis
et al., 2020; Aliannejadi et al., 2021a; Owoicho
et al., 2022; Aliannejadi et al., 2020; Hashemi et al.,
2020; Shi et al., 2023). For example, (Krasakis
et al., 2020) studies different types of CQs and their
answers, such as positive or negative answers, to
characterize their impact on retrieval performance.
TREC CAST, in its latest edition in 2022 (Owoicho
et al., 2022), includes mixed-initiative conversa-
tion trajectories and features an independent mixed-
initiative subtask, mainly focusing on search clari-
fication. Several models are proposed in the Con-
vAI3 challenge (Aliannejadi et al., 2020), aiming to
incorporate CQs in the ranking process, mostly pro-
posed based on pre-trained language models. Com-
plementing this focus, some research integrates
ranking and clarification features within learning
objectives (Hashemi et al., 2020), while others ex-
plore the inherent risks by gauging the prospec-
tive retrieval gains (Wang and Ai, 2021). In the
information retrieval (IR) community, there is a
long-standing discussion suggesting that superior
system performance in terms of relevance does not
necessarily result in enhanced user experience or
usefulness (Mao et al., 2016). This has catalyzed a
distinct line of research focused on comprehending
the user experience with CQs (Kiesel et al., 2018;
Zou et al., 2023a,b; Siro et al., 2022; Zamani et al.,
2020c; Tavakoli et al., 2022).

It is pertinent to note that, in this study, we cat-
egorize “useful clarifying questions” as those that
lead to higher user satisfaction. Specifically, we
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argue that users’ overall satisfaction depends on a
variety of facets of a triad: the query, its CQs, and
the corresponding candidate answers. This perspec-
tive is motivated by a recent study (Siro et al., 2022)
that focuses on user satisfaction in task-oriented di-
alogues, emphasizing the importance of utterance
relevance and efficiency. While there is existing
research, such as that by Tavakoli et al. (2022) and
Zamani et al. (2020b), that models user interaction
and engagement with clarification panes, these stud-
ies primarily offer observational insights and have
produced publicly available datasets like MIMICS
and MIMICS-Duo. In contrast to these studies, our
focus shifts toward predicting the practical value —
usefulness and user satisfaction — of CQs, based on
various attributes of search queries, CQs, and their
candidate answers.

In summary, much of the existing research has
concentrated on the quality and effectiveness of
CQs in the context of retrieval gain. However, there
is a noticeable gap in characterizing and predicting
the real-world applicability or ‘usefulness’ of these
questions. The concept of usefulness is intricately
connected to user satisfaction, as underscored by
Siro et al. (2022). Addressing this gap is chal-
lenging due to the multitude of factors influencing
user experience beyond mere relevance (Mao et al.,
2016). To tackle this unexplored aspect of CQs,
our study aims to answer the following research
questions:

RQ1 What features of clarifying questions help
achieve higher user satisfaction?

RQ2 For which search queries do users prefer to
use clarification?

RQ3 What is the impact of each feature on the
usefulness prediction of clarifying questions?

To this end, we conduct a comprehensive analy-
sis and demonstrate their effectiveness in predict-
ing question usefulness.! In particular, we ana-
lyze the characteristics of CQs and user queries
on two widely used real-world datasets, namely,
MIMICS (Zamani et al., 2020b) and MIMICS-
Duo (Tavakoli et al., 2022). The choice of using
these two datasets is grounded on a recent sur-
vey (Rahmani et al., 2023a), indicating that MIM-
ICS and MIMICS-Duo are the only two datasets
allowing the evaluation of clarifying question use-
fulness as per user satisfaction levels. Leveraging

1https://github.com/rahmanidashti/
CQSatisfaction

these two datasets, we conduct a comprehensive

evaluation over multiple dimensions, including the

template structures of CQs, the number of candi-
date answers available, subjectivity and sentiment
polarity of CQs, the length of both CQs and queries,
query ambiguity, as well as the predicted relevance
between CQs and queries. To augment the eval-
uation of useful CQs, we further conduct a user
study over a number of features, such as question
naturalness. In addition, to show the benefit of the
learned relationships between numerous aforemen-
tioned features and CQ usefulness, we leverage the
extracted features and feed them to multiple classi-
fiers to predict CQ usefulness, leading to significant
performance improvement.

Therefore, the main contributions of our work
are as follows:

* A comprehensive exploration of relevant features
that could contribute to the accurate classification
of useful clarifying questions.

* Rich analysis of aspect-focused, long, sentimen-
tal positive, and subjective clarifying questions,
demonstrating their positive effect on usefulness.

» Using positively correlated features to achieve
significant improvements on both traditional and
advanced machine learning classifiers, leading to
large improvements (e.g., Precision of 0.9658)

2 Related Work

In this section, we discuss the existing research
that pertains to the domain of asking clarifying
questions (ACQ) in a conversational information-
seeking system. Although there have been previous
efforts in this area, none of them has specifically
examined the potential features that contribute to
the usefulness of clarifying questions. Therefore,
we reviewed the related literature to provide a back-
ground description of our contributions in this pa-
per.

Benefiting from the released public datasets with
available query-clarifying question relevance la-
bels, such as Qulac (Aliannejadi et al., 2019) and
ClariQ (Aliannejadi et al., 2021b), many clarifying
question ranking models have been introduced (Ku-
mar et al., 2020; Rao and Daumé III, 2019). For
example, in (Kumar et al., 2020), with concatenated
embeddings of posts, clarifying questions as well
as optional answers from a StackExchange-based
dataset (Rao and Daumé III, 2018) as input to a
multi-layer neural model, they estimate the proba-
bility of a clarifying question being relevant or not.
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However, due to the diverse and complex nature of
clarifying questions, it is challenging to effectively
address this asking clarifying question task in a
retrieval manner (Zamani et al., 2020a; Zhao et al.,
2022; Sekuli¢ et al., 2021a). In particular, to enable
the generation of appropriate clarifying question, a
good comprehension of the queries and their likely
intents is required. For example, Zamani et al.
(2020a) specifically designed a query aspect mod-
elling module as well as multiple query aspect en-
coders to encompass the information within queries
for clarification generation effectively. So far, the
existing studies illustrate the effectiveness of their
generated clarifying questions by comparing to the
available ground-truth (Sekuli¢ et al., 2021a), or
human annotators (Zamani et al., 2020a). However,
there is limited effort in exploring the aspects or
features about a useful clarifying question. A simi-
lar contribution is Siro et al. (2022), which evaluate
the aspects of dialogues that could improve the
user satisfaction level in a conversational recom-
mendation scenario. Therefore, we argue that the
investigation on revealing aspects for evaluating
the usefulness of clarifying questions can guide the
future development of clarifying question genera-
tion.

3 Experimental Setup

In this study, we investigate numerous features
that likely contribute to the usefulness of clari-
fying questions. In conversational information-
seeking systems, users often submit diverse types
of queries, ranging from statements to questions,
varying in length (short or long). A clarifying ques-
tion can be returned by the corresponding system to
better reveal users’ true information needs based on
the query-as-input from the end users. Intuitively,
to assess the usefulness of a clarifying question,
we should not rely solely on the question itself. It
is crucial to jointly model both the query and the
corresponding clarifying question. Meanwhile, to
examine user satisfaction with the presented clari-
fying questions, we leverage two commonly used
datasets, MIMICS and MIMICS-Duo, which en-
compass the corresponding labels. Table 1 presents
a statistical summary of these datasets. More-
over, with these two datasets, we assess the utility
of various features, including query-oriented and
clarifying question-independent features. These
two datasets are the only real-world clarification
datasets available, as highlighted in a recent survey

on asking clarification questions datasets (Rahmani
et al., 2023b). These datasets are derived from Mi-
crosoft Bing, a widely recognised search engine,
lending a degree of real-world applicability to our
findings.

For the question-based features, we consider (1)
the question template variance, (2) clarifying ques-
tion presentation with a varied number of candidate
answers, (3) question subjectivity, (4) sentimental
polarity of questions and (5) question length. As
for the query-oriented features, we investigate the
impact of (6) query length in words, (7) query types
(ambiguous or faceted) and (8) query-question rele-
vance. Note that partial features, such as the length
of questions and the number of candidate answers,
were studied in (Zamani et al., 2020b). However,
these features remain underexplored when it comes
to providing comprehensive insights into the use-
fulness of CQs. Therefore, in this study, we extend
the observations to the two datasets, systematically
explore many other potential features and develop
classifiers for the prediction as promising guidance
for the future development of clarifying questions.
Note that, for the quantification of each feature, we
detail the strategy in each of their corresponding
discussions.

Specifically, while comparing the contributions
of features, we observe a common issue of data
imbalance — the number of positive queries does
not equal to negative ones. To address this issue,
we normalize the scores of evaluated features based
on the frequency of the corresponding groups. For
instance, if 60 positive labels are assigned to 100
long clarifying questions and 15 positive labels are
assigned to 50 short clarifying questions, we score
the long and short questions 0.6 and 0.3, respec-
tively, for comparison.

In the second part of this study, we investigate
the value of the learned features from the previ-
ous step on classifying the usefulness of clarifying
questions. To do so, we develop and explore nu-
merous machine learning classifiers to estimate the
usefulness of a given clarifying question. For eval-
uation, we partition each dataset into 80% as the
training set and the rest 20% as the test set. The
experimented approaches are from traditional ma-
chine learning and recent neural classifiers.

For the classic approaches, we consider Decision
Tree Classifier (DTC) (Breiman, 2017), Random
Forest Classifier (RFC) (Breiman, 2001) and Sup-
port Vector Classifier (SVC) (Fan et al., 2008) with
a linear kernel. For neural approaches, we encode
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the input using pre-trained language models, in-
cluding:

e BERT (Devlin et al., 2019), a transformer-
based model which reads text bi-directionally,
capturing deep contextual information from
both directions.

* DistilBERT (DBT) (Sanh et al., 2019), a
lighter version of BERT via knowledge distil-
lation with 40% fewer parameters.

¢ ALBERT (Lan et al., 2020), another lighter
version of BERT by employing factorised em-
bedding parameterization and cross-layer pa-
rameter sharing, trained with an additional
inter-sentence coherence loss to the masked
language modelling loss that was used for
training BERT.

* BART (Lewis et al., 2020), it combines auto-
regressive and auto-encoding training, pre-
training by corrupting and then reconstructing
sentences.

* GPT-4, the latest variant of the GPT-series
models (Radford et al., 2018), which has
shown its advance in various language mod-
elling tasks. We deploy a prompt learning
method for classifying the usefulness of clari-
fying questions. The corresponding prompt is
detailed in the appendix A.

Traditional machine learning models take in
TF-IDF weighted bag-of-word features as input,
which are extracted from the text data. We imple-
mented these models using popular libraries such
as Scikit-learn® (Pedregosa et al., 2011), Hugging-
Face® (Wolf et al., 2020), and PyTorch* (Paszke
etal., 2019). To assess the performance of our mod-
els, we used standard evaluation metrics for super-
vised classification tasks, including Precision, Re-
call, and F1 score. All of the implementations, pa-
rameters, and datasets can be found on our GitHub
repository.

4 Clarification Usefulness

In this section, we aim to answer RQ1 and RQ2
at first by examining various potential factors and
characteristics of CQs and queries that are pertinent
to the effectiveness and usefulness of a clarifying

Zhttps://scikit-learn.org/stable/
3https ://huggingface.co/
4https://pytorch.org/

Table 1: Dataset statistical summary. Question-label
refers to the human-labeled usefulness of a clarifying
question.

MIMICS-Manual MIMICS-Duo
# unique queries 2,464 306
# unique CQs 252 22
# query-clarification pairs 2,832 1,034
# question-label 575 1,034

Table 2: Clarifying questions templates on MIMICS
and MIMICS-Duo with CQ quality labels. No bad label
is given to the CQs with the following templates.

| MIMICS  MIMICS-Duo |
| Good | Fair | Good | Fair | Comb. |

What (would you | 1.0 0.0 1.0 0.0 2.0
like | do you want)
to do with ?

CQ Template

What (would you | 0.9367| 0.0632| 0.75 | 0.25 1.6867
like | do you want)
to know about

?
(Which/What) ____ | 0.6818| 0.3181| 0.8333| 0.1666 | 1.5151
are you looking for?
(Which/What) ____ | 1.0 0.0 0.5 0.5 1.5

do you mean?
What are you trying | 0.0 1.0 1.0 0.0 1.0
to do?

Who are you shop- | 0.5714| 0.4285] - - 0.5714
ping for?

Doyouhave ____in | 0.5 0.5 - - 0.5
mind?

question while applied to a query. The first part of
the feature effectiveness examination focuses on
the independent investigation of the clarifying ques-
tions themselves without taking the corresponding
queries into account. The involved features include
question template variants, number of candidate an-
swers, subjectivity and sentiment polarity of ques-
tions. Next, we further examine the features of
query differences as well as the relationships be-
tween query and clarifying questions in the second
part.

4.1 Characterizing Clarifications with
Usefulness Rate

4.1.1 Question Templates

A clarifying question can take various forms, yet
convey the same meaning. Indeed, with an example
query of “monitor”, both “(Which/What) [monitor]
are you looking for” and “What (would you like
| do you want) to know about [monitor]?” can be
used. Essentially, to reveal the true intent behind a
user’s query, there are diverse formats or templates
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Table 3: Satisfaction level for clarification panes per
number of candidate answers (options).

Dataset Label #2 #3 #4 #5
Bad 0.0 0.0 0.0 0.0

MIMICS Fair  0.1117 0.0538 0.0728 0.1509
Good 0.0517 0.1625 0.1236 0.1361
Bad  0.0485 0.0333 0.0225 0.0229

MIMICS-Duo Fair  0.3059 0.2208 0.1412 0.1289
Good 0.6455 0.7458 0.8361 0.8481

that can be deployed to shape a clarifying question
for optimised performance. In the literature, Za-
mani et al. (2020a) recently proposed to generate a
majority of clarification types in a pre-existing set
of question templates. In this study, to identify the
most effective templates, we analyze both datasets
and focus on those clarifying questions with top
frequent formats. Table 2 presents the average use-
fulness of each template with respect to each label.
We sort the templates in order of the sum of Good
scores in both datasets. Based on the table, question
templates seeking detailed information consistently
yield higher user satisfaction than those that simply
rephrase user needs. For example, “What would
you like to know about [QUERY]?”, are found to
be more useful than those that ask questions like
“What are you trying to do?” or “Who are you
shopping for?”. A simple rephrasing request from
a clarifying question could consume the user’s pa-
tience in continuing the search and lower the level
of user satisfaction. Instead, by having clarifying
questions asking for specific facets of user intent,
it enables the user to effectively augment the initial
query with enriched information and improve the
likelihood of retrieving relevant information. This
finding aligns with the observations in the literature
that users are more satisfied with those questions
that they can foresee the benefit of answering them
(Zou et al., 2023a).

4.1.2 Number of Candidate Answers

To augment the presentation of a clarifying ques-
tion, some search engine services, like Bing, also
add a number of candidate answers to simplify
the users’ task in phrasing answers and improve
users’ experience. However, the optimal number of
candidate answers to be presented remains underex-
plored. In Table 3, we illustrate the range of candi-
date answers in the clarification pane, which varies
from two to five in both MIMICS and MIMICS-
Duo. The table also presents the clarification use-

= Fair = Fair

Good 08 Good

010 04
0.00 =1 N =i
2 3 4 5

1 6 7 8 9 10 3 45 6 7 8 9 10111213

(a) Queries (b) Questions

Figure 1: clarifying question usefulness according to
the length of queries and questions on MIMICS (similar
pattern on MIMICS-Duo).

mmm ambiguous
faceted

mmm ambiguous
faceted

05
06
04
04 03
02
02
01
0.0

Bad Fair Good Bad Fair Good

(2) MIMICS (b) MIMICS-Duo

Figure 2: clarifying question usefulness as per ambigu-
ous or faceted queries.

fulness per label and the number of candidate an-
swers. The results show that clarification panes
with only two candidate answers receive low user
satisfaction on both datasets, and a close satisfac-
tion level can be observed with more candidate
answers without a consistent optimal number (3
for MIMICS and 5 for MIMICS-Duo). In particu-
lar, the use of any 3 to 5 answers can consistently
outperform the use of 2 answers. This indicates a
requirement to involve rich aspects as an extension
for the submitted query for users to interactively
indicate their true intent. Users are more satisfied
with diverse Clarifying questions, as the candidate
answers in the clarification pane help provide more
Clarifying questions. One or two candidate an-
swers do not sufficiently cover all the aspects of the
query and user needs. Given the clarifying ques-
tion representation manner of leveraging candidate
answers, we show that there is a threshold of of-
fering more than two candidate answers towards a
positive user experience. This finding is consistent
with Zamani et al. (2020c), who also explore the
relationship between candidate answers and user
engagement.

4.1.3 Subjectivity and Sentiment Polarity of
CQs
Next, we also argue that the subjectivity and senti-

ment polarity of a clarifying question can signifi-
cantly impact its effectiveness. Subjectivity refers
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to the degree to which a question expresses a be-
lief rather than objective facts. In the context of
clarifying questions, highly subjective questions
may provide the desired level of clarification since
they reflect the perspective of the questioner and
may resonate with the user’s information needs.
Sentiment polarity, on the other hand, refers to the
emotional tone of a question, typically measured as
positive, negative, or neutral. In the context of clar-
ifying questions, sentiment polarity can affect user
satisfaction and engagement with the search system.
Positive or neutral sentiment questions can make
users feel more comfortable and encouraged to pro-
vide the needed information. However, negative
sentiment questions may lead to user frustration
or confusion, which can hinder the clarification
process (Sekuli¢ et al., 2021b). In Figure 3a, we in-
clude the correlation score between the calculated
sentiment or subjectivity and the usefulness of the
clarification. To calculate the sentiment and sub-
jectivity, we use the TextBlob® package for Python
which is a convenient way to do a lot of Natural
Language Processing (NLP) tasks.

4.2 Characterizing Queries with CQ Quality

4.2.1 Analyzing Clarification Quality upon
Question & Query Length

The research literature suggests that longer queries
often pose greater challenges in producing high-
quality results (Zamani et al., 2020c; Aliannejadi
et al., 2021a). One reason for this is that longer
queries may contain more irrelevant or ambiguous
information, making it harder to match the user’s
intent with relevant results.

To answer RQ2, which investigates the types of
queries that require clarification, in Figure 1, we
examine the clarification usefulness received by
the clarification pane as a function of query and
question length.

Intriguingly, as the query length increases, there
is a noticeable decline in the rate of clarification
usefulness. In general, the results indicate that
users are more satisfied with short queries and long
clarifying questions, suggesting that shorter queries
can potentially lead to more ambiguity, creating
room for the system to intervene. In addition, the
shorter queries increase the benefit of exploration
and could further improve the level of user satisfac-
tion with proper clarifying questions to retrieve the
target information.

5https ://textblob.readthedocs.io/en/dev/
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Figure 3: Correlation evaluation of numerous features
with clarifying question usefulness (left) and user study
on if the usefulness of clarifying questions (right) can
be determined by a given aspect. The aspects under
evaluation include clarification-based aspects: ‘CQ Use-
fulness (U)’, ‘Naturalness (N)’, ‘Grammar correctness
(G)’, ‘Fluency (F)’, ‘Template (T)’, and joint modelling
of query and CQs: ‘Coverage (C)’, ‘Relevance (R)’,
‘Novelty (N)’, ‘Efficiency (E)’

4.2.2 Ambiguous vs. Faceted Queries

In web search, clarifying questions can be valuable
in uncovering the user’s information needs behind
ambiguous or faceted queries. To further answer
RQ?2, Figure 2 illustrates the clarification useful-
ness rate for ambiguous and faceted queries. We
define each query’s category automatically based
on the clarifying question templates and the can-
didate answers generated in the clarification pane.
Ambiguous queries are those with multiple dis-
tinct interpretations, while facets are used to ad-
dress underspecified queries by covering different
aspects through subtopics (Aliannejadi et al., 2019;
Clarke et al., 2009). According to the figure on
MIMICS, clarifying questions for faceted queries
are found to be more useful than those for am-
biguous queries. However, on MIMICS-Duo, al-
though faceted queries have a better rate, ambigu-
ous queries also receive a remarkable usefulness
rate. This suggests that for ambiguous queries, one
query intent is more likely to dominate the user’s
information needs for the query — usually the most
popular one (Provatorova et al., 2021).

4.2.3 Relevance Between Query and
Questions

When measuring the usefulness of a clarifying ques-
tion, it is intuitive that a clarifying question is re-
quired to be relevant to a given query. To reveal the
correlation between such relevance and the useful-
ness of a clarifying question, we leverage the com-
monly used lexical-wise metric, Rouge scores, for
analyzing such a feature. In Figure 3a, we present
a correlation test result when using rouge-precision
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and rouge-recall. Rouge-recall refers to the pro-
portion of important information that is captured
by the generated clarifying questions, while rouge-
precision refers to the proportion of generated ques-
tions that are relevant and useful in clarifying the
user’s request. Ideally, generated clarifying ques-
tions should have high recall (i.e., capture as much
important information as possible) and high preci-
sion (i.e., only ask relevant and useful questions).
We observe a noticeable positive impact of query-
question relevance on the clarification usefulness
while using the rouge-precision scores. Meanwhile,
we also observe a negative correlation between the
rouge recall scores and the clarification usefulness.
These observations show that a clarifying question
can be useful while capturing specific aspects of a
given query. However, when the number of aspects
covered within a clarifying question increases, the
clarifying question becomes less useful (as per the
negative correlated rough recall), which shows the
negative impact of using general clarifying ques-
tions. These observations align with our findings
in Section 4.1.1 about the usefulness of specific
questions but general ones.

5 Clarifying Question Usefulness
Prediction

After exploring the correlation between available
features and the usefulness of clarifying questions
(CQs), in this section, we aim to answer RQ3 by
evaluating the effectiveness of various features for
predicting CQ usefulness. We consider both tradi-
tional ML and recent neural approaches discussed
in Section 3 for the task of CQ usefulness clas-
sification, using query-question-candidate answer
triplets as input on the MIMICS and MIMICS-Duo
datasets.

To demonstrate the effectiveness of including ad-
ditional CQ features for CQ usefulness prediction,
we concatenate observed related features from Sec-
tion 4, including CQ length, rouge-precision, senti-
ment polarity, and subjectivity, which are positively
correlated with the clarifying question usefulness,
with the original input for comparison. For the
use of GPT-4 model, we carefully crafted a prompt
to ask the model to generate a label-only output
(good, fair or bad) with the query and clarifying
question as input or with the inclusion of additional
features. The corresponding prompt is provided in
Appendix A.

We present the experimental results in Table 4.

We observe that across the two datasets, incor-
porating our proposed features leads to large im-
provements on the traditional, neural approaches
and large language models on both MIMICS and
MIMICS-Duo datasets. In particular, the improve-
ments to the traditional classifiers are significant,
especially on the MIMICS dataset, with a mini-
mum of 69.6% and up to 151.4% increases in F1
score. The resulting performance can also be com-
parable with advanced neural models. On the other
hand, on the MIMICS-Duo dataset, by comparing
the performance of the traditional classifiers with
and without additional features as well as the ba-
sic neural models, their classification performances
are less promising, which equally gives lower than
40% of F1 scores (even the additional features can
improve the basic traditional approaches with a
minimum 45% increase of F1 scores). However, by
incorporating the positively correlated features into
the neural model, we observe a significant impact
(minimum 120% improvement) on the model’s per-
formance, resulting in nearly perfect classification
accuracy. Meanwhile, as for the performance of
the GPT-4 model, we observe that it does not per-
form competitively with the other two groups of
approaches. The low accuracy of the GPT-4 model
can be caused by its autoregressive nature of label
generation, which does not guarantee a good clas-
sification outcome without fine-tuning. However,
the use of additional features can still contribute to
an improved performance of GPT-4, which further
validates the effectiveness of using these positively
correlated features.

6 User Study Evaluation

After observing promising performance improve-
ments by including clarifying question features for
usefulness estimation, we further conduct a user
study to examine user opinions towards potential
usefulness features by leveraging the expertise of
domain experts in identifying potential relevant fea-
tures for usefulness prediction. We identify eight
additional features that can potentially advance use-
fulness prediction, divided into two groups: clar-
ification features (i.e., naturalness, grammar, and
fluency) that evaluate the text quality of a clari-
fying question and query-question features (i.e.,
coverage, novelty, efficiency, relevance, and ques-
tion template) that measure if a clarifying ques-
tion can effectively aid a query by addressing miss-
ing aspects, identifying novel but useful aspects,
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Model Ty MIMICS imbr: MIMICS-Duo imbr
ode P€ precision Recall Fl1 pr. Precision Recall Fl1 pr
Traditional Approaches

RFC org. 0.7522  0.5172 0.3686 0.1256  0.2500 0.1672

ent. 0.9474 09167 0.9268 151.4%  0.2560  0.3333 0.2896 73.2%
DTC org. 0.5648 0.5168 0.4050 0.2218  0.2311 0.2163

enr. 0.9288 0.9124 0.9186 126.8%  0.3291  0.3369 0.3152 45.7%
SVC org. 0.7360  0.5947 0.5212 0.2379  0.2498 0.2157

enr. 0.8854 0.8830 0.8841 69.6% 0.3181  0.3321 0.3226 49.5%

Neural Approaches

BART & 0.9385 0.9310 0.9302 0.3802  0.3762 0.3779

enr. 0.9533 0.9271 0.9362 0.64% 0.9674 0.9186 0.9407 148.92%
DBT org. 0.9348  0.9309 0.9303 0.3709  0.3612 0.3648

enr. 0.9473  0.9301 0.9367 0.68% 0.9698 0.9186 0.9406 157.84%
BERT & 0.9385 0.9310 0.9302 0.3696  0.3721 0.3708

enr. 0.9658 0.9479 0.9548 1.73% 0.9710 0.7441 0.8185 120.73%

LLMs

GPTa4 & 0.3577 0.2149 0.2624 0.3061  0.2984 0.1538

enr. 0.3952  0.2839 0.3284 25.2% 0.3354  0.3228 0.1891 23.0%

Table 4: The performance on user satisfaction prediction with CQs on MIMICS and MIMICS-Duo. RFC, DTC,
DBT refer to the random forest, decision tree, and DistilBERT-based classifiers. The best models are in bold. ‘org.’
and ‘enr.” indicate the basic implementation and feature-enriched implementation of approaches.

retrieving relevant documents or using particular
templates.

We present 50 sampled query-clarifying
question-feature triplets to seven domain experts
to annotate the usefulness of CQs. We then ask
them to label which features are most essential for
considering a CQ useful. Also, we ask them to
select the minimum-required features for a CQ to
be deemed useful. We summarize and present the
user study results in Figure 3 (b). The results of
the study show that a high textual quality question
is necessary for a CQ to be considered useful,
especially in terms of naturalness. Additionally,
among the query-question features, relevance is
commonly considered an issue that needs to be
addressed to present useful CQ. This observation
aligns with previous efforts in the literature that
link query aspects with CQs to generate them
effectively (Zamani et al., 2020a). Another
interesting finding is that coverage is one of
the lowest-scored features, which also aligns
with our previous consistent findings on using
specific, rather than high aspect-recall clarifying
questions. Therefore, we conclude that the user
study further highlights the value of the text quality
of CQs and their relevance to queries, in addition
to the features such as length, subjectivity and
specificness that we previously identified as useful
through experimental results.

7 Conclusion and Future Work

This paper analyzed the usefulness of clarifying
questions using two well-known real-world clari-
fying question datasets. Specifically, we studied
the impact of various features related to both clari-
fication questions and the corresponding query on
the usefulness of clarifying questions with respect
to the level of user satisfaction. The analytical re-
sults indicate the positive impact of having specific,
positively sentimental-oriented, lengthy and sub-
jective clarification questions. By leveraging such
analysis, we introduce these positively correlated
features to the usefulness estimation of clarifica-
tion questions. As per the classification accuracy,
we observed a consistent improvement in applying
the additional features, especially on the traditional
approaches, with a minimum 45.7% improvement.
Furthermore, the performance-boosting on the neu-
ral approaches enables the classifiers to achieve a
consistent, nearly perfect performance with over
94% classification precision.

The results of our usefulness prediction models
proved our hypothesis that incorporating different
feature types would help improve the prediction
by a large margin. In addition, we augment our
contributions with another user study, which uses
users’ opinions in examining the usefulness of clar-
ification questions from various perspectives, and
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we also observed close conclusions with our exper-
imental findings.

In the future, we plan to further study the impact
of the features on pre-trained language models and
explore various methods such as prompting large
language models to generate useful and satisfying
clarifying questions. Furthermore, we plan to fine-
tune open-source large language models such as
LLaMA (Touvron et al., 2023) to select the more
relevant and useful clarifying questions between
several questions when a model generates more
than one clarifying question to clarify users’ ambi-

guity.
Limitations

In this paper, we delve into the significance of query
and clarifying question features within a clarify-
ing question system, aiming to enhance the util-
ity of these questions and ultimately elevate user
satisfaction. Nonetheless, our research faces con-
straints from the restricted publicly available re-
sources, which requires more extensive datasets in
future research studies. Moreover, the availability
of resources also resulted in our conclusions ex-
clusively to the Bing search platform, although we
have taken steps to mitigate this limitation through
our conducted user study.
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A GPT-4 Prompts for CQ usefulness
classification

SYSTEM: In a mixed-initiative con-
versational search system, a user’s
query might be ambiguous, and the
system can ask a clarifying ques-
tion to clarify the user’s information
need. In a real system, user satis-
faction with the clarifying question
is a very important task that should
be considered. The prediction is a
classification with three classes in-
cluding: (1) Good, (2) Fair, and (3)
Bad. In summary, this indicates that
a Good clarifying question should
accurately address and clarify differ-
ent intents of the query. It should be
fluent and grammatically correct. If
a question fails in satisfying any of
these factors but still is an accept-
able clarifying question, it should
be given a Fair label. Otherwise, a
Bad label should be assigned to the
question.

QUERY: Given the details about the
satisfaction of a clarifying question,
predict only the label for the fol-
lowing query, clarifying question,
and the options for the clarification
response: Query: ‘{}’, clarifying
question: ‘{}’.

B User Study Guidelines

Here, we detail the instructions that we present
to the domain experts for another comprehensive
evaluation of features that could contribute to the
usefulness of clarifying questions:

User Study Instructions

This user study stands upon the research do-
main of asking clarifying questions, which aims
to provide appropriate clarifying questions when
an information-seeking system encounters ambigu-
ous queries and needs to reveal users’ true intents.
Therefore, in this user study, we aim to investigate
the users’ opinions towards which features they
value for the usefulness of a clarifying question.
For example, a user could argue the necessity of a

clarifying question is natural by itself and includes
novel information compared to a given query.

To collect the corresponding feedback from
users, we ask you to take two stages of action. First,
you need to label if a clarifying question is consid-
ered useful or not in general. To do so, you only
check the checkbox if you consider a clarifying
question useful. Next, you select features that con-
tribute to a useful clarifying question or the ones
that are missing and make the corresponding clari-
fying question unuseful. We prefer the selection of
multiple features if they are considered valuable.

The considered features are categorised into two
groups:

1. Clarifying Question-only Features

* Naturalness: If a clarifying question is
natural if it looks like a proper question
in revealing the real intent given by the
corresponding query.

e Grammar: The clarifying question is
written in correct grammar.

* Fluency: The clarifying question is writ-
ten in fluent English.

* Question Template: If the clarifying
question is useful since it uses a particu-
lar question template or vice versa.

2. Features on Query and CQs

* Coverage: The clarifying question ex-
tends the query by covering the required
aspects, which enables the system to
identify relevant information.

* Relevance: The clarifying question is
related to the corresponding query.

* Novelty: The clarifying question iden-
tifies the new aspects that are not men-
tioned in the query. Different from the
coverage, for novelty, we value the ne-
cessity of including new aspects instead
of a full consideration of related aspects.

* Efficiency: The ability of a clarifying
question can save time for exploration
and help in identifying the relevant infor-
mation.
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