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Abstract

Recent years, have seen the rise of large lan-
guage models (LLMs), where practitioners use
task-specific prompts; this was shown to be ef-
fective for a variety of tasks. However, when
applied to semantic textual similarity (STS)
and natural language inference (NLI), the ef-
fectiveness of LLMs turns out to be limited
by low-resource domain accuracy, model over-
confidence, and difficulty to capture the dis-
agreements between human judgements. With
this in mind, here we try to rethink STS and
NLI in the era of LLMs. We first evaluate
the performance of STS and NLI in the clin-
ical/biomedical domain, and then we assess
LLMs’ predictive confidence and their capa-
bility of capturing collective human opinions.
We find that these old problems are still to be
properly addressed in the era of LLMs.

1 Introduction

Semantic textual similarity (STS) is a fundamental
natural language understanding (NLU) task involv-
ing the prediction of the degree of semantic equiva-
lence between two pieces of text (Cer et al., 2017).
Under the regime of first pre-training a language
model and then fine-tuning with labelled examples,
there are three major challenges in STS modelling
(see examples in Table 1): (i) low accuracy in low-
resource and knowledge-rich domains due to the
exposure bias (Wang et al., 2020b,c); (ii) models
make incorrect predictions over-confidently, unre-
liable estimations are dangerous and may lead to
catastrophic errors in safety-critical applications
like clinical decision support (Wang et al., 2022b);
(iii) difficulty in capturing collective human opin-
ions on individual examples (Wang et al., 2022b).
Akin to STS, natural language inference (NLI)
faces similar issues, where the goal is to determine
whether a hypothesis sentence can be entailed from
a premise, is contradicted, or is neutral with respect
to the premise.

Large language models (LLMs), such as
ChatGPT, Claude and LLaMA-2, have demon-
strated impressive performance on natural language
understanding and reasoning tasks, by simply in-
putting appropriate prompts or instructions, with-
out any parameter modifications. On general STS-
B (Cer et al., 2017), zero-shot ChatGPT achieves
competitive Pearson correlation (r) of 80.9 vs. 83.0
by fine-tuning BERT-base using thousands of train-
ing examples (Devlin et al., 2019).1 On MNLI-
m (Williams et al., 2018), zero-shot ChatGPT even
outperforms fine-tuned RoBERTa-large: accuracy
of 89.3 vs. 88.0.2 LLMs’ remarkable capabilities
in zero-shot setting motivate us to rethink the task
of STS/NLI and the three challenges under LLM
prompt-based generation.

We ask the following questions: (i) How well
do LLMs perform over knowledge-rich and low-
resource domains, such as biomedical and clini-
cal STS/NLI? (ii) Does the paradigm of prompt-
ing LLMs lead to over-confident predictions? and
(iii) How to capture collective human opinion (the
distribution of human judgements) using LLMs?

Chen et al. (2023a) evaluated GPT-3.5 (text-
davinci-003) on NLI (e.g., SNLI, MNLI, QQP)
and on the semantic matching dataset MRPC (it
is a binary classification task that predicts whether
two sentences are semantically equivalent). Zhong
et al. (2023) evaluated ChatGPT over STS/NLI
datasets including STS-B, MNLI, QNLI, and RTE.
We found that they focused on the performance of
general-purpose STS and NLI. However, it is un-
clear how well ChatGPT performs on clinical and
biomedical domains over these two tasks.

1Note that Zhong et al. (2023) have reported much higher
results of 92.9 using RoBERTa-large on STS-B, but they are
calculated on a subset that they sampled from a uniform distri-
bution based on similarity bins, i.e., sampling an equal number
of examples binning to 0.0-1.0, 1.0-2.0, 2.0-3.0, 3.0-4.0, and
4.0-5.0, instead of the whole development or test set of STS-B.

2There might also be data contamination, i.e., the LLM
might have seen (part of) the data during training.

965



Jiang et al. (2021) studied the calibration of T5,
BART, and GPT-2 on question answering (QA)
tasks: whether the model makes well-calibrated
predictions, i.e., whether the probability it assigns
to the outcomes coincides with the frequency with
which these outcomes actually occur. The predic-
tive probability (confidence) will be a reliable sig-
nal to assist in deciding how much we can trust a
prediction and the corresponding risks we may take.
Unfortunately, the answer is a relatively emphatic
no. Most prior work focused on white-box cali-
bration for QA and showed that LLMs are more
calibrated on diverse multiple choice QA (Jiang
et al., 2021; Kumar, 2022; Kadavath et al., 2022).
However, there have been no studies on the cali-
bration of STS/NLI neither in a white-box nor in a
black-box scenario.

Moreover, there are studies exploring LLMs’ ro-
bustness across NLU tasks, i.e., the accuracy varia-
tion against adversarial attacks (Chen et al., 2023b),
while less attention has been paid to human dis-
agreement in labelling and how to capture the dis-
tribution of multiple individual opinions instead of
an aggregated label by averaging or majority vot-
ing. In this work, we aim to bridge these gaps by
first evaluating the accuracy of clinical/biomedical
STS and NLI over five datasets, and then assessing
LLM predictive confidence and their capability of
capturing collective human opinions.

We have three major findings:

• Fine-tuned BERT-base outperforms zero-shot
ChatGPT on nine STS and NLI datasets
among ten, involving both general, clini-
cal and biomedical domains, especially on
benchmarks where high disagreement exists
between individual annotators (USTS and
ChaosNLI), showing the gap of 0.3 (0.86 vs.
0.56) for Pearson correlation (r). LLaMA-2
(7B, 13B) perform worse despite of using few-
shot prompt (r=0.58 on STS-B).

• Both black-box and white-box approaches
have large calibration error, particularly on
STS (continuous label). The larger the LLM,
the better calibration: ChatGPT > LLaMA-2
(13B) > LLaMA-2 (7B).

• LLMs may be able to provide personalised
descriptions for a specific topic, or generate
semantically-similar content in different tones,
but it is hard for current LLMs to make per-
sonalised judgements or decisions.

2 Background

We first describe STS and NLI, and the datasets we
use, and then we discuss three challenges in pre-
trained language models, followed by how they are
approached in LLMs using prompting strategies.

2.1 Task and Datasets

Task: STS and NLI are both sentence-pair rela-
tionship prediction tasks. STS assesses the degree
of semantic equivalence between two snippets of
text. The aim is to predict a continuous similar-
ity score for a sentence pair (S1, S2), generally
in the range [0, 5], where 0 indicates complete dis-
similarity and 5 indicates equivalence in meaning.
NLI highlights semantic reasoning, determining
whether a given hypothesis can be logically in-
ferred from a given premise, where if it can be,
the example falls into ENTAILMENT), otherwise
CONTRADICTION, if undetermined NEUTRAL.

Datasets: For STS, we use two large gen-
eral datasets — STS-B (Cer et al., 2017)
and uncertainty-aware USTS (Chinese) with
a collection of annotations for each exam-
ple (Wang et al., 2023), two small clinical
datasets — MedSTS (Wang et al., 2018) and
N2C2-STS (Wang et al., 2020a), and two small
biomedical ones — BIOSSES (Soğancıoğlu et al.,
2017) and EBMSASS (Hassanzadeh et al., 2019).

For NLI, we use: MedNLI, which was anno-
tated by physicians and is grounded in the medical
history of patients (Romanov and Shivade, 2018),
and ChaosNLI (Nie et al., 2020), which was cre-
ated by collecting 100 annotations per example for
3,113 examples in SNLI (1,514) (Bowman et al.,
2015) and MNLI (1,599) (Williams et al., 2018),
denoted as Chaos-SNLI and Chaos-MNLI, respec-
tively. See Appendix A for statistics of the datasets.

2.2 STS/NLI Challenges under PLM

There are three major challenges in STS and
NLI modelling based on the paradigm of fine-
tuning a pre-trained language model (PLM) such
as BERT (Wang et al., 2020c, 2022b,a, 2023).

Low accuracy in low-resource domains In do-
mains such as biomedical and clinical, domain
experts (e.g., a physician or a clinician) are re-
quired in the annotation process for the data qual-
ity, which leads to an extremely-limited amount
of labelled data (less than 2,000 examples in clini-
cal/biomedical STS datasets).
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No. 1 LOW-RESOURCE & KNOWLEDGE-RICH

S1 Tapentadol 50 MG Oral tablet 1 tablets by
mouth every 4 hours as needed.

S2 Oxycodone [ROXICODONE] 5 mg tablet 1
tablets by mouth every 4 hours as needed.

Gold label 4.5
Prediction 2.0
Reason Lack of knowledge: Tapentadol and Oxy-

codone [ROXICODONE] are both pain-relief
medicine.

No. 2 OVER-CONFIDENCE WRONG PREDICTION

S1 You will want to clean the area first.
S2 You will also want to remove the seeds.
Gold label 0.0
Prediction 1.95± 0.004

No. 3 CAPTURE HUMAN DISAGREEMENT

S1 A man is carrying a canoe with a dog.
S2 A dog is carrying a man in a canoe.
Old label 1.8
New label N (µ = 1.7, σ = 1.0)

Annotations [0.0, 0.3, 0.5, 0.5, 1.2, 1.5, 1.5, 1.8, 2.0, 2.0,
2.0, 2.0, 2.5, 3.5, 3.5]

Prediction 4.3
Reason Uncertainty about the impact of key differ-

ences in event participants on instances of high
lexical overlap

Premise Look, there’s a legend here.
Hypothesis See, there is a well known hero here.
Old label (0, 1, 0)
New label (0.01, 0.57, 0.42)
Annotations C: 1, E: 57, N: 42
Source Chaos-MultiNLI

Table 1: Challenging STS/NLI examples for the PLM-
fine-tuned model. “Old label” = gold label by averaging
or majority voting; “New label” = full distribution ag-
gregated over 15 or 100 new ratings; and “Prediction” =
similarity score predicted by fine-tuning the STS model
based on BERT-base.

Moreover, domain text is rich in specific terms
and concepts that rarely appear in a general text. It
is hard for language models that were pre-trained
on a general corpus to understand domain terms
and the relationship between them due to exposure
bias, when the lexical expressions are different.

Example 1 in Table 1 shows that a clinical STS
model tuned on the N2C2-STS training data strug-
gles assigns a semantic similarity score of 2.0 to the
sentence pair, while the gold score is 4.5. This is
due to the lack of clinical knowledge that Tapenta-
dol and Oxycodone are both pain-relief medicines.

As current language models have much more ca-
pacity and are pre-trained on more data, compared
to BERT, do they perform better? How well do
LLMs perform on low-resource and knowledge-
rich domains? We study this in Section 3.

Over-confidence on wrong predictions Neural
models have been empirically demonstrated poor
calibration — the predictive probability does not
reflect the true correctness likelihood, and they are
generally over-confident when they make wrong
predictions (Guo et al., 2017; Wang et al., 2022a).
Put differently, the models do not know what they
don’t know. For No.2 in Table 1, the STS model in-
correctly predicts the similarity score as 1.95 when
the gold label is 0.0. In such cases, a reliable model
should display a high predictive uncertainty (large
standard deviation), instead of 0.004.

Faithfully estimating the uncertainty of model
predictions is as important as obtaining high ac-
curacy in many safety-critical applications, such
as autonomous driving or clinical decision sup-
port (Chen et al., 2021; Kendall and Gal, 2017).
If models were able to faithfully reflect their uncer-
tainty when they make erroneous predictions, they
could be used reliably in critical decision-making
contexts, and avoid catastrophic errors. Can LLMs
show high confidence when they make correct pre-
dictions and low confidence when they make wrong
predictions? How to estimate the predictive confi-
dence/uncertainty in generative LLMs for STS and
NLI? Are the predictions well-calibrated? We will
answer these questions in Section 4.

Capturing collective human opinions Due to
the task subjectivity and language ambiguity, there
exists high disagreement for some cases in STS and
NLI labelling, as examples under category No.3 in
Table 1. Based on a collection of individual ratings,
the average score µ of 1.7 does not convey the fact
that the ratings vary substantially (σ > 1.0), and
the label (0, 1, 0) also does not reflect the inherent
disagreements among raters for the NLI example,
where there are 57 annotators among 100 assign
ENTAILMENT and 42 assign NEUTRAL.

The gold label aggregated by averaging or ma-
jority voting may reflect the average opinion or the
majority viewpoint, but fails to capture the latent
distribution of human opinions or interpretations,
and masks the uncertain nature of subjective as-
sessments. Simply estimating aggregated labels
over examples with high disagreement is close to
a random guess of an average opinion. How to
capture the distribution of human opinions under
LLMs? Can it be achieved by leveraging LLMs’ ca-
pability of generating personalised responses under
different roles? Section 5 offers hints.
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2.3 Are STS/NLI worth studying in LLMs?

STS and NLI tasks were used to evaluate language
models’ semantic understanding ability. LLMs
such as GPT-4 and Claude have shown remarkable
capabilities in following user instructions and help-
fully responding a variety of open-domain ques-
tions. This implicitly indicates their great semantic
understanding ability. Moreover, labels of both
tasks are sometimes ambiguous and subjective due
to the high disagreement between annotators in
labelling. As such, it seems not worthwhile to con-
tinue studying STS and NLI anymore under LLMs.

Actually, this is not the whole picture. On the
one hand, we wonder whether LLMs have the same
challenges as PLMs. On the other hand, we still
need accurate and reliable STS/NLI modelling.
STS and NLI focus on analysing semantic rela-
tionship between two pieces of text, which allows
us to automatically compare, analyse and evaluate
LLMs’ responses in terms of helpfulness, factual-
ity, bias, toxicity and harmfulness. For example,
in fact-checking to identify the veracity, STS is
the core technique in dense information retrieval
to collect the most relevant evidence given a claim,
and NLI is always used to identify the stance of the
evidence, supporting, refuting or being irrelevant
to the claim. They reduce the human intervention
and improve the efficiency.

3 Clinical and Biomedical Evaluation

How well do LLMs encode clinical and biomed-
ical knowledge, compared with small pretrained
language models?

Singhal et al. (2023) assess PaLM (8B to 540B)’s
potential in medicine through answering medical
questions. They observed strong performance as a
result of scaling and instruction fine-tuning. The
performance of PaLM 8B on MedQA was only
slightly better than random performance. Accuracy
improved by more than 30% for PaLM 540B.

Wu et al. (2023) evaluate the proprietary LLMs
ChatGPT and GPT-4, and open-source models in-
cluding LLaMA, Alpaca and BLOOMz on a radi-
ology corpus, determining whether a context sen-
tence from a radiology report contains the answer
given the question, by the answer of Yes or No.
Results show that GPT-4 outperforms ChatGPT,
followed by LLaMA, Alpaca and BLOOMz. Fine-
tuning BERT with >1k and >8k task-specific exam-
ples can respectively achieve competitive accuracy
against 10-shot ChatGPT and 10-shot GPT-4.

We see an ability that does not exist in small
models, and rapidly improves above random be-
yond a certain model size. How do LLMs perform
for clinical and biomedical STS and NLI?

3.1 Case Study Take-Away

Before extensive evaluation, we conduct a case
study to investigate what may impact the in-context
learning performance for STS and NLI in Ap-
pendix B. We first study the impact of different
prompting strategies: (1) Zero-shot, (2) Zero-shot
with annotation guidelines (AG), (3) Zero-shot with
chain of thought (CoT), (4) Few-shot, (5) Few-shot
with AG, and (6) Few-shot with CoT.

How to craft a prompt and parse labels out?
For prompts with AG, CoT and demonstration ex-
emplars, how will the order of task description,
guidelines, CoT and exemplars impact the accu-
racy? Which order is better? Table 6 exhibits the
final optimised prompts. Then how to parse the
predicted labels out of the free-form responses of
LLMs? We propose to parse the response by model
itself when rule-based matching and regular expres-
sions are insufficient, but at the risk of hallucinating
a different label. Experiments show that rule-based
parsing obtains better accuracy than model’s auto-
parsing when the model can follow the instruction
and output labels as the requested format.

Which prompt performs the best? The experi-
ments show that zero-shot performs the best using
ChatGPT, and few-shot (w/wt CoT) for LLaMA-2.
We speculate that the brief annotation guidelines
and limited exemplars may mislead ChatGPT to
struggle what is important information and what
are unimportant details, overlooking the overall
semantics and failing to make correct judgement.
While for smaller LLaMA-2, more information is
needed in the context to guide it in track.

Why does zero-shot CoT collapse? LLMs will
give detailed steps of how to calculate a similar-
ity score using different metrics and features when
using zero-shot CoT. Many responses analyse the
similarity score on axes of sentence structure, bag
of words, topics and other superficial aspects. Gen-
erally, these score will be summed up and re-scaled
to 0-1 or 0-5, sometimes are cut by the maximum
range of 5.0 without considering the meaning be-
hind the score. Such coarse measurements overlook
comparison of the overall semantics, and the incau-
tious re-scaling neglects the meaning behind the
score range hurts the accuracy of STS significantly.
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BERT ChatGPT Zero-shot LLaMA-2 (7B) Few-shot LLaMA-2 (13B) Few-shot
STS↓ Base (r) r ↑ ρ ↑ MSE ↓ r ↑ ρ ↑ MSE ↓ r ↑ ρ ↑ MSE ↓
STS-B 0.868 0.827 0.825 1.16 0.528 0.551 3.49 0.584 0.597 2.87
BIOSSES 0.854 0.865 0.888 0.56 0.181 0.129 6.73 0.254 0.223 8.50
EBMSASS 0.867 0.805 0.650 0.50 0.078 0.071 8.62 0.189 0.202 9.51
MedSTS 0.859 0.790 0.701 0.72 0.278 0.250 2.49 0.186 0.176 3.69
N2C2-STS 0.902 0.817 0.754 0.90 0.328 0.316 6.99 0.254 0.270 9.88
USTS-C (high) 0.861 0.556 0.551 2.97 0.038 0.052 11.3 0.004 0.042 10.4
USTS-U (low) 0.838 0.552 0.465 3.09 0.076 0.096 14.6 0.107 0.129 13.1

NLI↓ Base (Acc) Acc ↑ F1-macro↑ Prec/Recall↑ Acc ↑ F1-macro↑ Prec/Recall↑ Acc ↑ F1-macro↑ Prec/Recall↑
Chaos-SNLI 0.747 0.491 0.485 0.480/0.521 0.368 0.375 0.407/0.452 0.350 0.319 0.314/0.480
Chaos-MNLI 0.558 0.479 0.472 0.498/0.509 0.348 0.306 0.361/0.434 0.396 0.321 0.358/0.471
MedNLI 0.777 0.739 0.743 0.763/0.739 0.412 0.312 0.431/0.412 0.516 0.414 0.509/0.516

Table 2: Evaluation of zero-shot ChatGPT (helpful assistant) and few-shot LLaMA-2 (7B, 13B): correlation (r, ρ)
and MSE on seven STS datasets across domains; and precision (Prec), recall and F1 score on three NLI datasets.
Baselines (Base) are estimations by fine-tuned STS/NLI model based on BERT-base.

Impact of the system role and the language
of prompt. We further investigate: will setting
the system role as domain expert or instructing the
model to make judgements with specific domain
knowledge improve the domain accuracy? The an-
swer is No. For models like ChatGPT, it even con-
sistently hurts the performance. This may result
from less exposure of such instructions and sys-
tem roles in tuning stage. It motivates us to think
about, on non-English benchmarks, what language
instructions will bring better responses, especially
for current LLMs that poorly support non-English
languages. Empirical studies show that English
instruction is better on Chinese benchmarks.

3.2 Experiments

Experimental Setup: Based on the findings above,
we use zero-shot prompt for ChatGPT, few-shot
for LLaMA-2, and English prompts for Chinese
USTS-C and USTS-U. Ten general, clinical
and biomedical STS/NLI datasets are involved.
USTS-C, Chaos-SNLI, and Chaos-MNLI are com-
posed of ambiguous cases in which high human
disagreement exists among annotators.

Baselines: We reproduce the baseline results
from Wang et al. (2020b,c, 2022b,a, 2023). STS-B,
MedSTS, N2C2-STS, USTS-C and USTS-U are
predicted by BERT-base fine-tuned over the train-
ing data of corresponding dataset, coupled with
data augmentation strategies. For datasets without
training data, BIOSSES uses the fine-tuned N2C2-
STS model and EBMSASS uses fine-tuned STS-B.
Chaos-SNLI/MNLI are predicted by BERT-base
fine-tuned over combination of SNLI and MNLI
training data, and MedNLI uses fined-tuned BERT
by MedNLI training data.

Results: Estimations by ChatGPT are inferior
to baseline predictions of the fine-tuned BERT-
base, except for comparable results on BIOSSES.
LLaMA-2 performs much worse than ChatGPT,
though 13B is better than 7B, where the best r
is 0.58 on the general STS-B using 13B model.
This suggests that clinical and biomedical domains
remain challenging for a LLM even if it is as power-
ful as ChatGPT, putting aside open-source smaller-
size language models. Pearson correlation of 0.55
on USTS-C, USTS-U and less than 50% accuracy
on Chaos-SNLI and Chaos-MNLI reveal that Chi-
nese STS sentence pairs and NLI cases with con-
troversial labels are particularly hard to predict cor-
rectly, even for ChatGPT. LLaMA-2 collapses on
the two Chinese test sets (r is close to 0), showing
poor capability of non-English languages.

4 Calibration under LLM

Calibration measures how well the predictive con-
fidence aligns with the real correctness likelihood.
Depending on a well-calibrated model, we can trust
how certain a model is for a correct prediction, and
then deliver tasks to human experts when the model
is highly uncertain.

4.1 Challenges
Differences between textual discriminative and gen-
erative models pose challenges in LLM calibration
for accuracy calculation and confidence estimation.

Accuracy Calculation: Accuracy can be easily
calculated in the classification task where the de-
cision space is clearly defined among the given
classes. However, the distribution of casual gener-
ation from large language models is complicated
and intricate.
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It is ambiguous to scope the label space, given
that the golden semantics can be expressed in var-
ious ways (Kuhn et al., 2023). For STS and NLI,
we alleviate this issue by prompting LLMs with
task-specific instructions that constrain label space,
so that generated text contains predicted labels.

Confidence Estimation: For a classifier, the
probabilistic outputs from softmax with logits pass-
ing through often serve as the predictive confi-
dence. For continuous labels, predictive uncer-
tainty is practically represented by standard de-
viation (Wang et al., 2022a). However, how to
estimate predictive confidence for STS and NLI
under generative models is an open question, par-
ticularly for black-box LLMs such as ChatGPT,
we can only access to the generated text by APIs,
without the predictive probability of the next token.

4.2 Predictive Confidence Estimation

A good confidence estimation is expected to truly
reflect a model’s uncertainty in predicting or mak-
ing decisions. We elaborate our approaches to es-
timating predictive confidence for LLMs, in both
black-box and white-box settings below.

Black-box LLMs: We generate K samples
given an example, and then calculate the mean and
the standard deviation for STS and the empirical
probability for NLI, similarly to Lin et al. (2023);
Kuhn et al. (2023), but we skip their step of incor-
porating the similarity between any two samples,
since we parse the label out of free-form responses.

White-box LLMs: We aim to use the vocabu-
lary probability of the first newly-generated token
as the predictive confidence. This requires a prompt
that can generate an output, in which the first token
could appear in the label space of STS or NLI in a
high probability. To achieve this, we use few-shot
prompts to demonstrate and constrain the output
format of the model, guiding the model to sample
the first token aligned with the label space.

Practically, after obtaining the output logits from
the last token of the prompt, we normalise it into a
probability distribution by softmax. For STS with
a continuous label space ranging from 0.0 to 5.0,
we simplify the experiments by only studying the
probability of the integer part, corresponding to the
tokens [0,1,2,3,4,5]. For NLI, we show cases
and instruct the model to output lowercase labels,
so that it can fall into the three sub-words: [_ent,
_neutral, _contradiction], meeting the prob-
ability for entailment, neutral and contradiction.

Model→ ChatGPT LLaMA-2 (7B) LLaMA-2 (13B)
Dataset↓ r ↑ F1↑ ECE↓ r ↑ F1↑ ECE↓ r ↑ F1↑ ECE↓
MedSTS 0.801 – 0.622 0.269 0.076 0.818 0.252 0.087 0.754
BIOSSES 0.849 – 1.096 0.107 0.017 0.840 0.272 0.010 0.723
USTS-C 0.809 – 1.442 -0.268 0.007 0.751 -0.102 0.023 0.664

MedNLI – 0.668 0.238 – 0.312 0.457 – 0.407 0.277
ChaosNLI – 0.541 0.215 – 0.356 0.418 – 0.309 0.348

Table 3: Pearson correlation (r), F1 and ECE for
STS/NLI by ChatGPT and LLaMA-2 (7B, 13B). Note
that calculation formula of ECE for STS under ChatGPT
is different from others (italic numbers), they cannot be
compared directly.

To examine whether the model can follow the
instruction and output the predicted label in the
first token, we count how many percentage of ex-
amples where the highest probability token is in the
label space; and the top3-probable tokens contain
label-space tokens (see Table 13 in Appendix D).
Almost 100% examples follow the instruction, gen-
erating a label-space token in the first token at a
high probability of ≥0.8 based on LLaMA-2 (7B).
This suggests that proper prompts can lead model
to generate labels, effectively supporting white-box
predictive confidence estimation.

4.3 Experiments

Metrics Expected calibration error (ECE) is ap-
plied to measure if the predictive confidence esti-
mates are aligned with the empirical correctness
likelihoods. The perfectly-calibrated model has
ECE=0. The lower ECE, the better calibrated. For
STS in black-box setting, we calculate ECE using
the formula for continuous values with the mean
and standard deviation as Wang et al. (2022a),3

while for NLI and white-box STS, we use Eq (1):

M∑

m=1

|Bm|
n

|acc(Bm)− conf(Bm)|) (1)

Experimental Setup Based on MedSTS,
BIOSSES, USTS-C for STS, and MedNLI,
ChaosNLI for NLI,4 we experiment with ChatGPT
as the black-box and LLaMA-2 (7B, 13B) as
the white-box proxy. In a black-box setting, we
sample K times (K=10 with a zero-shot prompt),
and we use standard deviation for continuous
labels and the probability for each class for
classification outputs as a confidence score. In a
white-box setting, we use the length-normalised
joint probability for both STS and NLI.

3By this formula, ECE>1.0 indicates very poor calibration.
4We use 200 samples for USTS-C and ChaosNLI, same

subset as Section 5
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Results and Analysis ChatGPT achieves the
lowest calibration error, and also much higher cor-
relation and F1 across all datasets than LLaMA-2,
as shown in Table 3. 13B is more calibrated than
7B thanks to being less confident. LLaMA-2 ex-
hibits lower ECE and higher F1 in NLI task than
the STS. Large ECE (>0.8) using 7B on STS should
be attributed to the large gap between low accuracy
(0.22, 0.05 and 0.005) and high confidence (0.82,
0.84 and 0.75 in Table 13). Under satisfying cor-
relation for STS by ChatGPT, it still offers large
ECE. This indicates that over-confidence remains
a challenge in LLMs for STS and NLI tasks.

5 Collective Human Opinion

Capturing the distribution of human opinions un-
der large neural models is non-trivial, especially
for continuous values. Applying Bayesian esti-
mation to all model parameters in large language
models is theoretically possible, in practice it is
prohibitively expensive in both model training and
evaluation. Deriving uncertainty estimates by in-
tegrating over millions of model parameters, and
initialising the prior distribution for each are both
non-trivial (Wang et al., 2022a).

Bypassing estimating key parameters of a stan-
dard distribution (e.g. µ and σ in a Gaussian distri-
bution) to fit the collective human opinions, in this
work, we propose estimating personalised ratings
which simulate individual annotations, and then
compare the two collective distributions. Specifi-
cally, we prompt LLMs by setting the system role
with different personas characterised by age, gen-
der, educational background, profession and other
skills. It is assumed that LLMs can make persona-
specific judgement within the capability and back-
ground of the role.

Hypothesis: If language models are capable to
do personalised assignments that match the ability
of different roles, a helpful assistant should give
more accurate estimations than a five-year old child
on the complex semantic reasoning tasks, and a lin-
guistic expert is better than an assistant, a NLP
PhD student should have comparable judgement
to a NLP expert. Judgements collected from dif-
ferent roles should be close to the distribution of
the collective human opinions gathered by crowd-
sourcing.

Dataset→ ChaosNLI USTS-C
System role ↓ Acc↑ Prec↑ Recall↑ F1-macro↑ r ↑ ρ ↑ MSE ↓
Helpful assistant (HA) 0.525 0.504 0.522 0.506 0.656 0.684 3.32
HA good at semantic reasoning 0.475 0.491 0.480 0.463 0.702 0.727 2.78
HA good at NLI 0.535 0.512 0.516 0.509 0.644 0.675 2.97
NLP expert 0.530 0.527 0.524 0.511 0.679 0.736 3.20
NLP PhD student 0.565 0.557 0.563 0.548 0.685 0.703 3.04
Data annotator 0.565 0.533 0.543 0.534 0.639 0.696 3.57
Linguistic expert 0.485 0.480 0.488 0.469 0.758 0.796 2.73
Google senior engineer 0.520 0.487 0.496 0.489 0.654 0.700 3.62
Professional data scientist 0.510 0.493 0.504 0.490 0.667 0.728 3.50
Five-year old child 0.505 0.491 0.519 0.492 0.659 0.685 2.86

Ensemble 0.560 0.538 0.544 0.533 0.786 0.813 2.83

Table 4: ChaosNLI and USTS-C performance under
ten different system roles against the aggregated labels
of collective human opinions. Aggregation: majority
voting for NLI and averaging for STS. Ensemble refers
to aggregating predictions of ten roles.

5.1 Experiment Setup
Given an example in ChaosNLI for NLI and
USTS-C for STS, multiple annotations are avail-
able to represent the collective human opinions. We
randomly sampled 200 examples from USTS-C,
with a similarity score uniformly spanning across 0-
5. We sample 100 cases from Chaos-SNLI and 100
from Chaos-MNLI, resulting in ChaosNLI (200),
to investigate whether ChatGPT can imitate indi-
vidual ratings under different roles.

5.2 Results and Analysis
Performance differs under different roles. How-
ever, the model uncertainty may contribute more
to the judgement divergence, instead of the per-
sonalised opinion. On samples of ChaosNLI and
USTS-C, the accuracy differs significantly under
different system roles. NLP PhD student performs
the best on ChaosNLI and the linguistic expert is
the best on USTS-C. However, how is the dis-
tinction affected by the setup of different roles in
the pre-context versus the model predictive uncer-
tainty? If the deviation of multiple runs under the
same role is notably smaller than the variance stem-
ming from various roles setting, and a relatively-
high performance consistently appears in the well-
performed role, we believe that the model is ca-
pable to make persona-specific judgement under
different roles. In other words, the setting of dif-
ferent roles in the pre-context may unlock multiple
reasoning paths, an optimal role leads reasoning
route to more correct answers.

Therefore, we re-run ten times on ChaosNLI and
USTS-C with the roles of an NLP PhD student and
a linguistic expert, respectively. We cab see in
Table 14 that, on both ChaosNLI and USTS-C, the
results deviate significantly across the ten runs. A
higher performance cannot be kept.
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Figure 1: USTS-C (µ, σ) distribution of annotators ver-
sus ChatGPT roles and ten runs by the role of linguistic
expert, and KL-Divergence (bottom) between the collec-
tive human opinions and the distribution of predictions
by ten different roles using ChatGPT.

The accuracy of ChaosNLI ranges from 0.48
to 0.55, and Pearson correlation for USTS-C also
ranges from 0.67 to 0.76. This suggests that the
model uncertainty may contribute more to the per-
formance variance, than the setting of system roles.

The collective predictions essentially does not
match the human opinions. Label distributions
represented by (µ, σ) of USTS-C annotators and
predictions of ten different roles differ substantially
(see Figure 1 top). The distribution by ten roles
and ten runs by linguistic expert is much similar,
their KL-divergence of 171 (86%) examples is less
than 1.0, indicating small distributional distance
for the majority cases between using the same role
and different roles. While KL-divergence between
annotators and ten roles or ten runs is mostly large
(KL>1.0 for 177 and 185 examples). This sug-
gests that neither estimations under different roles
nor multiple runs by the same role can imitate the
distribution of collective human opinions.

Similarly, in Figure 2 for ChaosNLI, the distribu-
tional divergence between annotators and simulated
raters (system roles) spans from 0 to 400, while KL-
divergence between ten roles and ten runs in the
same role is much smaller, with the majority con-
centrating within 50.5 Moreover, distributions of
both KL and JSD of (annotators, ten roles) and (an-
notators, ten runs under the role of PhD student)
are similar. It indicates that the impact of setting
different roles is similar to running multiple times
under the same role.

5Bootstrap is applied to sample 100 judgements, imitating
100 annotations in ChaosNLI.
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Figure 2: ChaosNLI KL-Divergence (top) and
Jensen–Shannon distance (bottom) between the collec-
tive human opinions and the distribution with bootstrap
under predictions by ten different roles using ChatGPT.
KL highly correlates with JSD (r ≥0.88 and ρ ≥ 0.97).

We can conclude that prompting using differ-
ent roles cannot unlock the LLM’s capability of
making personalised judgement.

6 Conclusion and Future Work

In this study, we aim to rethink STS and NLI chal-
lenges in the context of LLMs, to identify whether
LLMs alleviate the three issues in the era of BERT.

Experiments on ten STS/NLI datasets show
that fine-tuned BERT-base outperforms zero-shot
ChatGPT, especially on non-English corpus and
ambiguous examples where high disagreement ex-
ists between individual annotations. Smaller LLMs
such as LLaMA-2 (7B, 13B) collapse if only by in-
context learning. Though the larger model shows
smaller calibration error, LLM ChatGPT is still far
from a well-calibrated model. LLMs may be able
to provide personalised descriptions for a specific
topic, or to generate semantically similar content in
different tones, but it is still hard for current LLMs
to make personalised judgements. These reveal
that old problems are not addressed in the new era.

Limitations

Prompt optimisation Prompt engineering is of-
ten important for LLMs to achieve good perfor-
mance. In this study, we designed and refined
prompts for STS and NLI tasks manually. Though
we made efforts to optimise, it is challenging for
authors to search the optimal prompt in the large
and discrete prompt space. The inferior prompts
may lock the real capabilities of LLMs. Auto-
matic prompt optimisation algorithm like Yang
et al. (2023) will be used to customise task-specific
and model-specific prompts in our future work.
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More Tasks and More LLMs We only evalu-
ate STS and NLI tasks over five biomedical and
clinical datasets, this would be insufficient to truly
evaluate LLMs’ capability in biomedical and clini-
cal domains. More reasoning-intensive tasks such
as questions answering and entity linking can be in-
corporated. Moreover, larger open-source language
models (e.g., LLaMA-2 70B) should be assessed.

White-box Confidence Estimation To simplify
the confidence estimation in white-box setting, we
use probabilities of the label-space tokens. This
could be optimised further, particularly for scalar
labels in STS.

Ethics Statement

This paper respects existing intellectual property
by making use of only publicly and freely available
datasets.

Biases: The study randomly samples ten roles
that are either commonly used in research papers
or the roles with which authors are familiar, to sim-
ulate collective human distributions of STS judge-
ment. It does not consider the real demographic dis-
tribution, possibly resulting in some biases. Given
that it is just an exploratory case study, less serious
harms will be caused.

Healthcare Concern: This research investigates
the capability of LLMs in biomedical and clinical
domains over STS and NLI tasks. They might be
combined to a tool that can be used by healthcare
providers, administrators, and consumers, which
will require significant additional research to ensure
the safety, reliability, efficacy, and privacy of the
technology. Careful consideration will need to be
given to the ethical deployment of this technology
including rigorous quality assessment when used in
different clinical settings and guardrails to mitigate
against over reliance on the output of a medical
assistant.
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Appendix

A Statistics about the Datasets

Table 5 shows the statistic information for all
datasets used in this paper.

B In-context Learning Case Study

What are influential factors of the accuracy in in-
context learning for STS and NLI? We first assess
the impact of different prompting strategies based
on ChatGPT and LLaMA-2.

B.1 Impact of Prompting Strategy
Using general STS-B and clinical N2C2-STS test
sets, we evaluate the impact of six prompting
strategies on STS accuracy, for both ChatGPT and
LLaMA-2 (7B), including (see Table 6):

• Zero-shot

• Zero-shot with annotation guidelines (AG)

• Zero-shot with chain of thought (CoT)

• Few-shot

• Few-shot with annotation guidelines (AG)

• Few-shot with chain of thought (CoT)

How to craft prompts? Naive few-shot prompt
only shows exemplars to the model, such as five
training examples whose similarity score spans
from zero to five in our setting. However, the model
is often confused about what task it should perform
and fail to predict a score. Thus, we append a task
description (same as zero-shot prompt) at the end
of demonstrations. Compared to appending the
description at the beginning of the prompt, first
showing examples and then elaborating instruc-
tions before inputting test cases is easier for model
to follow the instruction, resulting in more valid
predictions and better accuracy.

For a few-shot prompt with annotation guide-
lines (see Section C), three components are in-
cluded: demonstrations, annotation instructions
and the task description. Prompting by the order
of task description, instruction and demonstrations,
the majority of responses are invalid (441 among
the first 500 examples in STS-B), returning “the
score for the given sentence pair is not provided”.
While prompting by first instruction, demonstra-
tions and then the task description, the model will
return similarity scores.

Few-shot prompting with chain of thought is
crafted with the task description followed by five
demonstration examples with an explanation for
each one.

How to parse labels from responses? One chal-
lenge is how to accurately parse the model pre-
diction from a long free-form generation. Many
predicted labels do not appear at the beginning,
the end or the position requested by the instruc-
tion, since the model does not always follow the
instruction, particularly for LLaMA-2.

For responses of ChatGPT, we use rules and
regular expressions to match and parse labels. It
is hard to parse LLaMA-2 responses by rules be-
cause the irregular positions of the labels, espe-
cially responses using CoT. To solve this problem,
we resort to LLaMA-2 itself to parse the label out,
and then apply simple rules to normalise the re-
sults. This method alleviates the manual workload
to summarise parsing rules, but at the risk of hal-
lucinating inconsistent labels. We observed that
LLaMA-2 would omit decimal places, like parsing
similarity score 4.5 to 4, and sometimes generate a
new scalar 1.0 without reference in minority cases.

B.1.1 ChatGPT

Zero-shot prompt gives the best correlation
based on ChatGPT. Results over both general-
purpose and clinical STS in Table 7 show that
providing annotation guidelines, using chain of
thought, and demonstrating labelled examples to
the model hurt the STS performance, particularly
zero-shot with chain of thought (estimations col-
lapse). This is counter-intuitive and inconsis-
tent with previous findings that chain of thought
and few shots improve the accuracy of reasoning
tasks, although Reynolds and McDonell (2021)
also showed that cleverly-constructed prompts in
a zero-shot setting could outperform prompts in
a few-shot setting, implying that, for some tasks,
models can achieve better performance by leverag-
ing their existing knowledge than from attempting
to learn the task from in-context exemplars.

Brief annotation guideline and limited exem-
plars may mislead models. With annotation
guidelines, it becomes clear how to label sentence
pairs that are completely dissimilar or equivalent,
but it also brings ambiguous and subjective distin-
guishment between what is important information
and what are unimportant details (score 2-4).
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Dataset #Train #Dev #Test Range #Annotation Domain

STS-B (2017) 5,749 1,500 1,379 [0, 5] 5 general
MedSTS (2018) 750 — 318 [0, 5] 2 clinical
N2C2-STS (2019) 1642 — 412 [0, 5] 2 clinical
BIOSSES (2017) — — 100 [0, 4] 5 biomedical
EBMSASS (2019) — — 1,000 [1, 5] 5 biomedical

USTS-U (2023) 4,900 2,000 2,000 [0, 5] 4 general
USTS-C (2023) 2,051 2,000 2,000 [0, 5] 19 general

MedNLI 11,232 1,395 1,422 3-class – clinical

Chaos-SNLI (2020) — — 1,514 3-class 100 general
Chaos-MNLI (2020) — — 1,599 3-class 100 general

Table 5: STS/NLI datasets. #Train, Dev, Test Size = number of text pairs, range = label range. #Annotator = number
of raw annotations for each example.

For examples 1 and 2 in Table 9, the model ex-
plains that two sentences are expressing the same
action (dancing in the rain and singing with guitar)
and the highly-similar semantic meaning. However,
there is a slight difference in the details mentioned,
the similarity score between S1 and S2 can be deter-
mined as 2.5 and 3.0. This suggests that the model
fully understands the meaning of two sentences,
but fails to assign a correct similarity score.

Similar for No.3, ChatGPT analyses that there
are differences in important details between S1 and
S2: pipe vs. carpet and scissors vs. knife, but it
assigns the similarity score of 3.0. We find for most
cases, the reasoning steps are entirely correct, but
the model tend to assign a score around 3.0, either
two sentences differ significantly in key points or
slightly on details. The model is puzzled by de-
tail/important information in guidelines and loses
rational judgement.

Why does Zero-shot CoT collapse? The ratio-
nale behind CoT is improving the performance of
reasoning tasks by allowing generative model to
infer step by step, instead of outputting results di-
rectly. In the context of STS, reasoning could be
either calculating a similarity score quantitatively
step by step, or explaining why.

By prompting ChatGPT using zero-shot CoT,
it is found to give detailed steps of how to calcu-
late a similarity score using different metrics and
features (e.g., tokenise, stem, obtain IF-IDF and
calculate cosine similarity). Many responses anal-
yse similarity score on axes of sentence structure,
bag of words, topics and other aspects between two
sentences.

Generally, these scores will be summed up and
re-scaled to 0-1 or to 0-5, and sometimes they will
be cut by the maximum range of 5 without consider-
ing the meaning behind the score. Such casual and
inconsistent re-scaling creates a situation where
the predictions are evaluated in different scales.
Sometimes, these scores conflict with each other
— some are low and some are high, and the model
will respond that it is difficult to determine the final
score.

Coarse measurements highlight that some spe-
cific aspects, such as lexicon overlap and sentence
structure, overlook the comparison of the overall
semantics. Moreover, careless re-scaling neglects
the meaning behind the score, and the combina-
tion substantially hurts the accuracy for STS. Thus,
we guide the model to provide explanations in a
few-shot CoT.

B.1.2 LLaMA-2
We can further observe that LLaMA-2 (7B) shows
extremely poor performance for both STS-B and
N2C2-STS, particularly with zero-shot prompts:
r<0.15 (w/wt CoT). Using a few-shot (CoT)
prompt yields the best correlation r=0.67 for
STS-B, and the few-shot prompting result for
N2C2-STS is r=0.33. The results for the other
five STS datasets we experimented with also show
very low correlations, and few-shot prompting
(with/without CoT) yields the best accuracy (see
Table 8). Reflected as the distribution in Figure 3,
the predicted score distributions for all prompts de-
viate significantly from the gold label distribution.
LLaMA-2 using three few-shot prompts tends to
predict scores close to 5.
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Figure 3: Similarity Score distribution of STS-B (top) and N2C2-STS (bottom) by LLaMA-2 (7B). Ref=Gold labels

We find that the low accuracy on the one hand
results from the failure of STS modelling of
LLaMA-2, on the other hand, is partially attributed
to the imprecise parsing. That is, not all predicted
labels can be accurately parsed from the generated
responses by automatic strategies. We pass the
hard-parsed cases, so the number of valid labels is
less than the size of the full test set. Considering
the number of valid cases and the performance, we
use few-shot without guidelines and CoT on STS,
in the following experiments of LLaMA-2.

Impact of Parsing Strategies: We find that re-
sponses by few-shot prompt is easier to parse by
rules. Table 10 compares Pearson correlation of
predictions parsed by rules and LLaMA-2. Overall,
rule-based parsing empirically performs better than
parsing by LLaMA-2 itself on few-shot responses.
Accuracy of LLaMA-2 (13B) is slightly impacted
by parsing strategies, while LLaMA-2 (7B) is influ-
enced significantly. We speculate that larger LLMs
not only can more accurately parse labels, they
are also more capable to follow instructions and
generate easily-parsed responses.

B.1.3 Zero-shot vs. Few-shot for NLI

Given that there isn’t complex annotation guide-
lines for NLI, and CoT is demonstrated less im-
provements, we only compare the naive zero-shot
and few-shot prompts for NLI. Table 11 shows
that for both LLaMA-2 7B and 13B, few-shot
prompt can achieve either higher or comparable
F1-score than zero-shot prompt across three NLI
datasets. This is consistent with the STS task us-
ing LLaMA-2. Therefore, on ChatGPT, we follow
STS to use zero-shot prompt for NLI as well.
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Figure 4: The impact of system role on the performance
of domain datasets using ChatGPT.

B.2 Impact of Metadata in Prompt
Will setting the system role as domain expert result
in better performance in domain datasets? Do Chi-
nese prompts perform better than English prompt
on Chinese datasets? We try to answer the two
questions in this section.

System role and context On the biomedical
STS dataset BIOSSES and two clinical datasets
(MedSTS and N2C2-STS), we compare the corre-
lation with system role (pre-context) set as “helpful
assistant” vs. “biomedical/clinical expert”. Fig-
ure 4 shows that the accuracy either declines or is
the same when setting the system role to domain
expert from general assistant. Similarly, changing
zero-shot prompt to “determine the similarity be-
tween the following two sentences (S1, S2) in the
biomedical context with domain knowledge” does
not help either. Combining them yields BIOSSTS
correlation declining from 0.868 to 0.848.
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Task Prompt Template

STS ZERO-SHOT

Determine the similarity between the follow-
ing two sentences (S1, S2). The score should
be ranging from 0.0 to 5.0, and can be a deci-
mal. S1: {} S2: {} Score:

STS ZERO-SHOT (AG)

Annotation instructions + Task description.
S1: {} S2: {} Score:

STS ZERO-SHOT (COT)

Determine the similarity between the
following two sentences (S1, S2).
Explain the assessment step by step. The
score should be ranging from 0.0 to 5.0, and
can be a decimal.
S1: {} S2: {} Score:

STS FEW-SHOT

Five demonstration examples · · ·
Task description. S1: {} S2: {} Score:

STS FEW-SHOT (AG)

Annotation instructions + Five demonstrations
+ Task description. S1: {} S2: {} Score:

STS FEW-SHOT (COT)

Task description + Five demonstrations with
explanation for each, e.g.,
S1: A woman is washing her hands.
S2: A woman is straightening her hair.
Explain: S1 and S2 are in the same topic, but
important information is totally different.
Score: 0.8

S1: {} S2: {}

NLI ZERO-SHOT

Given the sentence {}, determine if the fol-
lowing statement is entailed or contradicted or
neutral: {}.

NLI FEW-SHOT

Given the premise sentence S1, determine if
the hypothesis sentence S2 is entailed or con-
tradicted or neutral, by three labels: entail-
ment, contradiction, neutral.
Six demonstrations (two for each label)
S1: {} S2: {} Label:

Table 6: Summary of the prompt templates we used
for the STS and the NLI tasks in the zero-shot and
the few-shot prompt settings. CoT stands for chain of
thought, and AG stands for annotation guidelines. The
task description is the same as for the zero-shot prompt
setting.

Language of the prompt Evaluating LLMs on
non-English benchmarks, we have two choices for
the language of the prompt: English prompt that
the LLM has seen more than other languages in
training and tuning, and corresponding language
instruction that is consistent with the input content.

Based on a Chinese STS corpus USTS with two
subsets: USTS-C with high human disagreement
in labelling and USTS-U with low human disagree-
ment, we compare the results using English vs. Chi-
nese zero-shot prompts in Table 12. Using English
instruction shows higher correlation and smaller
MSE than using Chinese instruction. For both sub-
sets, correlations between the predicted score and
the gold label by averaging annotations of all raters
are both extremely low (around 0.5), and MSE
is large. This implies that it is challenging for
ChatGPT to correctly estimate semantic similarity
scores for Chinese sentence pairs in USTS, regard-
less of high or low human disagreement.

Moreover, for fine-tuned STS models based on
BERT or cosine similarity based on semantic rep-
resentation of two sentences, it is easier to pre-
dict the average score for USTS-U than USTS-C.
ChatGPT does not seem to perceive the degree of
human disagreement in labelling, showing higher
accuracy on more uncertain subset USTS-C.

C Prompting Strategies

GPT-3 (Brown et al., 2020) demonstrated that
LLMs are strong few-shot learners, where fast in-
context learning can be achieved through prompt-
ing strategies. Through a handful of demonstra-
tion examples encoded as prompt text in the in-
put context, LLMs are able to generalise to new
examples and new tasks without any gradient up-
dates or fine-tuning. The remarkable success of
in-context few-shot learning has spurred the de-
velopment of many prompting strategies includ-
ing scratchpad, chain-of-thought, and least-to-most
prompting, especially for multi-step computation
and reasoning problems such as mathematical prob-
lems. In this study for STS and NLI, we focus on
standard zero-shot, few-shot, chain-of-thought, and
self-consistency prompting as discussed below.

Few-shot: The standard few-shot prompting
strategy was introduced with GPT-3. The prompt to
the model is designed to include few-shot examples
describing the task through text-based demonstra-
tions. These demonstrations are typically encoded
as input–output pairs.
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Model → ChatGPT LLaMA-2 (7B)
Dataset → STS-B N2C2-STS STS-B N2C2-STS
Prompt Strategy ↓ #valid r ↑ ρ ↑ MSE ↓ #valid r ↑ ρ ↑ MSE ↓ #valid r ↑ ρ ↑ MSE ↓ #valid r ↑ ρ ↑ MSE ↓
zero-shot 1379 0.758 0.766 1.87 412 0.817 0.754 0.90 1292 0.044 0.106 4.56 378 -0.065 -0.013 5.93
zero-shot (AG) 1379 0.640 0.638 1.59 412 0.532 0.531 2.53 1356 0.375 0.314 2.24 402 0.228 0.196 3.73
zero-shot (CoT) 1379 0.019 0.054 489 368 0.173 0.185 3.75 1147 0.147 0.158 4.27 388 0.018 0.012 4.99

few-shot 1324 0.688 0.75 2.14 393 0.533 0.514 3.49 1373 0.506 0.423 3.26 407 0.327 0.317 6.97
few-shot (AG) 1377 0.700 0.756 1.79 389 0.505 0.469 3.03 1375 0.436 0.383 4.06 405 0.266 0.244 6.87
few-shot (CoT) 1316 0.796 0.796 1.56 412 0.637 0.680 3.18 1351 0.668 0.658 2.60 397 -0.029 -0.183 11.02

Table 7: Impact of prompt strategy: Pearson (r), Spearman (ρ) correlation and MSE of general STS-B (1379) and
clinical N2C2-STS (412) test sets using six different prompt strategies: AG = annotation guidelines, CoT = chain of
thought. #valid = the number of valid predictions, where the invalid cases are either refused to respond by LLMs or
hard to parse the similarity score from the free-form text by simple rules and LLM auto-parsing.

Dataset → MedSTS BIOSSES EBMSASS USTS-C USTS-U

Prompt Strategy ↓ #valid r ↑ ρ ↑ MSE ↓ #valid r ↑ ρ ↑ MSE ↓ #valid r ↑ ρ ↑ MSE ↓ #valid r ↑ ρ ↑ MSE ↓ #valid r ↑ ρ ↑ MSE ↓
zero-shot 297 0.007 0.036 4.83 93 0.215 0.217 3.39 927 0.093 0.122 3.98 1893 -0.016 0.017 4.71 1896 0.029 0.096 6.05
zero-shot (AG) 308 0.032 0.060 1.86 97 0.109 0.116 3.00 969 0.090 0.108 3.31 1994 0.040 0.039 4.69 1990 0.045 0.010 6.91
zero-shot (CoT) 300 0.051 0.069 2.83 98 -0.173 -0.078 4.03 972 0.048 0.071 4.01 1781 -0.008 -0.008 4.16 1789 0.050 0.050 5.89

few-shot 305 0.255 0.272 2.48 98 0.151 0.107 6.78 991 0.081 0.072 8.59 1985 0.033 0.051 11.25 1993 0.076 0.091 14.58
few-shot (AG) 312 0.200 0.237 2.58 98 0.213 0.185 6.61 991 0.030 0.063 8.80 1967 0.050 0.061 12.51 1979 0.080 0.083 16.11
few-shot (CoT) 292 0.037 0.118 3.40 100 0.070 0.050 6.62 839 0.005 -0.060 10.89 1850 0.230 0.284 9.04 1847 0.240 0.241 10.69

Table 8: Impact of Prompting Strategies on Five STS Datasets based on LLaMA-2 (7B), including MedSTS,
BIOSSES, EBMSASS, USTS-C, USTS-U under six prompting strategies.

No. Example

1 S1: A woman is dancing in the rain.
S2: A woman dances in the rain outside.
Label: 5.0
Pred: 2.5

2 S1: A man is playing the guitar and singing.
S2: A man sings with a guitar.
Label: 4.75
Pred: 3.0

3 S1: A man is cutting a pipe with scissors.
S2: A man is cutting carpet with a knife.
Label: 1.2
Pred: 3.0

Table 9: Incorrectly predicted examples from the STS-B
dataset when using zero-shot prompting with annotation
guidelines.

Dataset STS-B BIOSSES EBMSASS MedSTS N2C2-STS USTS-C USTS-U

LLaMA-2 (7B)
Rules 0.528 0.181 0.078 0.278 0.328 0.038 0.076
LLaMA-2 0.506 0.151 0.081 0.255 0.327 0.033 0.076

LLaMA-2 (13B)
Rules 0.584 0.254 0.189 0.186 0.254 0.004 0.107
LLaMA-2 0.583 0.255 0.195 0.186 0.252 0.003 0.11

Table 10: Impact of parsing strategy: Pearson cor-
relation (r) of seven STS datasets based on few-shot
prompt under LLaMA-2 7B (top) and 13B (bottom).
Rule-based parsing overall performs better than parsing
by LLaMA-2 itself on responses by few-shot prompt.
Accuracy of LLaMA-2 (13B) is slightly impacted by
parsing strategies.

Model→ LLaMA-2 (7B) LLaMA-2 (13B)
Dataset→ S M MED S M MED

Few-shot 0.375 0.306 0.312 0.319 0.321 0.414
Zero-shot 0.204 0.288 0.253 0.205 0.323 0.293

Table 11: F1-score by Zero vs. Few-shot for NLI
over Chaos-SNLI (S), Chaos-MNLI (M) and MedNLI
(MED) under LLaMA-2 7B and 13B.

Dataset lan_instruction r ↑ ρ ↑ MSE ↓
USTS-C (high) English 0.556 0.551 2.97
USTS-C (high) Chinese 0.461 0.503 5.00
USTS-U (low) English 0.552 0.465 3.09
USTS-U (low) Chinese 0.472 0.435 5.42

Table 12: Correlation (r, ρ) and MSE on Chinese
USTS-C (high human disagreement in labelling) and
USTS-U (low human disagreement) test sets using
ChatGPT (helpful assistant), by en and zh prompts.

After the prompt, the model is provided with
an input and asked to generate a prediction. We
identify five demonstration input–output examples
for each dataset and we craft the few-shot prompts.

Zero-shot: The zero-shot prompting typically
only involves an instruction describing the task
without any examples (see Table 6).

Chain of thought (CoT) and Explanation:
CoT (Wei et al., 2022) involves augmenting each
few-shot example in the prompt with a step-by-
step breakdown and a coherent set of intermediate
reasoning steps towards the final answer.
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This approach is designed to mimic the human
thought process when solving problems that re-
quire multi-step computation and reasoning. CoT
prompting can elicit reasoning abilities in suffi-
ciently powerful LLMs and can dramatically im-
prove the performance for certain tasks, e.g., when
solving mathematical problems.

A variant of CoT is to prompt LLMs with expla-
nation, instead of label-only prediction. It shows to
be more robust over hard and adversarial NLI exam-
ples, since it forces models to conduct rationalise-
then-predict (Kavumba et al., 2023). That is to
learn what NLI task intended to learn, rather than
superficial cues, such as association between label
contradict and token not in hypothesis (models are
“right for the wrong reason”).

This is consistent with the finding presented by
Zhang et al. (2023), LLMs indeed have the knowl-
edge/capability to answer questions correctly if we
prompt it to rationalise step by step, instead of
asking them to give a Yes/No answer in the first to-
ken, where they tend to predict wrongly. Multiple
steps or explanation prompting may allow models
to “think over” and then infer answers, decreasing
the error rate resulting from quick quiz (less time
to think).

Overall, these findings indicate that prompting
large language models by multi-step reasoning or
giving explanations before predicting labels can
lead to robust performance over hard and adver-
sarial answers. On top of these findings, when
proposing prompts, we allow models to generate
explanation by “thinking” multiple steps before
predicting the final label, to fully unlock LLM’s
capabilities.

Self-consistency A straightforward strategy to
improve the performance of a model on the
multiple-choice benchmarks is to prompt and to
sample multiple decoding outputs from the model.
The final answer then is the one that received the
majority vote. This idea was introduced as self-
consistency. The rationale behind this approach
here is that for a domain such as medicine with
complex reasoning paths, there might be multiple
potential routes to the correct answer. Marginal-
ising out the reasoning paths can lead to the most
consistent answer. The self-consistency prompting
strategy led to particularly strong improvements in
reasoning tasks, and we adopted the same approach
for our datasets.

Annotation Guidelines The instruction: 0 de-
notes complete dissimilarity between two sen-
tences; 1 shows that two sentences are not equiv-
alent but are topically related to each other while
score of 2 indicates that two sentences agree on
some details mentioned in them. 3 implies that
there are some differences in important details de-
scribed in two sentences while a score of 4 repre-
sents that the differing details are not important.
And 5 represents that two sentences are completely
similar.

D White-box Label-token Probability

Model→ LLaMA-2 (7B) LLaMA-2 (13B)
Dataset↓ T1_is↑ T1_prob↑ T3_has↑ T1_is↑ T1_prob↑ T3_has↑
MedSTS 100.0 0.818 100.0 100.0 0.754 100.0
BIOSSES 100.0 0.840 100.0 100.0 0.723 100.0
USTS-C 100.0 0.751 100.0 100.0 0.664 100.0

MedNLI 99.9 0.868 100.0 96.3 0.797 98.6
ChaosNLI 98.0 0.795 99.0 85.0 0.752 93.0

Table 13: Can the first token be in the label space:
T1_is = the percentage of examples where top1 (highest
probability) token is in the label space, T1_prob = the
average probability of the top1 probability if it is in the
label space, T3_has = the percentage of examples where
top3 tokens contain label-space tokens.

E Section 5 Supplementary Information

Ten runs under the same role in Table 14.

Dataset→ ChaosNLI USTS-C
Run No. ↓ Acc↑ Prec↑ Recall↑ F1-macro↑ r ↑ ρ ↑ MSE ↓

1 0.555 0.532 0.526 0.522 0.758 0.778 2.77
2 0.500 0.476 0.470 0.467 0.675 0.746 3.27
3 0.530 0.502 0.500 0.497 0.699 0.741 3.02
4 0.530 0.509 0.519 0.510 0.666 0.695 3.13
5 0.510 0.496 0.466 0.467 0.707 0.715 2.96
6 0.540 0.528 0.526 0.518 0.702 0.749 3.15
7 0.520 0.494 0.492 0.488 0.718 0.765 3.00
8 0.560 0.547 0.553 0.538 0.675 0.719 3.19
9 0.555 0.527 0.527 0.523 0.721 0.749 2.91
10 0.565 0.540 0.533 0.530 0.707 0.736 2.90

Ensemble 0.570 0.547 0.544 0.541 0.809 0.840 2.79

Table 14: Ten runs for ChaosNLI under the role of NLP
PhD student and USTS-C under a linguistic expert. En-
semble refers to majority voting for NLI and averaging
for STS over ten runs.

What does JSD=0.2 mean if reflected to NLI
labels? JSD is symmetric and ranged from 0.0
to 1.0. Reflected to a specific label, how large
differences between two distributions will result
in JSD=0.2? We randomly selected an example
whose JSD between annotators and ten roles equal
to 0.2, 0.4, 0.6, 0.7, and 0.9, shown on Figure 5.
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Figure 5: ChaosNLI five examples. JSD between distri-
bution of annotators and ChatGPT distributions ranges
from 0.2, 0.4, 0.6, 0.7 to 0.9.

We can see that when JSD≤0.2, the majority
label always remain the same, while it changes to
another when JSD is greater than 0.2.

Ten system roles

• You are a helpful assistant

• You are a helpful assistant, doing well in se-
mantic reasoning and identifying sentence
pair relationship

• You are a helpful assistant, good at doing nat-
ural language inference task

• You are an expert in natural language process-
ing

• You are a PhD student in natural language
processing

• You are a data annotator

• You are a linguistic expert

• You are a Google senior engineer

• You are a professional data scientist

• You are a five-year old child
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