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Abstract

The recent advancements in the realm of
Automatic Speech Recognition (ASR) post-
processing have been primarily driven by
sequence-to-sequence paradigms. Despite their
effectiveness, these methods often demand sub-
stantial amounts of data, necessitating the ex-
pensive recruitment of phonetic transcription
experts to rectify the erroneous outputs of ASR
systems, thereby creating the desired training
data. Back TranScription (BTS) alleviates this
issue by generating ASR inputs from clean text
via a Text-to-Speech (TTS) system. While ini-
tial studies on BTS exhibited promise, they
were constrained by a limited dataset of just
200,000 sentence pairs, leaving the scalability
of this method in question. In this study, we
delve into the potential scalability of BTS. We
introduce the "Hyper-BTS" dataset, a corpus
approximately five times larger than that uti-
lized in prior research. Additionally, we present
innovative criteria for categorizing error types
within ASR post-processing. This not only fa-
cilitates a more comprehensive qualitative anal-
ysis, which was absent in preceding studies, but
also enhances the understanding of ASR error
patterns. Our empirical results, both quantita-
tive and qualitative, suggest that the enlarged
scale of the Hyper-BTS dataset sufficiently ad-
dresses a vast majority of the ASR error cate-
gories. We make the Hyper-BTS dataset pub-
licly available.

1

A large-scale dataset-based NLP research
paradigm, which is based on foundation models
(Bommasani et al., 2021) such as GPT-4 (OpenAl,
2023), and prompt tuning using natural-language
prompts (Liu et al., 2021) has recently been of
interest in both the academia and industry. Such
large-scale models have proven that there is
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efficiency in the usage of large-scale datasets, and
include a scaling law model (Kaplan et al., 2020),
which theoretically demonstrates their justification.

There is also increasing application of this
promising research paradigm in the Automatic
Speech Recognition (ASR) field. Aside from tra-
ditional speech recognition architecture-based re-
search such as Gaussian Mixture Models (GMMs)
(Stuttle, 2003), and Hidden Markov Models
(HMMs) (Gales and Young, 2008) based on acous-
tic and language models, model-centric ASR
research using transfer learning based on pre-
trained models is currently being widely conducted
(Baevski et al., 2020; Giollo et al., 2020; Hjortnzs
et al., 2021; Zhang et al., 2021).

Model-centric ASR research requires the con-
figuring of many parameters for the pre-training
of models, as well as a sufficiency of computing
power (e.g., GPU) to process large-scale datasets.
Thus, despite its proven efficiency, insufficiency
of computing power in real-world service scenar-
ios limits the performance of this ASR model ap-
proach. In other words, since many parameters and
data are required when training a model, compa-
nies that do not have sufficient server or GPU en-
vironments have difficulty configuring service en-
vironments and improving performance using the
model-centric ASR approach (Park et al., 2020b).

Conversely, a different approach, termed “data-
centric” has also emerged, which aims to improve
ASR model performance by improving the data
quality or pre-processing and post-processing with-
out model modification (Voll et al., 2008; Mani
et al., 2020; Liao et al., 2020; Park et al., 2021a).
This alleviates the previous limitations (of com-
putation cost and non-scalable human annotation)
because it does not modify the model, and enables
its application to lightweight models such as the
vanilla Transformer, which can be sufficiently pro-
cessed by a single CPU (Vaswani et al., 2017; Klein
et al., 2020).
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There has been a recent endeavor in the data-
centric ASR post-processor approach known as
Back Transcription (BTS) (Park et al., 2021b). BTS,
an automatic data construction method, has been
devised for use as substitute for publicly avail-
able training data, for ASR post-processor based
on a sequence-to-sequence model (converting in-
put sequences into target sequences) and to elim-
inate the requirement to build parallel corpora by
human-annotators. Specifically, this method inte-
grates Text-to-Speech (TTS) with Speech-to-Text
(STT) efficiently for building a pseudo-parallel cor-
pus (see detail in Appendix A).

However, in a current BTS study, model train-
ing was performed using only a 200,000 parallel
corpus in Korean. While this may be a significant
amount from the point of view of low-resource Neu-
ral Machine Translation (NMT), it is very small in
comparison with the recent research flow utilizing
large-size data. In addition, only the method and
demo system were disclosed in the BTS study, but
no dataset was released with the work. Therefore, to
improve the performance of an ASR post-processor,
based on BTS technology, we take advantage of
the existing research flow to build large-capacity
data and present a Hyper-BTS dataset that is five
times the size of the existing BTS study, with a
one million-text large-capacity dataset. Further, to
activate the relevant research interest, we make it
publicly accessible, dividing the data into train-
ing, validation, and test datasets. To the best of our
knowledge, this is the first time a parallel corpus for
an ASR post-processor has been made public. By
opening the data in this way, ASR post-processor
research can be triggered, and the problems with
the existing commercial ASR API systems can be
studied and improved.

Existing commercial ASR APIs currently
present problems such as spacing, conversion
of numbers, and pronunciation boundary errors.
Therefore, it is inevitable that ASR post-processor
recognition results will contain unexpected errors.
In other words, there is room for performance im-
provement using ASR post-processor, and addition-
ally, precise error analysis is required.

Despite the acknowledgement of the existence
of recognition errors, there are currently no precise
criteria for categorizing output error types from
ASR systems. Many studies related to large-scale
language models (Baevski et al., 2020; Zhang et al.,
2021) have through their works attempted to de-

68

velop a model (Gales and Young, 2008) for im-
proving ASR systems. However, analysis of the
types of errors output by ASR systems and guide-
lines on research and design are insufficient, as
existing studies simply analyze the advantages and
disadvantages of generated results without bench-
marking the results against some set of standards.

In this study, we propose novel criteria of er-
ror type categorization of ASR post-processor spe-
cialized in Korean, in terms of BTS work also
based on Korean. We present this set of criteria
to be used for the direction of further work in en-
hancing ASR post-processor performance. In ad-
dition, based on our defined error types, we per-
form an in-depth qualitative analysis of the Hyper-
BTS dataset-based ASR post-processor to verify
whether actual error correction is performed well.
Through this, we suggest methods that can be em-
ployed to improve the performance of ASR post-
processor systems.

The contributions of this study are as follows:

* We released a large-scale Hyper-BTS dataset,
five times larger than the existing BTS dataset,
separated into training, validation, and test
sets. It is the first published parallel corpus for
ASR post-processor to the best of our knowl-
edge.

Our various quantitative analyses of ASR post-
processor experiments using the Hyper-BTS
dataset demonstrate an objective performance
of the corresponding dataset.

We proposed a detailed error classification
criterion for Korean, which has significantly
different linguistic characteristics from other
languages, and based on this, we performed
a qualitative analysis on the Hyper-BTS
dataset-based ASR post-processor to verify
the dataset. Our analysis results enable us to
present a method that can be used to improve
the performance of ASR post-processor sys-
tems.

2 Hyper-BTS Dataset

2.1 Dataset Design

Build Mono Corpus As a language pair to con-
struct the Hyper-BTS dataset, we arrange it in the
same language as the present BTS paper and gather
monolingual corpus from three sources.



Hyper-BTS Train Valid Test

src tgt src tgt src tgt
# of sents 1,000,000 1,000,000 5,000 5,000 3,000 | 3,000
# of tokens 32,527,375 | 34,308,007 | 140,641 | 147,390 | 83,230 | 87,207
# of words 8,857,758 | 8,929,016 | 37,792 | 37,112 | 22,388 | 21,975
avg of SL A 32.66 34.45 28.13 29.48 27.74 | 29.07
avg of WS 8.89 8.97 7.56 7.42 7.46 7.33
avg of SS 7.89 7.96 6.56 6.42 6.46 6.33
# of K-toks * | 24,243,741 | 24,900,124 | 106,217 | 107,106 | 63,077 | 63,659
# of E-toks 129,281 88,156 517 959 284 509
# of S-toks 13,099 1,282,930 36 6,069 12 3,575

Table 1: Statistics of our Hyper-BTS Dataset. We define the original colloquial sentences as target (tgt) and the
generated sentences after BTS as source (src). Moreover, we attempt to identify the linguistic features of our parallel
corpus including # of sents/tokens/words: number of sentences/tokens/words; A avg of SL/WS/SS: average of
sentence length/words/spaces per sentence; * # of K-toks/E-toks/S-toks: number of Korean/English/special-symbol

letter tokens.

First, 129,987 sentences were excerpted from
business and technology TED Talks, provided in
writing translated into Korean. Second, 373,013
sentences were discovered, corresponding to the
spoken language among Korean-English, and trans-
lated parallel corpus from AI-HUB, which is the
most reliable and utilized data platform in numer-
ous examinations related to the Korean language.
Third, 505,000 sentences were extracted from the
National Institute of Korean Language’s colloquial
corpus.

TTS(Text-To-Speech) The built mono-corpus is
converted to voice data in mp3 format, based on
the Naver Clova Voice API (Chung, 2019). The
503,000 sentences from TED Talks and AI-HUB
were divided into 9,963,296 voice tokens and syn-
thesized into 7,963,935 seconds of voice data. The
505,000 sentences extracted from the spoken cor-
pus of the National Institute of Korean Language
were separated into 14,595,647 voice tokens and
synthesized into 11,563,990 seconds of voice data.
The respective running time was five and six days.
The reason for using the commercial system is to
lower entry barriers by allowing companies without
a built-in TTS system to use BTS.

STT(Speech-To-Text) Naver Clova speech recre-
ation API was used to convert results of TTS voice
data to text data. It took 10 and 11 days, respec-
tively, and the total time required was three weeks.
The Hyper-BTS dataset of 1,008,000 sentence pairs
is eventually established.

The Final Constructed Hyper-BTS Dataset Fi-
nally, the Hyper-BTS dataset of 1,008,000 sen-
tences is separated into train-, validation-, and test-
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sets. Train-set consisted of 1,000,000 sentences,
verification-set was 5,000 sentences, and test-set
had 3,000 sentences. We attempted to minimize
results-to-data sources bias in the test-set by ex-
tracting 1,500 sentences from AI-HUB/TED and
1,500 sentences from the colloquial corpus of the
National Institute of Korean Language.

2.2 Data Statistics and Analyses

We conducted an in-depth statistical analysis of the
Hyper-BTS dataset, as shown in Table 1.

Fundamental Analysis Fundamental analysis
was done on the number of sentences, tokens,
and average sentence length. First, in the case of
sources through Hyper-BTS, the sentence length
was shorter by 1.79, 1.35, and 1.33 on average than
the original sentence target. The total number of
tokens decreased by 5.2%, 4.6%, and 4.6%, respec-
tively. In the case of a target, the number of words
in the train-set was 71,258 more than the source.
We configured the validation- and test-sets to have
different features from the train-set. Therefore, the
number of words in the validation and test set de-
creased by 680,413 from the source in the target,
respectively. Considering the average spacing, the
total number of words increased even though the
total number of tokens was relatively small due to
additional unnecessary words in sentences.

Token Analysis in Korean and English The sec-
ond data statistic is the analysis of Korean and
English tokens. The Korean token (K-token) essen-
tially lost 656,383, 889, and 582 train-, validation-,
and test-set tokens in source sentences than target
sentences, caused by the omission of termination
and suffixes. These results reproduce the character-



istics of Korean speakers who pronounce endings
vaguely in the model. Additionally, the English to-
ken (E-token) is transformed into a Korean token as
pronounced or omitted because of recognition fail-
ure. The train-set lost as much as 41,125 tokens in
the target rather than the source. However, we had
a significant increase in the number of misaligned
transformations from Korean to English, increasing
442 and 225 in the target than in the source for the
validation- and test-sets.

Special Token Analysis Third data statistic, spe-
cial character tokens (S-tokens) show the most no-
table differences in train-, validation-, and test-sets,
as 98.89%, 99.41%, and 99.64% of tokens disap-
peared from source rather than target sentences. In
particular, periods, commas, exclamation marks,
and brackets added to describe the situation in the
transcription process of the original data have a
substantial influence. Such special characters may
contain colloquial tones or emotions that the text
does not sufficiently represent. Therefore, exces-
sive omission of special characters is like failing to
include some of the rich expression information of
the spoken language in the written language.

By disclosing the established Hyper-BTS
dataset, we attempt to lower the entry barriers of
companies and research institutes into the study.
This approach can alleviate the cost concerns of
many small and medium-sized businesses that do
not have individual speech synthesis and recogni-
tion technologies.

3 Experiments and Results

3.1 Setting

Experiments Design To determine the effective-
ness of the large-scale dataset, we separated the 1
million Hyper-BTS dataset into 10 anchor points.
We then trained an ASR post-processor with this
corpus and evaluated its performance differences
by scaling up the training data size. The experimen-
tal results for these are shown in Figure 1.

Next, we adopted parallel corpus filtering (PCF)
to the Hyper-BTS dataset, and inspected its im-
pact on the ASR post-processor performance. PCF
indicates a selection process that filters out low-
quality sentence pairs and acquires high-quality
data (Koehn et al., 2020). Particularly in the ma-
chine translation (MT) research field, PCF tech-
niques are robustly applied for the performance
improvement of MT systems.
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Considering the process of constructing the
Hyper-BTS dataset, inherent limitations of SST or
TTS systems can result in unintended errors. These
errors include several outliers such as too short
or too long sentences, and omission of the source
sentence. We applied the PCF methodologies pro-
posed in Park et al. (2020a) to alleviate these errors
and constructed a high quality dataset. The substan-
tial impact of applying the PCF methods can be
verified in Table 2.

Finally, we performed a qualitative analysis of a
Hyper-BTS dataset-based ASR post-processor in
section 3.2. Through investigating post-processor
performance results, we propose new ASR post-
processor error types and use these to analyze ASR
post-processor models. Additionally, we analyzed
the practical effectiveness of increasing the size of
the Hyper-BTS dataset.

Model Details All the ASR post-processors
experimented in this study were built on the
transformer-base model structure. These were
trained on our Hyper-BTS dataset, and, for the
training process, we used the same hyper-parameter
setting as Vaswani et al. (2017). For tokenization,
we adopted sentence piece (Kudo and Richardson,
2018) model with 32,000 vocabulary size.

Evaluation Details For the evaluation metric, we
adopted GLEU (Napoles et al., 2015) and BLEU
(Papineni et al.,, 2002) as in BTS (Park et al.,
2021b). GLEU is a correction system specialized
metric that is similar to BLEU, but considers source
sentences.

3.2 Quantitative Analysis

Importance of Data Size First, we showed the
performance improvement that can be obtained by
the ASR post-processor, compared with the base-
line. In these experiments, the baseline indicates the
performance between source sentences and their
corresponding target sentences in a test dataset. As
shown in Figure 1, compared with baseline whose
BLEU score is 40.33, ASR post-processors give
significantly surpassing performance for all the
anchor points. In particular, ASR post-processor
trained with 1 million training data shows 25.31
higher BLEU score over the baseline.

We then inspected the performance difference
derived by increasing data size. These are shown
in the right side plot of the Figure 1, and denoted
"diff". As shown in Figure 1, we can obtain the
highest performance by utilizing the whole data
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Figure 1: Performance difference depending on the
amount of training data. Left figures show the perfor-
mance of the Hyper-BTS-based ASR post-processor
depending on the data size. Right figures (diff) show
the performance difference derived by adding 100,000
training data. Baseline in each figure indicates the qual-
ity between source sentences and target sentences in
Hyper-BTS test-set.

(1 million), that is, 48.18 GLEU score, and 56.13
BLEU score. These are 9.19 and 9.41 higher than
the 100,000-utilized model, for the GLEU and
BLEU scores, respectively. This shows that the
Hyper-BTS dataset can derive sufficiently increase
performance of the ASR post-processor.

One notable thing is that from 600,000 training
data, the performance difference achieved by in-
creasing the data size approximately converges to
zero. This shows that there is a limit to the im-
provement in ASR post-processing performance
that can be obtained by increasing the amount of
training data. These results show similarities with
back translation (Edunov et al., 2018), which is
a pseudo-data generation method targeting NMT.
This suggests that similar data scaling applied in
NMT can be applied in the ASR post-processing
field (Edunov et al., 2018) can be applied.

Effect of Parallel Corpus Filtering For the veri-
fication of the effectiveness of PCF, we did a com-
parative analysis of performance results with the
original ASR post-processor model and the PCF ap-
plied model. Specifically, we applied PCF method-
ology proposed in Park et al. (2020a) to our Hyper-
BTS dataset. The particular PCF method entails
eliminating uncorrected aligned sentence pairs by
employing the method used in Gale and Church
(1993). This included pairs in which the source
and target sentences are identical, which is more
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Dataset BLEU GLEU

Hyper-BTS (1M)
Hyper-BTS (1M)+ Filter

65.54 57.37
66.04 (+0.50) 57.45 (+0.08)

Table 2: Parallel Corpus Filtering Effect Verification
Experiment

than 50% non-alphabetic pairs, 100 words or 1000
syllables, 30% white spaces or tabs, and a pair of
sentences containing more than nine special sym-
bols. Through these, 45,502 and 140 sentence pairs
were eliminated from the training- and validation-
sets, respectively.

Through the inspection of filtered data, we find
that STT recognition error is the most frequent er-
ror type. By applying PCF, these errored data, as
well as low quality data can be filtered out. Our ex-
perimental results considering these are shown in
Table 2. These show that applying PCF can derive
improvement of ASR post-processing performance.
These also imply the importance of the quality of
the training data and suggest the guideline for the
data construction process should consider the qual-
ity of the corpus.

3.3 Qualitative Analysis

Proposal of new error types In addition to quan-
titative analysis, we conduct qualitative analysis.
For this, we propose a new guideline for analyzing
ASR post-processor trained on Hyper-BTS dataset,
defining 5 primary error types as shown in Table 3.
First, we define spacing error as a case that
there are differences in the spacing result between
the recognized and reference sentence. Second, we
specify foreign word conversion error as a case
where an English word is recognized as a Korean
word or vice versa. Third, we define punctuation
error as that punctuation is not attached to the sen-
tence or incorrectly recognized. Fourth, we define
numeric word conversion error, where a numeric
word is not recognized as a number but as a Korean
word. Finally, we define spelling and grammar
error which is the most frequent error type in ASR.
Because it is a factor that strongly influences the
performance of ASR systems, we subdivide it as a
primary and secondary error to analyze precisely.
Primary error is defined as follows: Deletion
error (In case that word itself, ending, or Korean
postposition is not recognized.), Addition error
(In case some syllables in a word are repeated, or
unpronounced postposition or ending is added),
Substitution error (In case that a word is replaced



Type of Error Description

Example

In case the spacing result between the recognition result and correct

Answer: o] E<eHzt 7k

Spacing error S .
pacing sentence is different. Recognized: o]& ¢tz H7}h
Foreien word comversion error In case some syllables are incorrectly converted from English to Answer: SNS o[HlE
ign word convers ror
i Korean or Korean to English. Recognized: o 2<lofl 2 o]l E
. P L Answer: §F 93147
Punctuation error In case some punctuation is not attached or is incorrectly used. o M\:‘jo]
Recognized: 5} 2214
. . Answer: 214 7]
Numeric word conversion error In case some numbers are not converted to numbers. .
Deletion In case the whole word, Korean postposition of the word, or ending is
not recognized.
Primary Addition In case some syllables of the word are repeated, or unpronounced
. endings are added to the word.
Spelling and - - - - —
- In case a word is substituted with other words which have similar swer:
Grammar error Substitution . . e .y
pronunciation. Recognized: =43t Al
Pronunciation | In case some words are separated or combined with the different forms | Answer: 4 SJA] 23
Boundary between the phonetic boundaries. Recognized: 2|HA] 55| &
Spelling In case the primary error causes a spelling error which makes the Answer: o] 2 So]7}oF 5

Secondary

sentence nonsensical in the jamo unit.

Recognized: ©]4] & o7}k 3]

Grammar

In case the primary error causes grammatical problems.

Answer: 3]°] At ol THE &
Recognized: 3]9] 2}z

Meaning

In case the primary error changes the meaning of the sentence.

Answer: 21A[7e] 7]
Recognized: 214 7] 7]ofl =

Table 3: Error types proposed in this study for qualitative analysis of Korean ASR results. There are five main types
of errors; In particular, spelling and grammar errors are subdivided into primary and secondary tagging. For these
errors, both primary and secondary error tagging should be done.

with another word that has a similar pronunciation),
and Pronunciation boundary error (In case that
a word is separated into several words, or several
words are combined into a single word at the bound-
ary of pronunciation accompanied by a change in
form.)

In addition, we define secondary errors as fol-
lows: Spelling error (In case that the primary error
results in a spelling error which makes the meaning
of sentence nonsensical at jamo-level), Grammar
error (In case that the primary error causes a gram-
mar error), Meaning error (In case that primary
error leads to a shift in sentence meaning). If a
sentence has spelling and grammar errors, both
the types of primary and secondary errors defined
above should be tagged.

For example, let us consider the sentence “©]
Al 2 Eo]7}oF |1 have to go in soon)", recog-
nized as “o]A| & Eo]7}oF S have to go into
the corn)" by Because of misrecognition of the
word ‘Z(soon)’ as ‘I (the corn),” which is a sim-
ilar word but different word, a primary error is a
substitution; moreover, because the entire meaning
of the sentence is changed, a secondary error is
meaning error.

These error types can provide the possibility of
evaluating the advantages and disadvantages of the
ASR model by clarifying misrecognition errors that
were previously unclear in Korean speech recogni-
tion. In other words, we can summarize the weak
and robust parts of various speech recognition sys-
tems by using these. Based on this criterion of er-
rors, we also performed qualitative analysis on how
well the ASR post-processor model trained with the
Hyper-BTS dataset corrects which types of errors.
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Main Results Table 4 shows the results of quali-
tative analysis of the effects of correction for each
input sentence with the Hyper-BTS dataset-based
ASR post-processor. This qualitatively shows that
the Hyper-BTS-based post-processor can effec-
tively correct errors that commonly occur in the
Korean ASR process.

First, it was able to correct the error in which
foreign words used in Korean sentences are not
adequately recognized. There was a problem that
the word ‘David’ is recognized as Korean ‘Hj|©]
H| = being not able to identify the foreign word.
However, we exhibited that a post-processor based
on the Hyper-BTS dataset could correct it.

Second, it was possible to correct the numeric
word recognition error in which the numeric word
is recognized as pronounced itself, not as the
numeric word. As shown in the numeric con-
version error in Table 4, the Hyper-BTS-based
post-processor model corrected the word “ & SHA]
(eleven o’clock)" whose pronunciation is recog-
nized as itself to Korean, to “11A](11 o’clock)".
This shows that it can provide results with im-
proved readability by effectively correcting nu-
Mmeric conversion errors.

Third, it could correct the problem of attaching
punctuation and spacing, which are chronic prob-
lems of the ASR model through Hyper-BTS-based
post-processor. Let us consider two examples “T}
A SHH (Onceagain)" corrected as “Tt}A] $HH(Once
again)" and “WZF-S7}Q (is it ok)" corrected as “TH
2719 (s it 0k?)" shown in Table 4. It indicates
that the post-processor based on the Hyper-BTS
dataset can supply higher quality results to the end-
user by appropriately correcting erroneous spacing
or punctuation cases, making users easier to under-



Input Sentence

‘ Output Sentence

‘ Type of Error

AAAQ dlolHEx #7t Yag H=Re A 5 FAERS
Ho|FEZ0] obd7t sk Azte] E9lols

(Devoted H] o] H] =, T wondered if he was showing that he would eventually
do what the patient needed)

QA4122) David= A7t B4 2 s A2 25 o AT 28 1
o} 7ol o7} st Yzto] S9lola.

(Devoted David, I wondered if he was showing that he would eventually
do what the patient needed.)

Foreign word conversion

I A Aoz GRAEA] THA T EAl R
(1l bring it to your house that day by eleven o’clock)

O9 94 Aoz HAA AT 278
(1l bring it to your house that day by 11 o’clock.)

Numeric conversion

A EAE & b e B ETIR AV LE AL B0 gt daeria? Punctuation
(I didn’t print the voucher, is it ok) (I didn’t print the voucher, is it ok?)
ThARHA U AR 25ohch ohA] @ U AU R SR ok Spacing

(Onceagain I'm really sorry)

(Once again I'm really sorry.)

STAE e g o] A
(is a picture showing the different colors)

OTIS CeFe A2 B = AU,
(This is a picture showing the different colors.)

Spelling and Grammar errors (Deletion-Meaning)

TS WA ARe] el A% &4 o 3w WA Aol ofste] 1
L
(This was decid by an impartial jury from the area where the crime took
place)

=5 Az

TS WA Aol el A% &% of 3w A ATl ofstel A
Pk

(This is decided by an impartial jury from the area where the crime took
place)

Spelling and Grammar errors (Deletion-Grammar)

SAFA F2 FAE 7L o]
(In ourhouse has a nice view)

S FL F2 FAE AL A8
(Our house has a nice view.)

Spelling and Grammar _errors _(Substitution-
Grammar)

o[Io] A1 5 AoTere d B AR
(Keep in mind that LeeJinHoon has priority)

o] Fol A SAloleh= 2 WAstAl .

(Keep in mind that this order has priority.)

Spelling and Grammar errors (Pronunciation
Boundary-Meaning)

Table 4: Examples of Hyper-BTS dataset-based ASR post-processor outputs for qualitative analysis. Note that we
indicate text containing the corresponding errors generated by BTS in red; also, we indicate the original correct

result in blue text.
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Figure 2: Performance difference, depending on the amount of training data. F1-scores are reported for each feature,
including model performance on automatic spacing, word conversion, punctuation, and overall. KO and EN indicate
Korean English respectively. Upper figures show the performance of the Hyper-BTS-based ASR post-processor for
the above three factors, depending on the data size. Lower figures show the performance difference (diff) for the
above three factors, derived by utilizing additional 100,000 training data. Baseline indicates the f1-score of each
factor between source sentences and target sentences in Hyper-BTS test-set.

stand the intent of the sentence.

Fourth, the Hyper-BTS dataset-based post-
processor model was able to correct word substi-
tution caused by speech recognition errors with
similar pronunciations or word separation and inte-
gration problems at pronunciation boundaries be-
tween the words in consideration of surrounding
contexts. In the example sentence of Table 4, Hyper-
BTS-based post-processor corrected “-2-2] % <ll(In
ourhouse)" which is a substitution-grammar error
as “92] 42 (Our house is)." It can be said that the
post-processor corrected the adverb Korean post-
position “-¢ll(In)" to nominative postposition “--<
(is)" which can make the word nominative, consid-
ering the grammatical information. In the following
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example sentence, the subject recognized as “0] %l
& (LeeJinHoon)", which means a person’s name,
was corrected to “©| 5=2(This order)" regarding
the context of the ordinal information of “$-41(pri-
ority)."

Fifth, it can be confirmed that the Hyper-BTS
dataset-based post-processor plays a significant
role in correcting sentences that are not attached
adequately with terminating endings because of
speech recognition errors, filling the incomplete-
ness of the sentence structure. In Korean, an error
in which the ending is not appropriately attached is
a problem that must be resolved because it dramat-
ically changes the meaning of a sentence beyond a
spelling error.



In particular, because of the head-final linguis-
tic characteristics of Korean, where the predicate
is placed at the end of the sentence, if sentence
termination is not done correctly, the sentence’s
overall semantic and syntactic structure can be sig-
nificantly changed. As shown in the example sen-
tence with the deletion error in Table 4, even the
cases that the syntactic structure of the sentence
was changed because of the disappearance of “ Y
C}(is)" at the end of the sentence, it was possible to
correct it as a complete sentence by restoring some
part of omitted. Also, the word “Z134 % (decid),"
which is caused an error by recognition error of the
terminating ending, could be corrected as “%1 5§ %
Y th(decided)" with the appropriate terminating.

Additionally, we analyzed correction effects of
post-processor according to the amount of trained
data in Appendix B.

3.4 Additional Analysis

In this experiment, we analyzed the practical effec-
tiveness of Hyper-BTS-based ASR post-processor
with the following three aspects: Spacing, Foreign
word conversion, Punctuation. These are mainly
related to the readability and satisfaction of the end
users of the ASR services.

As in the previous experiment, we established
10 anchor points to the whole training data, and
verified the performance difference induced by in-
creasing the data size. We inspected the corrected
sentence by checking whether each factor is in the
correct position. For the performance evaluation
of each post-processor, corresponding multi-class
accuracy is estimated based on the f1-score. Exper-
imental results are shown in Figure 2.

Automatic Spacing We first evaluated the prac-
tical effectiveness that can be obtained by apply-
ing Hyper-BTS-based ASR post-processor. As can
be seen in our figure, a generally larger amount
of data derived higher performance, and perfor-
mance difference goes to converge as adding more
training data. Especially, the performance of the
post-processor trained by 1M data shows a 0.951
fl-score, which indicates that spacing errors can
almost be thoroughly corrected by our Hyper-BTS-
based ASR post-processor.

Foreign Word Conversion For the evaluation
of the foreign word conversion, we counted the
number of correct positions of Korean and English
words in a target sentence and estimated f1-score.
Through our experiments, it can be seen that ASR
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post-processor attained 0.182 and 0.211 fl-score
higher performance than the baseline, for the Ko-
rean word and English word conversion, respec-
tively. Considering English word conversion, base-
line showed a 0.0051 f1-score, which shows the
weak point of the ASR system. However, this can
be effectively amended by ASR post-processor, up
to 0.262 f1-score.

Punctuation Attachment Considering punctua-
tion attachment, we used f1-scores that check the
correct position of the symbols in a target sentence.
As shown in the fourth plot of the Figure 2, we
can find that the baseline shows only a 0.002 f1-
score. This indicates that the punctuation attach-
ment, symbol attachment, and sentence separation
can be seen as some of the most challenging issues
of the ASR system. However, we can find that the
f1-score about the punctuation attachment can be
raised up to 0.762 by applying ASR post-processor,
and even with 100K training data, we can obtain a
0.715 f1-score. This result shows that Hyper-BTS-
based post-processor can effectively deal with the
inherent limitations of the ASR system.

Overall fl1-score Finally, we verified the effec-
tiveness of the Hyper-BTS dataset for the overall
performance of the above factors. As can be seen
in the results, compared with the baseline which
shows a 0.652 fl-score, post-processing can im-
prove its quality up to 0.818. This shows that the
Hyper-BTS-based ASR post-processor can effec-
tively catch and correct the internal errors that ASR
system cannot deal with.

4 Conclusion

In this study, we conducted a thorough analysis of
results from rigorous experiments after develop-
ing the Hyper-BTS dataset and training an Auto-
matic Speech Recognition (ASR) post-processor.
Both quantitative and qualitative outcomes vali-
date the effectiveness of the Hyper-BTS dataset
in enhancing the performance of the ASR post-
processor. Recognizing the broader implications
of our research, we are committed to facilitating
unrestricted access to this dataset for both industry
professionals and academic researchers. Addition-
ally, we pioneered a robust quality control mech-
anism by formulating novel guidelines anchored
in the categorization of ASR post-processor error
types, thereby aiming to elevate the qualitative di-
mensions of ASR post-processing.
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Limitations

While our research primarily focuses on the Ko-
rean language, the depth of this investigation offers
significant insights even within this narrow scope.
Nevertheless, we understand the importance of ex-
panding to other languages in subsequent studies.

A limitation of our current study is the use of
the Vanilla Transformer for our experiments. We
chose this model to evaluate the Hyper-BTS dataset
due to its broad use and manageable computational
requirements, especially when compared to cutting-
edge models. By using the Vanilla Transformer, we
aimed to present findings that are both practical in
terms of computational cost and relevant to a wide
range of researchers.

Most importantly, we would like to clarify the
key contributions of our work. In this study, we
built a large scale ASR post-processing datasets
(Hyper-BTS) that has shown to significantly im-
prove the performance of ASR post-processors as
shown in Figure 1 & 2. On top of releasing the
dataset, we believe that our use of BTS technology
in curation of the dataset is also a significant contri-
bution as it shows how large-scale parallel corpora
can be created effortlessly, without any form of hu-
man annotation. Furthermore, our dataset creation
process only requires raw Korean textual data to
train ASR post-processor which is arguably more
abundant than other forms of data such as GEC
(Grammar Error Correction) Korean text dataset.

In addition to the dataset, we also propose a
new guideline to analyzing Korean ASR results
through definition of different error types as shown
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in Table 3. With the new analysis guideline, which
was previously unavailable for Korean ASR, and
along with the newly proposed Hyper-BTS dataset,
we hope to benefit other researchers in this field of
research.

Ethics Statement

Hyper-BTS is built using datasets publicly avail-
able online on platforms such as Korean AI-HUB.
These datasets are open-source and free from copy-
right issues. As such, after thorough examination
of our dataset curation and experimentation proce-
dure, we are confident that there is no ethical issue
in our work. Also, We reviewed all ethical issues
in our experiments and made fair comparisons.
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Target sentence
(Mono corpus)
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YY1 ;
k TTS system STT system / Input (speech) 4\]\]\/\1\»

(Text-to-Speech) (Speech-to-Text)

Figure 3: Architecture of the ASR post-processor and BTS for building Hyper-BTS dataset. The red-colored words
in the source sentence indicate ungrammatical words. The following example means “Fine dustoccurs many diseases
when it comes to our bo” from the source sentence and means “fine dust occurs many diseases when it comes to our
body” from the target sentence.

A Whatis BTS?

BTS is a self-supervised method that automatically constructs the training dataset for the S2S-based ASR
post-processor (Park et al., 2021b). BTS can easily obtain pre-built mono corpus using crawling; the
collected corpus is automatically transformed into a parallel pair without human labor by converting the
text files into voice files through the TTS system and subsequently reproducing the generated voice files
to text files through the STT system. It consists of target sentences acquired from the mono corpus and
source sentences that go through a round trip process that converts target sentences back to text via the
TTS and STT. Finally, the ASR post-processor model can be constructed using the machine-generated
pseudo-parallel corpus as a training dataset.

Figure 3 demonstrates the structure of the BTS and the learning process of the speech recognition post-
processor model based on the S2S using the derived dataset. We reproduced this architecture following
BTS procedure.

As illustrated in Figure 3, the overall architecture is given in the following: (BTS module) — TTS system
converts the target sentence (gold sentence) into speech. Subsequently, the speech is transferred to STT
system, which makes the source text (ungrammatical sentence). (ASR post-processor module) — this
module conducts S28S training, where uses a speech from the source sentence for the input and the target
sentence as a ground truth.

BTS can build the training data infinitely. Despite the disadvantages of building a parallel corpus,
such as time, money, and accessibility, BTS has the advantage of building an interminable mono corpus
through the website. From this policy, it is possible to build unlimited training data and enable boosting
the building of our Hyper-BTS dataset. Furthermore, it can solve the limitations (i.e.,spacing, foreign
conversion, punctuation, grammar correction) of the existing speech recognition system as a universal
model since the mono corpus used as the target sentence is primarily free of this problem.

Furthermore, it is a method that does not require the role of a phonetic transcriptor and has tremendous
advantages in terms of time and cost. In addition, there is an advantage of being free from problems
regarding the quality difference between phonetic transcriptors.

For Park et al. (2021b), the language pair for the BTS experimentation was set to Korean. Finally, a
pseudo parallel corpus of 229,987 sentence pairs for the S2S-based ASR post-processor was constructed
by BTS.

B Qualitative analysis according to the amount of training data (100k VS 1M)

As shown in Table 5, we classified the Hyper-BTS dataset into cases of 100K training data and 1M training
data, respectively, and analyzed the post-editing results for the same test input. Through this analysis, we
confirm the effect of ASR post-processing according to the size of our proposed Hyper-BTS dataset.
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Input Sentence

Output Sentence

Hyper-BTS 100K

Hyper-BTS s

vt At b B U] 34 4= glue
(Excuse me, can you send the A|T] separately)

o] ekete] AT et whe B & gluka?
(Excuse me, can you send the A]T] separately?)

njeketd] CDRt whe HuyjFA 4 Qe
(Excuse me, can you send the CD separately?)

o 539 S STolA 27 TS g
ookt A&tk
(And I would like to reserve 2 dormitory rooms
for two students)

oI5 % g9 S-S AaNA 29 T A TS
ofoFst A&t
(And I would like to reserve 2 dormitory rooms
for two students.)

e 27 9] SIS el 2719] 7154 BE
dlefal i A ch
(And I would like to reserve 2 dormitory rooms
for 2 students.)

o T2 A UA ool
(Why did you wake up so early)

off o]HA LA dojyfola.
(Why did you wake up so early.)

o o2 A delfolar
(Why did you wake up so early?)

of ZA A & 4 =7t Yol e
(There are placesto watch around here)

o] Aol A & £ Ql=El7F Slol 4.
(There are placesto watch around here.)

ol ZA A & 4= = =7t Jol .
(There are places to watch around here.)

FHAAETY B I =4
(If the certificates are issued by July 25th)

AN TE 5DNA T
(If the certificates are issued by July 25th?)

AAAE TE 235970 AU,
(Certificates will be issued by July 25th.)

Table 5: Examples of the correction result according to the amount of training data. Note that we indicate the text
where includes errors in red; also, we indicate the miscorrected text by Hyper-BTS in the same color. In addition,
we indicate the text corrected properly by Hyper-BTS in blue.

First, Hyper-BTS 5 shows better correction of foreign language conversion errors. Hyper-BTS 190«
does not correct the foreign word “CD (CD)’, whereas Hyper-BTS;; corrects it properly. Second, in
the case of “S(two)", which has not been converted to a word containing numbers, Hyper-BTS 100 x
recognizes it as a space error and corrects it with “5% T (two)". Hyper-BTS{; shows more robust results
in numeric conversion correction by successfully correcting “274". Third, Hyper-BTS1pox recognizes a
punctuation error for the sentence “9f] 0] = A] YA 2 ojrto] & (Why did you wake up so early)", but adds
punctuation in the declarative form instead of the interrogative one. On the other hand, Hyper-BTS1 s
successfully correct punctuation and show effectiveness in the punctuation area. Fourth, Hyper-BTS 3¢
is more effective as a result of correction for spacing errors, which is an important factor in readability.
Although Hyper-BTS gk fail to correct “&- 4= )=t|7H(placesto)", Hyper-BTS1,, successfully post-
edit to “&- 4= 3J+= H|7}H(places to)". Finally, in the deletion error, which is a representative and important
error of spelling and grammar due to misrecognition of the main predicate, Hyper-BTS;gox corrects the
ending that is not properly terminated into an interrogative sentence as it is. Whereas, Hyper-BTS1 s

shows the result of successful correction considering the context.
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