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Abstract

Recent advances in NLP show that language
models retain a discernible level of knowledge
in deontological ethics and moral norms. How-
ever, existing works often treat morality as bi-
nary, ranging from right to wrong. This simplis-
tic view does not capture the nuances of moral
judgment. Pluralist moral philosophers argue
that human morality can be deconstructed into a
finite number of elements, respecting individual
differences in moral judgment. In line with this
view, we build a pluralist moral sentence em-
bedding space via a state-of-the-art contrastive
learning approach. We systematically investi-
gate the embedding space by studying the emer-
gence of relationships among moral elements,
both quantitatively and qualitatively. Our re-
sults show that a pluralist approach to morality
can be captured in an embedding space. How-
ever, moral pluralism is challenging to deduce
via self-supervision alone and requires a super-
vised approach with human labels.

1 Introduction

Morality helps humans distinguish right from
wrong (Graham et al., 2013). As AI systems work
with (or for) humans, it is crucial that they align
with human morality (Gabriel, 2020; Liscio et al.,
2023b). Several NLP methods have been proposed
to recognize human morality in text (Forbes et al.,
2020; Lourie et al., 2021; Jiang et al., 2022; Pyatkin
et al., 2023). However, such methods typically treat
morality as a score that ranges in a single dimen-
sion of right to wrong. This does not reflect the
nuances in moral reasoning, differences among in-
dividuals, or the existence of moral value conflicts
(Telkamp and Anderson, 2022).

Pluralist moral philosophers argue that morality
should be represented through a finite number of ba-
sic elements, referred to as moral values (Graham
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et al., 2013). Each situation triggers one or more
moral values, and each of us assigns varying im-
portance to each moral value. The combination of
these two aspects determines the individual moral
judgment in the situation. For instance, the de-
bate on immigration touches on the moral values of
fairness (“Everyone should be given equal oppor-
tunities”) and in-group loyalty (“I worry about the
preservation of our identity”). The way in which
each of us prioritizes fairness vs. loyalty influences
our moral judgment in this debate. Thus, morality
cannot (and should not) be unidimensionally clas-
sified in text (Talat et al., 2022). Instead, the moral
elements that are salient to a piece of text can be
recognized, which can be used to reason about or
assist the humans in the moral judgment.

The Moral Foundations Theory (MFT) is a pop-
ular pluralist approach to morality (Graham et al.,
2013) which states that people have five innate
moral foundations on which they base their moral
judgments. There is a surge of interest in moral-
ity (Vida et al., 2023) and particularly in the MFT
in the NLP community (Kobbe et al., 2020; Al-
shomary et al., 2022; Liscio et al., 2022a, 2023a),
partly due to the Moral Foundation Twitter Corpus
(MFTC) (Hoover et al., 2020), composed of 35k
tweets annotated with the MFT foundations.

Prior research has focused on methods for classi-
fying MFT elements in a textual discourse (Huang
et al., 2022; Alshomary et al., 2022; Liscio et al.,
2022a). However, such methods provide limited
qualitative insight into the relations between text
and MFT elements. We explore the mapping be-
tween text and MFT through sentence embeddings,
which consist of a multi-dimensional representa-
tion that encapsulates knowledge from textual data.
Instead of being limited to a specific task, a suit-
able sentence embedding space can be valuable
across multiple NLP tasks, such as text classifica-
tion, generation, and topic modelling (Henderson
et al., 2020; Li et al., 2022; Zhang et al., 2022b).
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Further, a sentence embedding space can be geo-
metrically explored, allowing us to investigate the
relationships among different moral elements.

Schramowski et al. (2022) show that pre-trained
sentence embeddings contain a moral direction that
maps actions from “do” to “don’t”, without the
need for re-training on morally loaded data. In this
work, we investigate whether the same holds for
a pluralist approach to morality. That is: do pre-
trained sentence embeddings contain discernible
clusters corresponding to the different elements of
a pluralist approach to morality, or is it necessary
to re-train them with a supervised approach to dis-
entangle the different moral elements?

Our contribution is twofold. First, we propose
a novel approach for mapping the MFT elements
to a sentence embedding space using the state-of-
the-art SimCSE (Gao et al., 2021) method, which
makes use of the Contrastive Learning paradigm
(Le-Khac et al., 2020). Then, we evaluate the re-
sulting embedding space in two ways. First, we
perform an intrinsic evaluation to investigate the
relationship between different moral elements and
evaluate whether a supervised approach is neces-
sary to disentangle the MFT elements in the em-
bedding space. Second, to evaluate whether the
relationships among the MFT elements have been
adequately captured, we perform an extrinsic eval-
uation, generalizing the analyses to a novel test set
and to the set of words from a moral dictionary.

Our experiments show that a pluralist approach
to morality can be captured in a sentence embed-
ding space, but also that human labels are necessary
to successfully train the embeddings. Our work rep-
resents the starting point for incorporating a plural-
ist approach to morality in language models, with a
warning that self-supervision alone is not sufficient
to capture the complexity of human morality.

2 Background and Data

We introduce the method to train sentence embed-
ding spaces (SimCSE) and the data we use.

SimCSE Sentence embedding spaces represent
sentences as points in a high-dimensional space,
mapping semantically similar sentences to the same
region of space. Contrastive Learning (CL) (Le-
Khac et al., 2020) is an approach to training an
embedding space based on a contrastive loss that
aims to minimize the distance between positive (se-
mantically similar) sentence pairs and maximize
the distance between negative (semantically dis-

similar) sentence pairs. Formally, let xi and x+i
be positively related and hi, h+

i be their encoded
representations. Then, the training loss for the two
instances with a mini-batch of N pairs is:

ℓi = − log
esim(hi,h

+
i )/τ

∑N
j=1 e

sim(hi,h
+
j )/τ

(1)

where τ is a temperature hyperparameter and
sim(h1, h2) the cosine similarity (Gao et al., 2021).

SimCSE (Gao et al., 2021) is a text-based CL
framework built on BERT sentence embeddings
(Reimers and Gurevych, 2019) that demonstrated
better performance than other BERT variants (Gao
et al., 2021). SimCSE supports supervised and un-
supervised approaches. Supervised SimCSE seeks
to minimize the distance between sentences with
the same label and maximize the distance between
sentences with different labels. Unsupervised Sim-
CSE generates a positive instance by applying a
slight variation of a reference sentence through
dropout, and uses a random sentence as a negative
instance. We detail the SimCSE supervised and
unsupervised CL loss in Appendix A.1.

Moral Foundations Twitter Corpus The MFT
(Graham et al., 2013) is a popular pluralist theory
of morality that postulates that human morality is
composed of five innate moral foundations that
combine to describe our moral stance over divisive
issues. Each of the five foundations of the MFT is
composed of a virtue-vice duality, resulting in the
10 moral elements shown in Table 1.

Element Definition

Care/
Harm

Support for care for others/
Refrain from harming others

Fairness/
Cheating

Support for fairness and equality/
Refrain from cheating or exploiting others

Loyalty/
Betrayal

Support for prioritizing one’s inner circle/
Refrain from betraying the inner circle

Authority/
Subversion

Support for respecting authority and tradition/
Refrain from subverting authority or tradition

Purity/
Degradation

Support for the purity of sacred entities/
Refrain from corrupting such entities

Table 1: The MFT moral foundations (virtue/vice).

The Moral Foundations Twitter Corpus (MFTC)
(Hoover et al., 2020) is a collection of 35,108
tweets collected in seven domains: All Lives Mat-
ter, Baltimore Protest, Black Lives Matter, hate
speech and offensive language (Davidson et al.,
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2017), 2016 presidential election, MeToo move-
ment, and hurricane Sandy. The tweets were anno-
tated with one or more of the 10 MFT elements, or
with a non-moral label. As each tweet was anno-
tated by multiple annotators (ranging from 3 to 8),
the authors of MFTC use a majority vote to choose
the definitive label(s) of each tweet (thus resulting
in one or more moral labels per tweet), and non-
moral is assigned when no majority is present.

3 Training the Embedding Space

We train the moral embedding space by finetuning
unsupervised and supervised SimCSE approaches.
The unsupervised approach does not employ label
information, thus the strategy described in Sec-
tion 2 is used. In the supervised approach, Sim-
CSE uses label information to construct the train-
ing triples for its supervised CL objective function.
Each triple is composed of (1) a reference data
point, (2) a data point whose distance from the
reference should be minimized (positive instance),
and (3) a data point whose distance from the refer-
ence should be maximized (negative instance).

Figure 1 shows an example of how the triples are
constructed. In this example, the chosen reference
instance is labeled with two moral elements—harm
and betrayal. Then, the positive instance is chosen
as a data point with the same labels as the reference
instance. However, selecting negative instances is
not trivial due to the structure of the MFT taxon-
omy, which is composed of five pairs of virtue-vice.
Thus, we propose two policies, opposite and out-
side, to guide the choice of negative instances.

Reference
Harm Betrayal

Harm

Betrayal

positive
negative

opposite outside

Cheating

Purity

Care

Loyalty

Figure 1: Example triple formation with the two policies
for negative instance selection (opposite and outside).

The opposite policy selects the negative instance
as a data point annotated with moral elements
that are opposite virtue/vice of the reference la-
bels (care and loyalty in the example). In contrast,
the outside policy chooses the negative instance as
a data point annotated with moral elements that be-

long to other moral foundations than the reference
foundations (cheating and purity in the example).

In both policies, we prioritize data points with
more negative labels when choosing the negative in-
stance, when possible. For instance, in the example
in Figure 1, with the opposite policy, we prioritize
a data point with the labels care and loyalty over
a data point with just the care label. We divide
the MFTC training set into two halves and apply
each policy to a half. We ensure that each data
point appears in just one triple. When no suitable
positive or negative instances are available, data
points labeled as non-moral are used as positive
or negative instances, until all morally-loaded data
points have been used in a triple.

4 Evaluating the Embedding Space

We use 90% of the MFTC as the training set to train
the moral embedding space (with the approaches
described in Section 3) and the remaining 10% as
the test set. To generate a balanced training (and
test) set, we randomly selected 90% (and 10%) of
data from each of the seven domains in MFTC, re-
sulting in the label distribution in Table 2. Data
pre-processing, hyperparameters, and training en-
vironment are detailed in Appendix A. The code is
available on GitHub1.

We first inspect the embedding space itself to
evaluate whether a supervised approach is needed
to disentangle the MFT elements in the MFTC
training set (intrinsic evaluation). Then, to evalu-
ate whether the relationships among MFT elements
have been successfully captured, we test the embed-
ding space on two downstream tasks (as suggested
by Eger et al. (2019)) (extrinsic evaluation).

4.1 Intrinsic Evaluation

We investigate the embedding space by (1) show-
ing a visualization of the training set data in the
embedding space to gain an intuitive understand-
ing of the relationships among MFT elements, and
(2) computing a moral similarity table to inspect
quantitative similarities among MFT elements. To
show the effect of supervised labels during training,
we compare (a) an off-the-shelf pre-trained super-
vised SimCSE embedding space, and the embed-
dings trained with (b) the unsupervised SimCSE
and (c) the supervised SimCSE approaches.

1https://github.com/jeongwoopark0514/
morality-is-non-binary
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Dataset Care Harm Fairness Cheating Loyalty Betrayal Authority Subversion Purity Degradation Non-moral

Train 2176 3269 1870 3068 1736 1736 1294 1816 698 1246 14428
Test 240 359 204 335 183 121 137 196 72 132 1611

Table 2: Distribution of MFT labels in the training and test sets used to train and evaluate SimCSE moral embeddings.

4.1.1 Visualization

We explore the relationships between the MFT el-
ements in the embedding space through visual in-
sight. Since the SimCSE embedding space is 1024-
dimensional, we employ the Uniform Manifold
Approximation and Projection (UMAP) method
(McInnes et al., 2020), a nonlinear dimensional-
ity reduction technique, to reduce the embedding
space to two dimensions. We choose UMAP as it
preserves both local and most of the global struc-
ture in the data, with a shorter run-time when com-
pared to other dimensionality reduction techniques
such as t-SNE and PCA (McInnes et al., 2020). We
show all the data points in the MFTC training set
in a two-dimensional plot and qualitatively discuss
the relationships among MFT elements.

4.1.2 Moral Similarity

We perform a moral similarity task, inspired by
the popular semantic similarity task (Agirre et al.,
2013; Gao et al., 2021), to measure the similarity
between moral elements using the MFTC training
set. To calculate the moral similarity between two
MFT elements m and n, we compute the cosine
similarity between the moral embedding representa-
tions of each data point annotated with m and each
data point annotated with n, and report the mean
result. We apply the procedure for all combinations
of the ten MFT elements plus the non-moral label,
resulting in an 11x11 table of mean similarities.

4.2 Extrinsic Evaluation

To evaluate whether the relationships among MFT
elements have been effectively captured in the em-
bedding spaces, we evaluate (1) the generalizabil-
ity on the held-out test set, and (2) the consistency
between the embeddings and the Moral Founda-
tion Dictionary 2.0 (MFD2.0) (Frimer, 2019), an
independently collected MFT dictionary. As in
Section 4.1, we compare (a) an off-the-shelf pre–
trained SimCSE embedding space, and the embed-
dings trained with (b) the unsupervised SimCSE
and (c) the supervised SimCSE approaches.

4.2.1 Generalizability on Test Set
We evaluate the moral embedding spaces on the
MFTC test set to assess the generalizability to un-
seen data. As for the intrinsic evaluation described
above, we evaluate the embedding spaces (1) via a
visualization by plotting the MFTC test set on the
embedding space and visualizing it via a UMAP
plot, and (2) with a moral similarity table.

4.2.2 Comparison to MFD2.0
We measure the consistency of the generated moral
embedding spaces with MFD2.0, a dictionary man-
ually created by the authors of the MFT (Graham
et al., 2013), containing sets of words representa-
tive of each MFT moral element.

Clustering We collect all words belonging to
the MFD2.0 and use K-means clustering to test
whether meaningful clusters can be discerned based
on the words’ embedding representations based
on their Euclidean distance (we choose Euclidean
since the K-means algorithm may not converge
with other distances without data transformation).

First, we measure the coherence of the clusters
via the silhouette coefficient (Rousseeuw, 1987):

s =

∑N
i=1

b(i)−a(i)
max(a(i),b(i))

N
(2)

where N is the number of samples, a(i) the mean
intra-cluster distance and b(i) the mean nearest-
cluster distance for sample i. The coefficient ranges
from -1 to 1. For each tested approach, we plot the
silhouette coefficient for K ranging from 2 to 15
and choose K̂ as the optimal number of clusters
with the highest silhouette score.

Then, we measure the quality of the clusters via
the purity score (Manning, 2009). To calculate the
purity of a cluster, we first find the most frequent
true label (Lf ) of each cluster. Then, we sum the
number of words labeled with Lf for each cluster
and divide the sum by the total number of words in
the dictionary. Thus, a high purity score indicates
that the clusters primarily consist of words with
the same label. However, the purity score tends
to increase as K increases, since each cluster is
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Figure 2: UMAP plot of the MFTC training set data with off-the-shelf pre-trained SimCSE model (a, left),
unsupervised SimCSE approach (b, middle), and supervised SimCSE approach (c, right).

at the purest state when there is only one item in
the cluster. Due to this tradeoff between K and
the clustering quality, we evaluate the clustering
results via both the silhouette coefficient and the
mean purity score over the clusters. We report
the results for K = K̂ and K = 10 (as the MFT
taxonomy is composed of ten elements).

Moral Similarity (MFD2.0) We measure the
similarity among the MFD2.0 words belonging to
different MFT elements via moral similarity, as in
Section 4.1.2. To calculate the moral similarity be-
tween two MFT elements m and n, we compute
the cosine similarity between the moral embedding
representations of each MFD2.0 word belonging to
m and each MFD2.0 word belonging to n, and re-
port the mean result. We apply the procedure for all
combinations of the ten MFT elements, resulting
in a 10x10 table of mean similarity.

5 Results and Discussion

We report the results of the intrinsic evaluations to
judge the effect of supervised training, and the re-
sults of the extrinsic evaluation to assess the moral
embeddings when used with external data.

5.1 Intrinsic Evaluation

We present the results of visualization and moral
similarity evaluations on the MFTC training set.

5.1.1 Visualization
Figure 2 shows the dimension-reduced UMAP plot
of the MFTC training set data mapped on the
moral embedding spaces (a) resulting from the of-
f-the-shelf pre-trained supervised SimCSE model,
or trained with (b) the unsupervised SimCSE ap-
proach or (c) the supervised SimCSE approach.

We notice that the supervised approach (Fig-
ure 2c) shows distinguishable clusters for each vice
and virtue element, exhibiting a visible improve-
ment when compared to the off-the-shelf model
(Figure 2a). However, the unsupervised approach
(Figure 2b) displays no discernible clusters.

In Figure 2c, we observe a clear separation be-
tween virtues (located in the bottom half of the plot)
and vices (located in the top half). Further, the val-
ues within the same foundation (e.g., care-harm)
tend to be in symmetrical locations in the virtues
and vices areas. Finally, tweets labeled as non-
moral are spread throughout the plot, especially in
the area between the vice and virtue clusters.

The noticeable difference between the off-the-
shelf, unsupervised, and supervised approaches
suggests that a CL-based moral embedding space
can capture the relationships between virtues and
vices and among moral foundations when employ-
ing label information. We investigate this further
via a quantitative moral similarity evaluation.

5.1.2 Moral Similarity

To further analyze the insightful results observed
with the supervised approach, we report in Table 3
the moral similarity across MFT elements calcu-
lated with the supervised SimCSE moral embed-
ding representations of the MFTC training set. This
table allows us to inspect in more detail the simi-
larity across the different moral elements.

First, we notice a high similarity along the di-
agonal, indicating that the moral embedding space
consistently clusters data points annotated with the
same label. Further, the overall similarity between
virtues and vices values (top-right and bottom-left
quadrants) is visibly lower than the similarity be-
tween virtue-virtue (top-left quadrant) and vice-
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Figure 3: UMAP plot of the MFTC test set data with off-the-shelf pre-trained SimCSE model (a, left), unsupervised
SimCSE approach (b, middle), and supervised SimCSE approach (c, right).
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Care 81.2 25.4 41.0 35.2 49.5 27.6 4.7 21.0 15.2 11.6 28.8

Fairness 25.4 77.9 28.8 43.0 29.1 12.7 34.6 19.2 22.4 10.9 26.4

Loyalty 41.0 28.8 65.0 37.7 36.2 9.7 8.5 27.7 19.1 8.7 27.0

Authority 35.2 43.0 37.7 68.7 40.5 11.3 14.4 25.4 37.4 14.1 27.3

Purity 49.5 29.1 36.2 40.5 79.3 13.2 5.2 15.5 17.5 22.4 27.2

Harm 27.6 12.7 9.7 11.3 13.2 56.9 27.2 35.5 30.2 31.7 30.0

Cheating 4.7 34.6 8.5 14.4 5.2 27.2 58.9 40.8 35.8 32.7 26.8

Betrayal 21.0 19.2 27.7 25.4 15.5 35.5 40.8 58.3 50.6 35.7 32.5

Subversion 15.2 22.4 19.1 37.4 17.5 30.2 35.8 50.6 57.9 36.2 30.7

Degradation 11.6 10.9 8.7 14.1 22.4 31.7 32.7 35.7 36.2 46.5 28.5

Non-moral 28.8 26.4 27.0 27.3 27.2 30.0 26.9 32.5 30.7 28.5 30.8

Table 3: Moral similarity for MFTC training set with su-
pervised SimCSE. Darker the cell higher the similarity.

vice values (bottom-right quadrant), which indi-
cates that the model can clearly separate virtues
and vices found in tweets. Moreover, a significant
similarity between opposing virtues and vices (e.g.,
fairness and cheating) can be observed, showing
that the embedding space has learned relationships
among corresponding virtues and vices. Finally,
the similarity between non-moral and moral values
is modest, confirming that tweets labeled as non-
moral are spread throughout the embedding space,
without forming any significant cluster.

The results described above show the effective-
ness of the training strategy described in Section 3.
However, additional emergent results can be ob-
served in Table 3. For instance, on the diagonal,
virtue values (top-left quadrant) have a higher sim-
ilarity than vice values (bottom-right quadrant),
showing that tweets labeled with virtue values are
more consistently clustered. Moreover, we observe
that some elements have a high similarity despite
not having been explicitly addressed by the training
strategy, e.g., care-purity and subversion-betrayal.

To further investigate these similarities, we tok-
enize and lemmatize the tweets labeled with these
elements and inspect whether they share commonly
used lemmas. We provide some insightful exam-
ples to better understand such similarities. The
word ‘god’ appears consistently in tweets labeled
with care and purity, hinting that the correlation is
driven by common concerns of religion and care,
especially in the context of the Sandy hurricane
relief tweets. The words ‘Obama’ and ‘protest’ are
common for both betrayal and subversion tweets,
showing how the correlation was driven by the po-
litical background behind tweets collected with the
All Lives Matter and Black Lives Matter hashtags.

Lastly, similar to Figure 2, the moral similar-
ity tables obtained with the off-the-shelf model and
with the unsupervised SimCSE approach fail to pro-
duce meaningful similarities (see Appendix B.1.2).

5.2 Extrinsic Evaluation

We present the results of generalizability on the test
set and comparison to MFD2.0 dictionary.

5.2.1 Generalizability on Test Set
Figure 3 shows the UMAP plot of the MFTC test
set data mapped on the embedding spaces obtained
with the three compared approaches. First, we re-
mark that the lower density of the plotted data with
respect to Figure 2 is due to the smaller size of the
test set compared to the training set. Further, with
the supervised SimCSE approach, we observe clear
clusters corresponding to the MFT elements (simi-
lar to Figure 2c). Instead, the UMAP plots resulting
from the off-the-shelf model and the unsupervised
approach show no distinguishable clusters.

To quantitatively investigate the relationships
among the MFT elements, we show in Table 4 the
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Care 75.2 26.7 41.6 37.0 49.8 28.4 7.7 20.0 17.1 12.6 29.5

Fairness 26.7 72.0 28.1 41.3 30.8 15.6 35.1 22.1 24.1 15.2 26.5

Loyalty 41.6 28.1 60.8 37.8 37.0 12.6 10.3 26.9 19.9 11.6 27.6

Authority 37.0 41.3 37.8 62.9 42.4 14.7 16.2 23.9 34.3 19.1 27.7

Purity 49.8 30.8 37.0 42.4 75.5 15.1 6.3 13.9 17.6 18.7 27.6

Harm 28.4 15.6 12.6 14.7 15.1 52.1 26.4 35.0 32.2 32.5 30.2

Cheating 7.7 35.1 10.3 16.2 6.3 26.4 56.4 41.5 34.5 33.5 26.2

Betrayal 20.0 22.1 26.9 23.9 13.9 35.0 41.5 56.8 46.9 39.3 31.8

Subversion 17.1 24.1 19.9 34.3 17.6 32.2 34.5 46.9 51.8 40.4 30.4

Degradation 12.6 15.2 11.6 19.1 18.7 32.5 33.5 39.3 40.4 46.5 29.7

Non-Moral 29.5 26.5 27.6 27.7 27.6 30.2 26.2 31.8 30.4 29.7 30.9

Table 4: Moral similarity for MFTC test set with super-
vised SimCSE. Darker the cell higher the similarity.

moral similarity for the MFTC test set with the
supervised SimCSE approach. These results are
in line with Table 3, and show that the distribution
of the MFT elements learned in the training set is
consistent with the data in the test set.

5.2.2 Comparison to MFD2.0
We present the results of the clustering of the
MFD2.0 words based on the three compared ap-
proaches (as described in Section 4.2). We further
inspect the best-performing approach through the
moral similarity evaluation of the MFD2.0 words.

Clustering Figure 4 shows the silhouette coeffi-
cient for K-means clustering with K ranging from
2 to 15 for the three compared approaches.
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Figure 4: Silhouette coefficients for K ranging from 2
to 15 for the three compared approaches.

We observe that the supervised SimCSE ap-
proach performs best, with a silhouette coefficient
that peaks at K = 9, close to the total number
of MFT elements (10). Instead, the off-the-shelf
model peaks at K = 2, aligning with previous re-
search results that show that the pre-trained embed-
ding spaces contain an intuitive distinction between

do’s and don’ts (Schramowski et al., 2022). Fur-
ther, we observe low silhouette coefficients due to
the high dimensionality of the embedding space.

Table 5 shows purity and silhouette coefficients
for K = K̂ (the K that leads to the highest sil-
houette coefficient) and K = 10. The supervised
SimCSE approach achieves the highest purity score
for both K = K̂ and K = 10, resulting in a purity
of 0.71 in both cases. This result shows that the
resulting embedding space allows for a coherent
clustering of the MFD2.0 words, proving consistent
with an independently generated MFT dictionary.

Approach K Purity Silhouette

Off-the-shelf SimCSE 2 0.30 0.07
Unsupervised SimCSE 15 0.51 0.04

K
=

K̂

Supervised SimCSE 9 0.71 0.15

Off-the-shelf SimCSE 10 0.56 0.06
Unsupervised SimCSE 10 0.45 0.03

K
=

1
0

Supervised SimCSE 10 0.71 0.14

Table 5: Purity and Silhouette coefficients for K = K̂
and K = 10. The best scores are highlighted in bold.

Moral Similarity (MFD2.0) We further investi-
gate the consistency between the supervised Sim-
CSE embedding space approach and MFD2.0. Ta-
ble 6 shows the moral similarity between the MFT
elements, calculated with the supervised SimCSE
embedding space representation of MFD2.0 words.

Care Fair
ness

Loyalt
y

Authority

Purity
Harm Cheat

ing

Betr
ay

al

Subv
ers

ion

Degrad
ati

on

Care 57.8 30.7 36.7 32.4 39.4 30.1 18.9 23.2 19.4 22.4

Fairness 30.7 48.3 33.0 37.5 32.5 25.1 30.3 27.8 27.5 22.2

Loyalty 36.7 33.0 50.9 35.8 38.3 26.5 24.6 33.4 31.9 27.4

Authority 32.4 37.5 35.8 48.2 40.0 26.1 25.5 31.3 36.4 27.4

Purity 39.4 32.5 38.3 40.0 57.2 27.0 21.2 27.4 30.7 35.0

Harm 30.1 25.1 26.5 26.1 27.0 56.4 35.9 35.6 33.5 41.8

Cheating 18.9 30.3 24.6 25.5 21.2 35.9 52.4 45.9 40.9 39.3

Betrayal 23.2 27.8 33.4 31.3 27.4 35.6 45.9 54.9 51.0 39.3

Subversion 19.4 27.5 31.9 36.4 30.7 33.5 40.9 51.0 56.5 41.1

Degradation 22.4 22.2 27.4 27.4 35.0 41.8 39.3 39.3 41.1 53.9

Table 6: Moral similarity for MFD2.0 with supervised
SimCSE. Darker the cell higher the similarity.

The high similarity along the diagonal indicates
that MFD2.0 words that represent the same moral
value are closer in embedding space with respect to
words that represent different moral values. Further,
we notice parallels with Table 3. That is, (1) the
similarity between virtues and virtues (top-left
quadrant) and vices and vices (bottom-right quad-
rant) is greater than the similarity between virtues
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and vices (top-right and bottom-left quadrants), and
(2) there is a noticeable similarity between corre-
sponding virtues and vices (e.g., authority and sub-
version). These results confirm that the supervised
SimCSE approach generates moral embeddings
that align with an independently generated MFT
dictionary, whereas the off-the-shelf and unsuper-
vised approaches fail to do so (Appendix B.2.2).

6 Related Works

We review previous research on methods for detect-
ing moral values and existing moral datasets.

6.1 Detecting Moral Values in Text

Traditionally, value lexicons—sets of words de-
scriptive of each moral element—have been used
to detect morality through text similarity (Bahgat
et al., 2020; Pavan et al., 2020). Graham et al.
(2009) developed the Moral Foundations Dictio-
nary (MFD), which has been extended manually
(Frimer, 2019) and via semi-automated methods
(Rezapour et al., 2019; Araque et al., 2020; Kobbe
et al., 2020; Hopp et al., 2020). However, word-
level lexicons are limited by the ambiguity of nat-
ural language and the restricted range of lemmas,
which can be solved by projecting the MFD lexicon
on knowledge graphs that link moral entities and
concepts (Hulpus, et al., 2020; Asprino et al., 2022).
Other methods instead use the supervised classi-
fication paradigm (Lin et al., 2018; Johnson and
Goldwasser, 2018; Hoover et al., 2020), exploiting
an annotated dataset to train a classifier. In partic-
ular, BERT-based models have been successfully
used on datasets annotated with the MFT taxonomy
(Kobbe et al., 2020; Alshomary et al., 2022; Liscio
et al., 2022a; Huang et al., 2022; Bulla et al., 2023).

Similar to our work, Priniski et al. (2021) map
text onto a 10-dimensional space (corresponding
to the MFT elements) where the position of a
word in each dimension is determined by the moral
valence that FrameAxis (an MFT-based lexicon
(Kwak et al., 2021)) attributes to the word for the
corresponding MFT element. Our work differs
in that we use state-of-the-art pre-trained 1024-
dimensional sentence embeddings that have been
shown to be more effective at capturing semantic
similarity compared to lexicon-based approaches.

6.2 Datasets with Moral Content

Besides the MFTC, other datasets based on differ-
ent moral value taxonomies have been collected

for NLP applications. The Schwartz value theory
(Schwartz, 2012) is another commonly used taxon-
omy, composed of 20 values that form a continuum
of meaning in a circumplex. Kiesel et al. (2022)
presented a dataset of 5,270 arguments labeled with
the Schwartz values and extended it to over 9K ar-
guments for the SemEval-2023 Task 4 (Kiesel et al.,
2023). Qiu et al. (2022) collected a dataset of dia-
logues in different social scenarios, also annotated
with the Schwartz values. Jin et al. (2022) pro-
posed MoralExceptQA, the novel challenge and
dataset on moral exception question answering. Fi-
nally, Hendrycks et al. (2021) introduced a dataset
with contextualized scenarios about commonsense
moral intuitions. We opted for MFT and MFTC
due to the strong psychological background and
the availability of a large annotated dataset.

7 Conclusions and Future Work

AI agents ought to recognize the diversity and nu-
ances of human moral perspectives. To this end,
we propose a method to generate a pluralist moral
sentence embedding space with a state-of-the-art
contrastive learning approach and focus on its eval-
uation. First, we perform an intrinsic evaluation
to evaluate the significance of label information
for distinguishing among the different elements of
pluralist morality. Our results show that a plural-
ist approach to morality cannot be simply learned
through self-supervised learning, but human labels
are essential. Then, we demonstrate that the em-
bedding space trained through label supervision
is aligned with externally sourced data such as an
independently created lexicon of words that are
descriptive of a pluralist approach to morality.

Our investigation opens avenues for incorporat-
ing a pluralist approach to morality in language
models, overcoming a simplistic, binary interpreta-
tion, i.e., simply judging a situation as morally right
or wrong. Pluralist moral embeddings can be used
in a variety of applications, e.g., recognizing moral
rhetoric from diverse social issues such as abortion
and terrorism (Sagi and Dehghani, 2014), generat-
ing morally-aligned language (Ammanabrolu et al.,
2022; Lorandi and Belz, 2023), measuring disagree-
ment in online discussions (Shortall et al., 2022;
van der Meer et al., 2023), and investigating the
context specificity of moral judgment (Liscio et al.,
2022b, 2023a) or the cultural influences on moral
norms (Ramezani and Xu, 2023). Furthermore, the
detection of pluralist morality could be extended
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with Hybrid Intelligence approaches (Akata et al.,
2020), aiming at devising AI systems that combine
human and artificial intelligence by design (e.g.,
van der Meer et al. (2022); Siebert et al. (2022)).

Our experiments are limited to one dataset and
one approach to moral pluralism. However, our ex-
perimental setup can be extended to other corpora
to assess the generalizability to other approaches
to pluralist morality. For instance, a comparative
analysis would reveal differences between discrete
and fuzzy approaches to moral pluralism, e.g., by
comparing the MFT and the Schwartz value theory
(Schwartz, 2012). Similarly, we chose SimCSE due
to its proven efficacy, but additional CL approaches
could extend our work, e.g., by incorporating la-
bel embeddings in the training procedure (Zhang
et al., 2022a) or by exploiting adversarial exam-
ples to improve generalizability (Zhan et al., 2023).
Finally, the MFTC was annotated by multiple anno-
tators and we used the majority agreement to train
the moral embedding space. To better reflect the
subjective nature of morality, an avenue for future
work is to employ all annotations, incorporating
annotators’ (dis)agreement through a perspectivist
approach (Uma et al., 2022; Cabitza et al., 2023).

8 Ethical Considerations and Limitations

Morally-charged content poses a significant chal-
lenge for language models (Jin et al., 2022). This
is particularly problematic when models trained to
discern descriptive ethics (i.e., understand how hu-
mans reason about moral judgments) are used for
normative ethics, (i.e., to make moral judgments
such as religious prescriptions and medical advice)
(Talat et al., 2022). For this reason, in this work, we
limit ourselves to descriptive ethics. Further, the
usage of our embedding space in highly sensitive
domains, such as the legal field, requires additional
cautious deliberation (Leins et al., 2020).

An additional challenge is introduced by the
dual-use problem (Hovy and Spruit, 2016), that
is when a system developed for a certain purpose
leads to unintended negative consequences in an-
other application. For instance, since liberals and
conservatives rely on different moral foundations
(Graham et al., 2009), the moral embedding space
can be misused to identify and discriminate against
people with certain political standpoints.

Next, we recognize the limitations regarding the
dataset we use, the MFTC. First of all, the MFTC
is composed of English tweets about US-centric

topics, thus perpetuating Western biases (Mehrabi
et al., 2021). Post-hoc debiasing techniques (Liang
et al., 2020) can be applied to the current moral em-
bedding space, preventing the need for re-training
with large amounts of additional data. However,
our method and evaluation procedure can be ap-
plied to larger and culturally diverse datasets as
well. Then, the MFTC annotation procedure re-
sulted in a low annotator agreement, which is to
be expected in such a subjective annotation task
(Hoover et al., 2020). Choosing the majority label
as the true label reinforces the domination of the
majority, suppressing the minority views. Employ-
ing a perspectivist approach, using all the annota-
tions when training, can improve the representativ-
ity of the embedding space (Cabitza et al., 2023).

Finally, we recognize concerns on the evaluation
procedure. First, the MFT dictionary (MFD2.0) is
based on the WEIRD (Western, Educated, Indus-
trialized, Rich, Democratic) sample. Dictionaries
created from more diverse samples could reveal
new strengths and weaknesses of the embedding
space. Second, we used UMAP to easily visualize
the embedding space and the effect of the training.
Additional investigation is required for a detailed
geometric analysis of the embedding space.
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A Experimental Details

For the sake of reproducibility, we share further
details on our experimental procedure. The trained
models are available online (Park et al., 2024).

A.1 SimCSE Contrastive Losses

We present the SimCSE contrastive losses as in-
troduced by Gao et al. (2021). For unsupervised
SimCSE, we take a collection of sentences {xi}mi=1,
and uses x+i = xi. It constructs a positive pair
for each input xi by encoding the input twice us-
ing different dropout masks, z and z′. We denote
hz
i = fθ(xi, z), where z is a random mask for

dropout. Note that in the standard transformer
models, there are dropout masks placed on fully-
connected layers. The training objective for the
unsupervised SimCSE approach is the following:

ℓi = − log
e
sim

(
h
zi
i ,h

z′i
i

)
/τ

∑N
j=1 e

sim

(
h
zi
i ,h

z′
j

j

)
/τ

,

For supervised SimCSE, instead of using
dropout, it takes predefined positive and negative
instances, x+i and x−i respectively. The training
objective for the supervised SimCSE approach is
the following:

ℓi = − log
esim(hi,h

+
i )/τ

∑N
j=1

(
esim(hi,h

+
j )/τ + esim(hi,h

−
j )/τ

)

A.2 Data Processing

We preprocess the tweets by removing URLs,
emails, usernames, and mentions. Next, we employ
the Ekphrasis package2 to correct common spelling
mistakes and unpack contractions. Finally, emojis
are transformed into their respective words using
the Python Emoji package3. Moreover, there are
some independent tweets with duplicated content,
in some cases with different labels. We reduced
repeated instances of distinct tweet annotations to
one instance by applying a majority vote. The fi-
nal unsupervised SimCSE training set consists of
29,147 triples (i.e., the size of the training set). The
final supervised SimCSE training set consists of
5,304 triples, due to the large number of non-moral
labels (Table 2) that did not appear in any triple.

2https://github.com/cbaziotis/
ekphrasis

3https://pypi.org/project/emoji/

A.3 Hyperparameters
To select the most optimal combination of hyper-
parameters for SimCSE, we perform a grid search
based on the F1-scores of the classification result,
which is further discussed in Appendix B.2.3. Ta-
ble A1 and Table A2 show the hyperparameters
that were compared, highlighting in bold the best-
performing option. We used these hyperparameters
for every experiment in this paper for consistency.
If a parameter is not present in the table, the default
value supplied by the framework4 was used.

Hyperparameters Options

Model name sup-simcse-bert-large-uncased
Max Sequence Length 64, 128
Epochs 2, 3, 5
Batch Size 16, 32
Learning Rate 5× 10−5

Temperature 0.01, 0.05, 0.1
Pooler cls

Table A1: Hyperparameters tested for training SimCSE
with the supervised approach.

Hyperparameters Options

Model name unsup-simcse-bert-large-uncased
Max Sequence Length 64, 128
Epochs 1, 2, 3
Batch Size 16, 32
Learning Rate 3× 10−5

Temperature 0.01, 0.05, 0.1
Pooler cls

Table A2: Hyperparameters tested for training SimCSE
with the unsupervised approach.

The time taken for the supervised SimCSE hy-
perparameter search is roughly 6-7 hours, and the
time taken for the unsupervised SimCSE hyperpa-
rameter search is approximately 15-16 hours.

A.4 Computing Infrastructure
The following are the main libraries and the com-
puting environment used in our experiments.

• PyTorch: 1.13.0

• Huggingface’s Transformers: 4.2.1

• SimCSE: 0.4

• NVIDIA A40 GPU

• CUDA 11.6
4https://github.com/princeton-nlp/

SimCSE
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A.5 Random Seeds
In our experiments, we ensure that the same train-
test splits are used across different runs of each
experiment. Further, to control for any randomness
throughout code execution, we fixed the random
seeds (to 42) in the following libraries:

• Python (random.seed);

• NumPy (numpy.random.seed);

• PyTorch (torch.manual_seed);

• Tensorflow
(tensorflow.random.set_seed).

A.6 Artifacts Used
We primarily use two different types of artifacts,
data and models.

MFTC is a collection of 35,108 tweets annotated
based on MFT (Hoover et al., 2020). MFTC can
be accessed5 and used under Creative Commons
Attribution 4.0 license. MFD2.0 (Frimer, 2019)
can be freely accessed6.

SimCSE (Gao et al., 2021) can be used under
MIT license7. BERT (Devlin et al., 2019) is used
as a baseline model to compare with SimCSE. The
license of BERT is Apache License 2.08.

B Extended Results

We extend the results shown in the main paper for
intrinsic and extrinsic evaluation.

B.1 Intrinsic Evaluation
We provide additional visualizations and quality
metrics of the trained embedding spaces.

B.1.1 Visualization
Figures B1 and B2 show the UMAP plot of the
MFTC training set mapped on the off-the-shelf
SimcSE model the supervised SimCSE approach,
respectively. The figures are similar to Figure 2,
however grouping the 10 moral elements as vices
or virtues.

Figure B1 does not show any distinguishable
cluster. Instead, Figure B2 shows a clearer separa-
tion between vice and virtue elements—vice and
virtue clusters are less mixed together, and a bigger
gap can be found between them.

5https://osf.io/k5n7y
6https://osf.io/xakyw
7https://github.com/princeton-nlp/

SimCSE/blob/main/LICENSE
8https://github.com/google-research/

bert/blob/master/LICENSE
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Figure B1: UMAP plot of MFTC training set with the
off-the-shelf SimCSE model (only vices and virtues).

U
M

AP
 2

UMAP 1

virtue
vice
non-moral

Figure B2: UMAP plot of MFTC training set with the
supervised SimCSE approach (only vices and virtues).

B.1.2 Moral Similarity
In the main paper we show the moral similarity
table for the supervised SimCSE approach, here
we show for the off-the-shelf model (Table B1) and
for the unsupervised SimCSE approach (Table B2).
Both tables show relatively low similarity along the
diagonal when compared to Table 3. The diagonal
similarity of the virtue elements is higher than the
vice elements for both tables, suggesting that a
limited level of knowledge is already present in the
off-the-shelf SimCSE. Moreover, the poor result of
the unsupervised SimCSE approach aligns with the
findings in the main paper, indicating that labels are
necessary to grasp a pluralist approach to morality.

B.1.3 Alignment and Uniformity
Alignment and unifomity are metrics commonly
used to assess the quality of an embedding space,
measuring alignment between positive pairs and
uniformity of the embedding space (Gao et al.,
2021). They can be calculated as follows:

Lalign (f ;α) ≜ E(x,y)∼ppos [∥f(x)− f(y)∥α2 ]

Luniform (f ; t) ≜ logEx,y
i.i.d∼ pdata

[
e−t∥f(x)−f(y)∥22

]
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Non-m
oral

Care 27.8 19.3 21.8 17.6 20.5 14.6 10.4 11.6 11.9 8.6 10.3

Fairness 19.3 29.7 23.7 20.5 18.2 16.9 17.5 17.2 17.1 12.6 11.6

Loyalty 21.8 23.7 28.5 18.4 17.5 14.7 13.8 16.8 16.0 9.9 11.4

Authority 17.6 20.5 18.4 22.5 16.4 13.0 13.7 14.6 15.7 10.4 10.2

Purity 20.5 18.2 17.5 16.4 25.5 10.9 9.8 10.2 10.3 9.8 8.7

Harm 14.6 16.9 14.7 13.0 10.9 22.0 18.9 19.5 18.5 18.3 12.2

Cheating 10.4 17.5 13.8 13.7 9.8 18.9 22.4 20.5 19.6 19.5 11.9

Betrayal 11.6 17.2 16.8 14.6 10.2 19.5 20.5 23.0 20.9 18.4 12.3

Subversion 11.9 17.1 16.0 15.7 10.3 18.5 19.6 20.9 22.0 17.7 12.0

Degradation 8.6 12.6 9.9 10.4 9.8 18.3 19.5 18.4 17.7 23.7 11.9

Non-Moral 10.3 11.6 11.4 10.2 8.7 12.2 11.9 12.3 12.0 11.9 9.8

Table B1: Moral similarity on MFTC train set using the
off-the-shelf SimCSE model.
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Care 26.1 19.4 21.7 21.5 23.2 19.7 18.3 18.9 19.3 19.0 19.6

Fairness 19.4 25.1 20.8 21.8 20.2 18.7 20.4 19.6 20.3 18.6 19.0

Loyalty 21.7 20.8 25.5 21.8 21.1 18.8 18.8 20.9 21.0 18.7 20.0

Authority 21.5 21.8 21.8 26.6 22.3 19.6 20.8 21.7 23.1 19.9 20.7

Purity 23.2 20.2 21.1 22.3 27.5 18.4 18.7 19.1 19.7 20.1 19.4

Harm 19.7 18.7 18.8 19.6 18.4 22.3 20.4 20.8 21.0 20.3 19.3

Cheating 18.3 20.4 18.8 20.8 18.7 20.4 23.1 21.4 21.9 20.8 19.7

Betrayal 18.9 19.6 20.9 21.7 19.1 20.8 21.4 23.1 22.9 20.6 20.0

Subversion 19.3 20.3 21.0 23.1 19.7 21.0 21.9 22.9 24.4 21.0 20.5

Degradation 19.0 18.6 18.7 19.9 20.1 20.3 20.8 20.6 21.0 22.8 19.6

Non-Moral 19.6 19.0 20.0 20.7 19.4 19.3 19.7 20.0 20.5 19.6 20.4

Table B2: Moral similarity on the MFTC train set using
the unsupervised SimCSE approach.

Our goal is to generate the best possible embed-
ding space mapping for this corpus—however, we
only train on a relatively small and limited cor-
pus, and thus we do not strive for a state-of-the-art
alignment and uniformity. Nevertheless, for com-
pleteness, we report the alignment and uniformity
using the test dataset. Table B3 displays the result
of alignment and uniformity metrics. The super-
vised SimCSE outperforms in alignment, but gets
a worse score in uniformity when compared to the
other two approaches. This is consistent with the
findings in the SimCSE paper (Gao et al., 2021)
where the supervised SimCSE amends the align-
ment and the unsupervised SimCSE effectively im-
proves uniformity.

Approach Alignment Uniformity

Off-the-shelf SimCSE 1.49 -3.13
Unsupervised SimCSE 1.50 -3.12
Supervised SimCSE 0.77 -2.27

Table B3: Alignment and uniformity on MFTC test
dataset. For both, lower numbers are better.

B.2 Extrinsic Evaluation
We provide additional details on generalizability
and comparison to MFD2.0 evaluation results, and
offer further insight through a classification task.

B.2.1 Generalizability on Test Set
Figures B3 and B4 show the UMAP plot of the
MFTC test set mapped on the moral embedding
space with the off-the-shelf model and with the
supervised SimCSE approach, respectively. The
figures are similar to Figure 3, however grouping
the 10 moral elements as vices or virtues. Fig-
ure B3 does not show clearly distinguishable clus-
ter. Instead, Figure B4 shows a clearer separation
between vice and virtue values—vice and virtue
clusters are less mixed together, and a bigger gap
can be found between them.

U
M

AP
 2

UMAP 1

virtue
vice
non-moral

Figure B3: UMAP plot of MFTC test set with the off-
the-shelf SimCSE model (only vices and virtues).
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Figure B4: UMAP plot of MFTC test set with the super-
vies SimCSE approach (only vices and virtues).

Table B4 and Table B5 show the moral similarity
obtained with off-the-shelf SimCSE model and un-
supervised SimCSE approach (similar to Table 4).
These tables confirm the visual intuition found in
Figure 3, with a low similarity along the diago-
nal. Further, these tables are consistent with the
corresponding training set tables from the intrinsic
evaluation (Tables B1 and B2)).

669



Care Fair
ness

Loyalt
y

Authority

Purity
Harm Cheat

ing

Betr
ay

al

Subv
ers

ion

Degrad
ati

on

Non-m
oral

Care 27.8 19.7 22.4 17.5 21.8 13.9 10.6 10.8 10.8 7.8 10.4

Fairness 19.7 30.6 24.3 20.3 20.3 17.4 18.2 18.1 16.9 12.2 11.7

Loyalty 22.4 24.3 29.4 18.2 18.8 15.4 14.1 17.6 15.3 9.5 11.6

Authority 17.5 20.3 18.2 22.2 17.9 12.9 13.4 13.3 14.8 10.2 10.1

Purity 21.8 20.3 18.8 17.9 28.5 10.6 10.1 10.0 9.9 8.3 9.0

Harm 13.9 17.4 15.4 12.9 10.6 21.5 18.4 20.1 17.9 17.0 11.8

Cheating 10.6 18.2 14.1 13.4 10.1 18.4 22.8 21.5 18.8 18.5 11.5

Betrayal 10.8 18.1 17.6 13.3 10.0 20.1 21.5 26.3 21.1 19.6 12.6

Subversion 10.8 16.9 15.3 14.8 9.9 17.9 18.8 21.1 21.8 17.6 11.3

Degradation 7.8 12.2 9.5 10.2 8.3 17.0 18.5 19.6 17.6 23.8 11.8

Non-Moral 10.4 11.7 11.6 10.1 9.0 11.8 11.5 12.6 11.3 11.8 9.6

Table B4: Moral similarity on MFTC test set using the
off-the-shelf SimCSE model.
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Care 27.1 19.5 22.1 21.6 23.6 19.4 18.3 18.3 19.1 18.6 19.7

Fairness 19.5 25.2 21.0 22.0 21.2 18.8 20.3 19.2 20.4 19.1 19.0

Loyalty 22.1 21.0 26.0 21.8 21.3 19.2 18.6 20.6 21.2 19.6 20.1

Authority 21.6 22.0 21.8 27.0 22.8 19.7 20.7 21.0 23.0 20.7 20.8

Purity 23.6 21.2 21.3 22.8 29.2 18.4 19.2 19.5 20.1 19.9 19.6

Harm 19.4 18.8 19.2 19.7 18.4 22.5 20.4 20.7 21.3 20.3 19.5

Cheating 18.3 20.3 18.6 20.7 19.2 20.4 23.7 21.3 21.6 20.9 19.6

Betrayal 18.3 19.2 20.6 21.0 19.5 20.7 21.3 24.2 22.8 21.4 19.9

Subversion 19.1 20.4 21.2 23.0 20.1 21.3 21.6 22.8 24.9 21.9 20.7

Degradation 18.6 19.1 19.6 20.7 19.9 20.3 20.9 21.4 21.9 23.6 20.2

Non-Moral 19.7 19.0 20.1 20.8 19.6 19.5 19.6 19.9 20.7 20.2 20.6

Table B5: Moral similarity on MFTC test set using the
unsupervised SimCSE approach.

B.2.2 Comparison to MFD2.0
Clustering In Figure B5 we report the purity
score for K ranging from 2 to 15 (similar to the
Silhouette coefficient in Section 5.2.2).
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Figure B5: Mean purity for K ranging from 2 to 15 for
the three compared embedding spaces.

We observe an overall increase in the mean pu-
rity score for all approaches as K increases, which
is to be expected due to the calculation of the purity
score (Section 4.2.2). We notice that the supervised
SimCSE results in higher mean purity compared to
other approaches, reaching its peak at K = 9 and

K = 10. These values are similar to the number of
moral values, indicating that corresponding embed-
ding spaces are consistent with the MFT taxonomy
and the MFD2.0 lexicon. Further, we observe that
the supervised SimCSE approach and the off-the-
shelf SimCSE model lead to a higher mean purity
compared to the unsupervised SimCSE approach.

Moral Similarity In Table 6 we report the moral
similarity for MFD2.0 with the supervised SimCSE
approach, whereas in Tables B6 and B7 we report
the analogous results with the off-the-shelf model
and the unsupervised SimCSE approach. We no-
tice how the unsupervised approach only slightly
captures the similarity among words belonging to
the same MFT element, in strong contrast with the
supervised approach. We observe the same pattern
with off-the-shelf SimCSE approach in Table B6.
The strong similarity of Tables B6 and B7 corre-
sponds with the clustering findings described in
Figure 4 and Figure B5, with the off-the-shelf Sim-
CSE model leading to slightly better results to the
unsupervised SimCSE approach.
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Care 32.0 18.0 20.0 17.1 19.2 16.6 13.3 13.3 12.3 13.6

Fairness 18.0 28.0 17.4 17.8 16.0 13.1 16.1 16.1 16.2 11.4

Loyalty 20.0 17.4 30.0 20.2 18.2 15.0 16.2 20.3 19.9 14.3

Authority 17.1 17.8 20.2 25.4 18.2 15.0 14.5 17.4 19.0 13.2

Purity 19.2 16.0 18.2 18.2 26.2 12.7 11.0 14.0 14.8 14.5

Harm 16.6 13.1 15.0 15.0 12.7 35.6 23.7 26.5 25.5 27.8

Cheating 13.3 16.1 16.2 14.5 11.0 23.7 31.4 31.4 25.7 24.1

Betrayal 13.3 16.1 20.3 17.4 14.0 26.5 31.4 42.6 32.8 25.9

Subversion 12.3 16.2 19.9 19.0 14.8 25.5 25.7 32.8 36.5 24.6

Degradation 13.6 11.4 14.3 13.2 14.5 27.8 24.1 25.9 24.6 33.7

Table B6: Moral similarity for MFD2.0 with the off-the-
shelf SimCSE approach.
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Care 36.4 26.8 30.0 28.2 29.4 30.0 26.7 28.3 26.5 28.1

Fairness 26.8 32.1 27.8 27.7 27.0 26.5 28.2 28.2 27.9 26.8

Loyalty 30.0 27.8 38.3 31.3 29.9 28.7 29.6 34.1 32.0 29.0

Authority 28.2 27.7 31.3 33.9 29.7 28.2 28.6 30.4 31.4 28.0

Purity 29.4 27.0 29.9 29.7 33.5 28.0 27.2 29.2 28.8 29.2

Harm 30.0 26.5 28.7 28.2 28.0 34.7 28.7 30.8 30.4 30.3

Cheating 26.7 28.2 29.6 28.6 27.2 28.7 33.5 33.7 32.0 29.8

Betrayal 28.3 28.2 34.1 30.4 29.2 30.8 33.7 41.7 36.2 31.3

Subversion 26.5 27.9 32.0 31.4 28.8 30.4 32.0 36.2 38.7 31.0

Degradation 28.1 26.8 29.0 28.0 29.2 30.3 29.8 31.3 31.0 33.0

Table B7: Moral similarity for MFD2.0 with the unsu-
pervised SimCSE approach.
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B.2.3 Classification

As suggested in the literature (Eger et al., 2019),
we test the resulting embedding spaces by adding
a linear layer (i.e., a fully connected layer) with 11
output features as a classification head on top of the
trained moral embedding spaces, to predict the 11
labels described in Table 2. We compare the off-the-
shelf SimCSE model and the embeddings trained
with unsupervised and supervised approaches to
judge the effectiveness of the (un)supervised train-
ing of the moral embeddings for the classification
task. The three compared embedding spaces are not
retrained—we only train the linear layer on the test
set with 5-fold cross-validation and report mean
and standard deviation. The hyperparameters used
for the linear classifier are reported in Table B8.
Default and commonly used values were chosen.

Hyperparameters Options

Max Sequence Length 64
Epochs 10
Batch Size 16
Learning Rate 0.01
Dropout 0.1
Loss function Binary Cross Entropy

Table B8: Hyperparameters used for the linear classifier.

Results We report the mean and standard devia-
tion of the micro and macro F1-scores in Table B9.

Approach Micro F1 Macro F1

Supervised SimCSE 68.4 ± 3.1 56.7 ± 2.6
Unsupervised SimCSE 58.0 ± 2.9 36.2 ± 3.4
Off-the-shelf SimCSE 59.4 ± 3.1 39.4 ± 3.9

Table B9: Classification results for the three compared
approaches.

First, we notice that the supervised SimCSE ap-
proach clearly outperforms the off-the-shelf model
and the unsupervised approach, confirming that la-
bel information is crucial to recognize a pluralist
approach to morality. Further, the reported F1-
scores are in line with previous experiments on the
same dataset (Liscio et al., 2022a), which we repro-
duce in the next section. Second, the unsupervised
approach does not improve over the off-the-shelf
model despite having been exposed to the training
set, showing that the necessity of labels overshad-
ows the need for large amounts of training data for
the task of pluralist moral classification.

BERT Baseline We also add two baselines by
performing multi-label classification with BERT
(Devlin et al., 2019), which is considered state-of-
the-art in the classification of the MFT taxonomy
(Alshomary et al., 2022; Liscio et al., 2022a; Huang
et al., 2022; Bulla et al., 2023). In the first variant
(referred to as ‘BERT’), we first train BERT on the
MFTC training set and then we continue to train it
on the test set with a 5-fold cross-validation. In the
second variant (referred to as ‘BERT (base)’), we
only train BERT on the test set with a 5-fold cross-
validation. We base the hyperparameters on the
ones used by Liscio et al. (2022a), who performed
experiments with the same corpus and model. We
set the number of epochs to 10, similar to the linear
classifier used in the previous experiments. The
hyperparameters are listed in Table B10 and the
results are shown in Table B11.

Hyperparameters Options

Model name bert-large-uncased
Max Sequence Length 64
Epochs 10
Batch Size 16
Optimizer AdamW
Learning Rate 2e-5, 5e-5
Loss function Binary Cross Entropy

Table B10: Hyperparameters for the BERT baseline. In
bold, the chosen hyperparameters.

Approach Micro F1 Macro F1

BERT 71.0 ± 1.5 62.2 ± 1.1
BERT (base) 66.2 ± 2.4 55.8 ± 1.2

Table B11: Classification results for the BERT baseline.

The end-to-end training of BERT offers an ad-
vantage with respect to the split training (sentence
embeddings + linear classifier) of the SimCSE ap-
proaches. Further, we only choose a simple linear
layer as classifier head on top of the SimCSE em-
beddings, yet being aware that a more complex
classifier could lead to better performance. As a re-
sult, the results of the supervised SimCSE approach
(Table B9) are comparable to the BERT baseline
in micro F1-score and worse in macro F1-score,
showing BERT’s better capacity at handling imbal-
anced datasets. However, the goal of the SimCSE
classification evaluation is not to improve the clas-
sification performance over the BERT baselines but
rather to compare the effectiveness of the different
training approaches.
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Misclassification Error Analysis To further ana-
lyze the results of the five classification approaches,
we inspect (1) the confusion between moral and
non-moral texts and (2) the confusion between and
within foundations. In Table B12 we show the fol-
lowing four types of misclassification errors (which
add up to 100%), as previously performed for a
similar classification task (Liscio et al., 2022a).
Error I A tweet labeled with one or more moral
values is classified as non-moral or no prediction.
Error II A tweet labeled as non-moral is classified
with one or more moral values.
Error III A tweet labeled with a moral value is
classified with values from other foundations.
Error IV A tweet labeled as a vice/virtue is
classified as the opposite virtue/vice within that
foundation.

Approach I II III IV

Supervised SimCSE 50.5 30.6 17.3 1.60
Unsupervised SimCSE 62.9 24.6 11.3 1.15
Off-the-shelf SimCSE 62.2 24.8 11.6 1.40

BERT 28.5 36.9 30.7 3.86
BERT (base) 29.3 38.0 29.8 2.89

Table B12: Misclassification errors (reported as percent-
ages over the total number of errors).

The SimCSE approaches mostly incur in Error
I and Error II (i.e., distinguishing between moral
and non-moral texts). Instead, the BERT models
show an approximately equal distribution of Error
I, Error II, and Error III. This means that, com-
pared to SimCSE, BERT is better at distinguish-
ing moral vs. non-moral, but worse at predicting
the correct foundation. This difference can be ex-
plained by the training procedure of BERT (which
uses all labeled data points, which are mostly com-
posed of non-moral labels) vs. supervised SimCSE
(which focuses on distinguishing among the moral
elements). Finally, BERT makes more mistakes
between virtue and vice within a foundation (Error
IV) compared to the SimCSE approaches.

Training Time Table B13 displays the time
needed for training the models. Off-the-shelf Sim-
CSE and BERT (base) are not trained on the MFTC
training set, thus the first values are 0. The super-
vised SimCSE takes significantly less total time
for the training process than BERT and than the
unsupervised SimCSE (which takes longer due to
the larger number of triples used during training, as

described in Section 3 and A.2). Considering the
small difference in the final F1-scores (Tables B9
and B11), there is a trade-off in using the super-
vised SimCSE approach. Further, the embedding
space can be re-used in different applications (e.g.,
language classification and generation).

Approach Training Time (s)

Supervised SimCSE 249 + 10
Unsupervised SimCSE 493 + 11
Off-the-shelf SimCSE 0 + 10

BERT 3521 + 327
BERT (base) 0 + 313

Table B13: Training time comparison. The first value
shows the training time on the MFTC training set and
the second value is the cross-validation on the test set.

Per-label Classification Results Table B14 and
B15 show the mean and standard deviation of F1-
scores for each label. Overall, a common pattern
can be observed. Cheating and harm are the easiest
vice values to classify, while fairness and care are
the easiest virtues value to classify. On the other
hand, the purity element is always difficult to iden-
tify for all approaches, likely due to the presence
of fewer examples with this label in the dataset.

Sup. SimCSE Unsup. SimCSE

Care 67.9 ± 5.2 56.7 ± 3.7
Harm 57.5 ± 4.8 48.1 ± 6.7
Fairness 71.4 ± 6.3 50.3 ±8.8
Cheating 66.0 ± 3.6 40.1 ± 7.7
Loyalty 61.1 ± 6.0 36.7 ± 15.0
Betrayal 51.0 ± 9.4 16.8 ± 3.3
Authority 54.9 ± 10.4 30.2 ± 14.1
Subversion 37.1 ± 13.1 16.3 ± 3.9
Purity 46.3 ± 21.8 14.3 ± 10.1
Degradation 32.2 ± 12.4 14.6 ± 13.6
Non-moral 78.0 ± 3.7 73.9 ± 3.1

Table B14: Per-label classification mean and standard
deviation for the compared SimCSE approaches.

Foundations-only Results We additionally ex-
perimented with 6 labels, i.e., the 5 foundations
(combining vices and virtues) plus the non-moral
label. The supervised approach dataset construc-
tion slightly differs as vice and virtue from the
same foundation are in this case assigned the same
label. Thus, the positive instance is chosen as a
data point annotated with the same foundation, and
the negative instance as a data point annotated with
a different foundation.

672



BERT BERT (base)

Care 70.5 ± 4.1 67.0 ± 3.3
Harm 64.7 ± 4.5 57.9 ± 4.3
Fairness 70.8 ± 7.8 68.7 ± 6.1
Cheating 71.2 ± 4.5 64.8 ± 4.9
Loyalty 65.4 ± 4.5 59.9 ± 5.2
Betrayal 55.5 ± 13.2 48.2 ± 9.7
Authority 59.6 ± 7.8 51.5 ± 12.9
Subversion 44.8 ± 10.2 39.1 ± 13.5
Purity 50.1 ± 8.1 41.7 ± 10.7
Degradation 52.5 ± 14.0 38.4 ± 14.5
Non-moral 80.3 ± 2.3 77.2 ± 3.5

Table B15: Per-label classification mean and standard
deviation for the BERT models.

We show the results with 6 and 11 labels (as in
Table B9) in Table B16. The used hyperparame-
ters are in Tables B17 and B18. We observe that
the results are comparable. Since distinguishing
between vice and virtue allows for a more fine-
grained interpretation of morality with respect to
only distinguishing among foundations, we opted
for the 11-label approach.

Approach Micro F1 Macro F1

Supervised SimCSE (6 labels) 68.0 56.7
Unsupervised SimCSE (6 labels) 57.5 39.4

Supervised SimCSE (11 labels) 68.4 56.7
Unsupervised SimCSE (11 labels) 58.0 36.2

Table B16: Classification result with 6 and 11 labels.

Hyperparameters Options

Model name sup-simcse-bert-large-uncased
Max Sequence Length 64
Epochs 3
Batch Size 16
Learning Rate 5× 10−5

Temperature 0.05
Pooler cls

Table B17: Hyperparameters chosen for the 6-label
supervised SimCSE approach.

Hyperparameters Options

Model name unsup-simcse-bert-large-uncased
Max Sequence Length 64
Epochs 1
Batch Size 16
Learning Rate 3× 10−5

Temperature 0.05
Pooler cls

Table B18: Hyperparameters chosen for the 6-label
unsupervised SimCSE approach.
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