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Abstract

Despite the fact that multilingual agreement
(MA) has shown its importance for multilin-
gual neural machine translation (MNMT), cur-
rent methodologies in the field have two short-
ages: (i) require parallel data between mul-
tiple language pairs, which is not always re-
alistic and (ii) optimize the agreement in an
ambiguous direction, which hampers the trans-
lation performance. We present Bidirectional
Multilingual Agreement via Switched Back-
translation (BMA-SBT), a novel and univer-
sal multilingual agreement framework for fine-
tuning pre-trained MNMT models, which (i)
exempts the need for aforementioned parallel
data by using a novel method called switched
BT that creates synthetic text written in another
source language using the translation target
and (ii) optimizes the agreement bidirection-
ally with the Kullback-Leibler Divergence loss.
Experiments indicate that BMA-SBT clearly
improves the strong baselines on the task of
MNMT with three benchmarks: TED Talks,
News, and Europarl. In-depth analyzes indicate
that BMA-SBT brings additive improvements
to the conventional BT method.

1 Introduction

Conventional multilingual neural machine transla-
tion (MNMT) leverages independent parallel data
during the training process. In comparison, the
multilingual agreement (MA) explicitly minimizes
the output difference between two source inputs
written in different languages but with the same
meaning. Despite its success in from-scratch train-
ing on MT (Yang et al., 2021c), current method-
ologies suffer from at least two disadvantages that
limit their scope of usage. Firstly, conventional
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Figure 1: An illustrated example that can be bene-
fited from Multilingual Agreement optimized in a bi-
directional manner. The words in green are the correct
translation, and the words in red are the wrong transla-
tion. Here, Chinese is incorrectly translated since it does
not have past tense for verbs, and German is incorrectly
translated due to the shared subword unit with different
meanings between Glanz (German, shine) and Glance
(English, take a brief look at). Best viewed in colour.

MA leverages word alignment tools to create code-
switching sentence-level data (Yang et al., 2021c).
This process usually requires authentic parallel data
between multiple language pairs. For example, as-
suming we would like to enhance Chinese to En-
glish and German to English, conventional MA as-
sumes the existence of parallel data from Chinese
to German, which however sometimes does not
exist. Secondly, the direction of agreement-based
learning can be bidirectional (Zhang et al., 2019),
while the direction of conventional multilingual
agreement is usually ambiguous. However, since
languages usually have different linguistic clues
and they are helpful to each other, we argue that
optimizing the multilingual agreement explicitly in
a bidirectional manner can help the languages to
learn from each other and hence further enhance
cross-lingual learning.
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Figure 1 depicts such a case that can be benefited
from bidirectionally enhanced MA. The underlying
reason is that both of the source inputs have cross-
lingual ambiguities here. Since Chinese does not
have past tense verbs, it is intuitive to use some
auxiliary languages with past tense. Furthermore,
since German shares partial vocabulary subwords
with English under MNMT, this introduces cross-
lingual ambiguities and using a language that does
not share its vocabulary subwords with English,
e.g., such as Chinese, could be helpful.

As a side note, since MA was proposed as a
method for from-scratch training for MT, it was
unclear whether conventional MA is also effective
as a fine-tuning technique for pre-trained models.

Furthermore, how to appropriately apply back-
translation to a multilingual setting is also an under-
studied subject despite its importance.

This paper proposes BMA-SBT, a novel MNMT
framework that (i) exempts the need for parallel
data between multiple language pairs and (ii) opti-
mizes the MA in a bidirectional manner. To exempt
the need for parallel data, we propose switched
back-translation to produce synthetic text in some
different auxiliary source languages with the trans-
lation target.1 To optimize the MA in an explicit
bidirectional manner, we use a bidirectional Kull-
back–Leibler Divergence loss instead of the code-
switching for conventional MA. This enforces the
original source language and the synthetic auxil-
iary language to have the same outputs as the target
reference translation in a bidirectional manner.

We conduct experiments on three MT bench-
marks: TED Talks (Cettolo et al., 2015), News
benchmark (News-commentary) and Europarl
(Koehn, 2005). Experimental results indicate that
BMA-SBT clearly improves the strong pre-trained
baselines on all three benchmarks. In-depth anal-
yses indicate that BMA-SBT effectively mitigates
cross-lingual ambiguities.

In summary, we make three key contributions:

• This paper proposes a novel framework called
BMA-SBT, the first MNMT framework that
achieves MA without the requirement of extra
parallel data and explicitly optimizes the MA
in a bidirectional manner.

• BMA-SBT yields clear improvement on
SOTA pre-trained MT model on three MT
benchmarks: TED Talks, News, and Europarl.

1For example, Chinese as the source, English as the target,
and Japanese as the auxiliary source.

• We conduct in-depth analyses of BMA-SBT.
Results indicate that BMA-SBT brings addi-
tive improvement to conventional BT and bidi-
rectionality is important for MA.

Also, this is the first work that demonstrates the
usefulness of MA as a fine-tuning technique.

2 Bidirectional Multilingual Agreement
via Switched Back-translation

2.1 Multilingual Neural Machine Translation
We conduct our experiments on the task of MNMT
on large-scale pre-trained multilingual translation
model (Yang et al., 2021a; Lu et al., 2023) that
handles multiple languages by sharing a univer-
sal subword dictionary among all the languages.
For both training and inference, given I languages
{L1, , ..., LI}, we prefix a special target language
token Lt to the source inputs to signal the multilin-
gual model that we are translating from an arbitrary
source language to the target language Lt.

Given a bilingual dataset for machine translation
that consists of N training instances {T1, , ..., TN },
each of the bilingual translation pairs Ti in the
source bilingual dataset DM contains a source in-
put x and the corresponding translation target y.
With a Seq2Seq generation model (Sutskever et al.,
2014) with parameters θ, we train the model by
optimizing the following likelihood:

Lmain =
N∑

n=1

Exn,yn∈DM [− logPθ(y | x)], (1)

where Lmain denotes the standard training loss that
we adopt for MNMT.

2.2 BMA-SBT
In this subsection, we introduce our novel frame-
work Bidirectional Multilingual Agreement via
Back-translation (BMA-SBT). Compared to the
conventional multilingual agreement, BMA-SBT
exempts the need for parallel data and specifies the
direction of the multilingual agreement in a bidirec-
tional manner. We first introduce how we use BT to
create synthetic parallel data which are appropriate
for the use of the multilingual agreement, and we
then introduce how to leverage KL divergence loss
to make the multilingual agreement bidirectional.

Switched Back-translation The conventional
multilingual agreement (MA) requires authentic
parallel data, which could be commonly unrealistic
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Figure 2: Overview of our proposed BMA-SBT framework. x and y denote the original source and target text written
in the source language Ls and target language Lt. z̃ denotes the synthetic text translated from the original target
text into language La. ỹ denotes the translation output from the original source text produced by the multilingual
Transformer and ŷ denotes the translation output from the synthetic text. The letters with subscripts such as xi

denote the i-th token in the original source text. The red arrows denote the backward gradient flow computed by the
bidirectional KL loss that updates the shared multilingual Transformer encoder and decoder. Best viewed in colour.

in a real-world setting. Formally, for the transla-
tion pair x and y in Equation 1, conventional MA
requires another instance z, which is written in a
different language and in the equivalent meaning
to x and y. This process was designed and experi-
mented on from-scratch training. These facts limit
the use of the conventional MA.

To mitigate the above-mentioned shortages, we
propose a novel method called switched back-
translation that creates synthetic text z̃ written in
different source languages by feeding the transla-
tion target y to a machine translation model through
back-translation.2 Note that z̃, x, and y are equiva-
lent in their meanings, but they are written in dif-
ferent languages.

This helps us to establish a synthetic bilingual
auxiliary dataset DA that is consisted of M training
instances. We then train the multilingual model by
maximising the following likelihood:

Lauxiliary =
M∑

n=1

Ez̃n,yn∈DA [− logPθ(y | z̃)].

(2)
We also differentiate the switched back-

translation we propose here from the conventional
BT. For BT which was originally proposed for bilin-
gual MT (Sennrich et al., 2016), we usually obtain

2While we can use the translation source x to create z̃, we
empirically have found that this degrades the improvement.
We postulate that if the source text has ambiguities, then this
is less helpful to create the auxiliary text with the source text.

x′ from the original monolingual target y, where
x′ should be written in the same source language
in our interest. In contrast, BMA-SBT creates z̃
that should have the equivalent meaning as y, but it
should be written in different languages from both
the original source and target languages for the
purpose of applying the multilingual agreement.3

In conclusion, this evolves the conventional MA
into a universal fine-tuning technique for MNMT
which does not need extra parallel data. BMA-SBT
fits the real-world setting and can be applied with
some modifications to other generation tasks for
cross-lingual learning.

Bidirectional Multilingual Agreement The di-
rection for agreement-based learning can be bidi-
rectional (Zhang et al., 2019). However, the con-
ventional multilingual agreement has an ambiguous
direction due to the nature of code-switching. By
using parallel data, conventional MA constructs
code-switching data c from x and z, which denotes
the translation source and the authentic auxiliary
text respectively. Note that x and z have the same
meaning to the translation target y, but they are
written in different languages. The code-switching
is then done with a word alignment tool between
x and z at the word level, usually with a low code-
switching replacement ratio as low as 10% (Yang

3For a fair comparison, we use the Baseline Model and the
monolingual English sentences in the downstream dataset for
data augmentation with BT (Sennrich et al., 2016) and SBT.
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et al., 2021c). Formally, conventional MA trains
MNMT by maximising the following likelihood:

LMA =
Q∑

n=1

Ec,yn∈DC [− logPθ(y | c)], (3)

where y denotes the translation target, DC de-
notes the code-switching dataset automatically con-
structed, and Q denotes the number of samples in
the code-switching dataset.

In addition to the fact that conventional MA re-
quires authentic data z which is not always realis-
tic, we also argue that code-switching optimizes in
an ambiguous direction, usually with a low code-
switching ratio as low as 10%. Therefore, we con-
sider that cross-lingual learning could be less ef-
ficient in this manner. As depicted in Figure 1,
MNMT can be benefited by encouraging multilin-
gual agreement in a bidirectional manner. Hence,
we use a KL divergence loss to specify the direction
of multilingual agreement in a clear bidirectional
manner. Since the authentic parallel text z is not
always available, we use the aforementioned syn-
thetic auxiliary text z̃ to calculate a bidirectional
MA (BMA) divergence loss:

LBMA = αLKL1 + (1− α)LKL2 , (4)

where LKL1 and LKL2 represents the KL diver-
gence loss in two directions:

E[KL(Pθ(y | x) || Pθ(y | z̃))] (5)

for LKL1 , which means that we enforce the original
source text x to learn from the synthetic z̃. Note
that x and z̃ have the same meaning, but they are
written in different languages. We also optimize in
the other direction:

E[KL(Pθ(y | z̃) || Pθ(y | x))] (6)

for LKL2 .4 In contrast to KL1, this means that
the synthetic text z̃ should learn from the original
text x. Bidirectionality is necessary to enforce both
languages to learn from each other. Here, x and
y denote the original translation source and target
respectively, and z̃ denotes the synthetic auxiliary
text created by BMA-SBT via translation.

4Empirically, we have found that setting a balanced value
with α = 0.5 brings a good performance.

BMA-SBT Overall, we propose a novel BMA-
SBT framework that optimizes the MNMT models
with the following combinatory loss:

LBMA−SBT = Lmain+Lauxiliary +LBMA (7)

Figure 2 depicts the overview of BMA-SBT. The
final KL loss at the right edge of the figure refers
to LBMA, Lmain is calculated with the training
instance at the top, and Lauxiliary is calculated with
the training instance at the bottom.

BMA-SBT can be improved with multiple auxil-
iary languages for agreement in an ensemble man-
ner. This requires more tuning and computational
costs. We leave this to future work.

3 Experiments

3.1 Implementation Details

Model Configuration The Transformer architec-
ture we use is composed of 24 encoder layers and
12 interleaved decoder layers. Furthermore, the
architecture has an embedding size of 1024, with
a dropout rate of 0.1. The feed-forward network
has a size of 4096, with 16 attention heads. For
parameter initialization, we follow Ma et al. (2021)
and Yang et al. (2021b) to pre-train a strong MT
system with sentence-level bilingual data. For the
rest of this paper, We call it the Baseline Model
and use it as a strong pre-trained baseline system.

Data Pre-processing For all of the experiments
conducted in this paper, we use SentencePiece
(Kudo and Richardson, 2018) for tokenization. The
SentencePiece model we use is the same as Yang
et al. (2021b). Also, we follow prior works to prefix
the source input translation texts with a language
tag that indicates the target language of the outputs.

Evaluations We use the BLEU scores (Papineni
et al., 2002) computed with the script from Sacre-
BLEU for evaluation.5

Training Details We use the Adam optimizer
(Kingma and Ba, 2014) and set it with the hyperpa-
rameter β1 = 0.9 and β2 = 0.98 for downstream
fine-tuning. We set the learning rate as 1e-5, with
a warmup step of 4000. We use the label smooth-
ing cross-entropy for the standard translation loss
and we set label smoothing with a ratio of 0.1
for model training. All of the fine-tuning exper-
iments reported in this paper are conducted on 8

5https://github.com/mjpost/sacrebleu
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Model Fr→En De→En Zh→En Vi→En Cs→En Th→En Avg.
Sentence-level Systems

HAN† (Miculicich et al., 2018) - - 24.00 - - - -
M2M-100 (Fan et al., 2022) 50.18 42.24 26.62 34.92 37.84 27.28 36.51
mBART (Liu et al., 2020) 48.69 44.80 28.39 37.18 39.47 - -
Baseline Model + BT 50.69 47.07 30.35 39.59 43.05 32.30 40.51
Document-level Systems

mT5† (Xue et al., 2021a) - - 24.24 - - - -
M2M-100 (Fan et al., 2022) 49.43 43.82 26.63 35.91 39.04 25.93 36.79
mBART (Liu et al., 2020) 49.16 44.86 29.60 37.09 39.64 - -
MARGE† (Lewis et al., 2020) - - 28.40 - - - -
Baseline Model + BT 49.53 45.98 30.17 39.28 42.33 30.62 39.65
Baseline Model + BT + MA (Yang et al., 2021c) 48.99 47.34 30.35 39.79 43.01 32.14 40.27
Systems with Bilingual Parallel Document Data for Pre-training

DOCmT5† - - 31.40∗ - - - -

BMA-SBT + BT 51.10 47.59 30.80 40.20 43.17 32.23 40.85
Ablation Study
- w/o KL1 49.58 46.38 29.46 39.09 42.87 30.59 39.66
- w/o KL2 50.56 47.47 30.26 40.02 43.15 31.89 40.56
- w/o KL1&KL2 49.73 46.64 30.58 39.81 42.85 32.06 40.28

Table 1: Test results on TED Talks in the direction of (X → En). †: scores are taken from the official papers
for these models. -: the scores are not reported or the language is not supported. *: the score is not directly
comparable due to the use of document-level parallel corpora for pre-training. The Baseline Model refers to
the model described in Section 3.1, which is used for parameter initialization for BMA-SBT. BT refers to the
conventional back-translation method described in Section 2.2. KL1 and KL2 refers to the loss described in
Equation 5 and Equation 6 respectively. We train our system BMA-SBT at the document level.

NVIDIA V100 GPUs. We set the batch size as
512 tokens per GPU. Furthermore, to simulate a
larger batch size, we update the models every 128
steps. For bilingual back-translation models, we
use the downstream datasets for training on the
same Transformer architecture.

3.2 TED Talks

Experimental Settings We use the IWSLT15
Campaign for the evaluation of TED Talks, on
the task of multilingual MT. Prior systems have
reported scores on only 1 or 2 translation directions
(Lee et al., 2022; Sun et al., 2022), and Lee et al.
(2022) supports only the translation direction into
English (X → En). We report a wider range of
language directions on the benchmark. We split
all documents into sub-documents with a maxi-
mum of 512 tokens for all train/dev/test sets during
training and inference. We use the official paral-
lel training data from IWSLT15 with no additional
monolingual data and the official 2010 dev set and
2010-2013 test set for evaluation (Liu et al., 2020;
Lee et al., 2022). We use the Baseline Model to
generate all the BT data and the SBT data used for
multilingual agreement in BMA-SBT. We fine-tune

our model BMA-SBT at the document level. We re-
port d-BLEU (Liu et al., 2020) using SacreBLEU.6

d-BLEU score is a BLEU score for documents.

Baseline Systems We report strong baselines
evaluated at both sentence and document levels.
Evaluating at the sentence level means that we
split documents into sentences for training and in-
ference. In contrast, evaluating at the document
level means that we split all documents into sub-
documents with a maximum of 512 tokens as de-
scribed in the Experimental Settings. We compare
to the following baselines: M2M-100 (Fan et al.,
2022), mBART (Liu et al., 2020), HAN† (Yang
et al., 2016), MARGE† (Lewis et al., 2020), and
the Baseline Model that we use to initialize the
weights for BMA-SBT. †: the scores are taken from
existing papers. We also report performance with
Multilingual Agreement (Yang et al., 2021c) fine-
tuned on Baseline Model with BT using synthetic
parallel text. For a fair comparison, we do not di-
rectly compare to the SOTA model DOCmT5† (Lee
et al., 2022), as it uses a large amount of bilingual
parallel document data for a document-level multi-

6https://github.com/mjpost/sacrebleu

268

https://github.com/mjpost/sacrebleu


Model Fr→En De→En Zh→En Cs →En Avg.
Sentence-level Systems
M2M-100 (Fan et al., 2022) 31.58 25.65 18.47 28.17 25.97
mBART (Liu et al., 2020) 29.93 29.31 18.33 30.15 26.93
Document-level Systems
M2M-100 (Fan et al., 2022) 32.67 25.78 17.85 29.06 26.34
mBART (Liu et al., 2020) 30.14 26.35 15.01 29.79 25.32
Baseline Model (Yang et al., 2021b) + BT 36.38 34.24 25.58 36.97 33.29
BMA-SBT (Ours) + BT 37.26 34.58 26.31 37.58 33.93

Table 2: Test results on the News benchmark in the direction of (X → En).

lingual pre-training. The corpus used by DOCmT5
is not publicly available yet, and our methodology
does not make use of such data. See Appendix A
for the number of model parameters.

Results Table 1 presents the evaluation results of
TED Talks in the direction of (X → En). BMA-
SBT clearly surpasses the baselines. BMA-SBT
surpasses the Baseline Model when both are fine-
tuned at the document level by an average of 1.20
points in the score. BMA-SBT surpasses the Base-
line Model fine-tuned at the sentence level by an av-
erage of 0.34 points in the score. Here, the Baseline
Model fine-tuned at the document level is no better
than that of the sentence level. We postulate that
the underlying reason is that previous works have
reported that directly optimizing the MNMT model
at the document level can be challenging due to the
long input problem (Koehn and Knowles, 2017).
For a fair comparison, we add the conventional
back-translation (BT) to both BMA-SBT and the
Baseline Model. See Section 2.2 for more expla-
nation on the difference between BT and the SBT
methods used to achieve multilingual agreement.

In addition to the fact that BMA-SBT clearly
improves the Baseline Model, which is a strong
pre-trained MT system, BMA-SBT also beats other
baselines such as HAN, M2M-100, mT5, and
mBART, both fine-tuned at the sentence level and
at the document level. Indeed, the Baseline Model
itself is already quite competitive with these mod-
els, and being able to improve such a model is
a piece of clear evidence for the effectiveness of
BMA-SBT. The final results we obtain are close
to the SOTA system DOCmT5, which uses a large
amount of bilingual document translation pairs for
multilingual pre-training.

Ablation Study The ablation study in Table 1
supports three points of view: (i) the bidirection-

ality of the multilingual agreement is necessary,
(ii) the synthetic additional parallel data created by
the BT used for MA is useful, and (iii) BMA-SBT
brings additional improvements to the BT.

Firstly, the row of (-w/o KL1) and the row of
(-w/o KL2) represent the ablations when the KL
loss in the directions described in Equation 5 and
Equation 6 are ablated respectively. Here, we can
see that both lead to a degradation in the results.
Clearly, using KL2 solely without KL1 seems to
degrade the performance. This is not surprising,
as KL1 pushes the output distributions of authen-
tic data to be close to that of auxiliary text, which
helps the model to use more linguistic clues in the
auxiliary text. Also, using KL2 solely pushes the
outputs of synthetic auxiliary data to be close to that
of the authentic data unidirectionally, which can be
less helpful to the original authentic data. Remov-
ing KL2 and using KL1 solely also degrades the
results, which aligns with our original motivation
depicted for the bidirectionality as in Figure 1.

Secondly, the row of (- w/o KL1&KL2) brings
improvements compared to Baseline Model + BT,
which means that the auxiliary parallel data itself
created by switched back-translation is useful.

Finally, BMA-SBT + BT brings clear improve-
ments to the Baseline Model + BT. Since both mod-
els have used the conventional BT (See Section 3.1
for more details), the comparison is fair, which
means that the BMA-SBT framework is effective
and brings additive improvement to BT.

3.3 News

Experimental Settings For evaluation on the
News benchmark, we use News Commentary v11
as the training set, following Sun et al. (2022).
We employ newstest2015 as the dev set, and new-
stest2016/newstest2019 as the test set respectively
for Cs and De. We use newstest2013 as the dev
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Model Da→En De→En El→En Es→En Fr→En It→En Nl→En Pt→En Sv→En
Sentence-level Systems
M2M-100 (Fan et al., 2022) 50.40 47.38 52.28 52.03 48.26 49.70 46.78 49.84 52.34
Baseline Model + BT 48.94 47.25 53.46 50.57 47.68 49.49 45.95 50.65 52.77
Document-level Systems
M2M-100 (Fan et al., 2022) 50.33 47.00 52.24 52.14 48.13 49.71 46.65 40.68 52.28
Baseline Model + BT 49.85 47.64 53.34 51.32 48.46 50.26 47.12 50.13 52.42
BMA-SBT (Ours) + BT 50.52 47.86 54.06 52.17 48.77 50.67 47.90 50.69 52.96

Table 3: Test results on the Europarl benchmark in the direction of (X → En).

Source . . . . . .，当光在西红柿上走过时，它一直在闪耀。它并没有变暗。为什么？因为西红柿熟了，并且
光在西红柿内部反射，. . . . . .

Reference ..., as the light washes over the tomato, It continues to glow. It doesn’t become dark. Why is that? Because
the tomato is actually ripe, and the light is bouncing around inside the tomato, ...

Google Translate ..., as the light passed over the tomatoes, It kept shining. It didn’t get darker. Why? Because the tomatoes are
ripe, and light is reflected inside the tomatoes, ...

Microsoft Translator ..., as the light walks over the tomatoes, It keeps shining. It didn’t darken. Why? Because the tomatoes are
ripe, and light is reflected inside the tomatoes, ...

DeepL Translate ..., as the light traveled over the tomatoes, it kept shining. It doesn’t dim. Why? Because the tomatoes are
ripe and the light is reflecting inside the tomatoes, ...

Baseline Model (Sentence-level) ..., as the light goes over the tomato, It’s always glowing. It’s not darkening. Why? Because the tomato is
ripe, and light is reflected inside the tomato, ...

Baseline Model (Document-level) ..., as the light passes over the tomato, It keeps flashing. It doesn’t get darker. Why? Because the tomatoes
are ripe , and the light is is reflected inside the tomato, ...

BMA-SBT ..., as the light passes over the tomato, It’s always shining. It’s not darkening. Why? Because the tomato is
ripe, and the light is reflected inside the tomato, ...

Table 4: A Chinese-to-English case study from TED Talks demonstrates that BMA-SBT captures better noun-related
issues. We highlight the correct translation in cyan (the darker one when printed in B&W), and the mistakes in
lime (the lighter one when printed in B&W). Google Translate: https://translate.google.com/, Microsoft Translator:
https://www.bing.com/translator, DeepL Translate: https://www.deepl.com/translator. Time-stamped on 15th June
2023, can be subject to change.

set and newstest2015 as the test set for Fr. We use
newstest2019 as the dev set and newstest2020 as
the test set for Zh. The remaining settings follow
the same as the evaluation on TED Talks.

Baseline Systems As the weights for DOCmT5
are not available at the time of writing, we com-
pare our system to various strong baselines such as
M2M-100, mBART and the Baseline Model. We
run the fine-tuning process on the official check-
points to obtain the scores. For a fair comparison,
we apply BT to the Baseline Model.

Results Table 2 compares BMA-SBT to strong
baselines, and we see that the improvements with
BMA-SBT are clear, and the final results surpass
all the strong baselines. This validates BMA-SBT’s
effectiveness as a novel framework.

3.4 Europarl
Experimental Settings For the Europarl dataset
(Koehn, 2005), we use Europarl-v7 Sun et al.
(2022). W experiment with (X → En) where we
test nine languages: Da, De, El, Es, Fr, It, Nl, Pt,
and Sv. Like previous works (Bao et al., 2021; Sun
et al., 2022), the dataset is randomly partitioned

into train/dev/test divisions, and we split by En-
glish document IDs to avoid information leakage
to better support the multilingual setting.

Baseline Systems As the weights for DOCmT5
are not available at the time of writing, we com-
pare our system to various strong baselines such
as M2M-100 and the Baseline Model. We run the
fine-tuning process on the official checkpoints to
obtain the scores. For a fair comparison, we apply
BT to the Baseline Model.

Results Table 3 compares BMA-SBT to strong
baselines, and we see that the improvements with
BMA-SBT are obvious, and the final results sur-
pass all the strong baselines.

3.5 Case Study
Table 4 depicts a Zh→En case study on TED Talks.
In addition to the Baseline Models, we also com-
pare BMA-SBT to various commercial systems
such as Google Translate. In this case, we see that
the Chinese text does not differentiate plural from
single. Among all cases, it is clear that BMA-SBT
works the best and can effectively resolve such am-
biguity. We also observe that BMA-SBT perfectly
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capture the context and attaches the definite arti-
cle ‘the’ to ‘light’. This aligns with our original
intention depicted in Figure 1 to help the models to
improve cross-lingual learning via BMA-SBT.

3.6 Coherence and Consistency Evaluation

Figure 3 depicts the evaluations in the averaged
scores from six translation directions on TED Talks
with BlonDe scores (Jiang et al., 2022). BlonDe
is an evaluation metric designed for MT which
considers document-level coherence and consis-
tency issues that require the model to resolve cross-
lingual ambiguities. We see that BMA-SBT brings
effective improvements to the metric.

4 Related Work

4.1 Multilingual Neural Machine Translation

Conventional bilingual machine translation mod-
els deal with two languages: one as the input, and
one as the output. In comparison, multilingual
neural machine translation (MNMT) has achieved
great success in handling multiple languages with
a single model. Recently, there have been many
pre-training works on MNMT through multilingual
pre-training models that leverage unsupervised pre-
training objectives on monolingual corpora in many
different languages (Conneau et al., 2020; Liu et al.,
2020; Xue et al., 2021b). Following the calls that
the unsupervised scenario is not strictly realistic
for cross-lingual learning (Artetxe et al., 2020),
subsequent works use parallel corpora with trans-
lation pairs for multilingual pre-training (Reid and
Artetxe, 2022; Lee et al., 2022).

While pre-training has shown great success for
MNMT (NLLB-Team, 2022), it is unclear whether
the previous methods for from-scratching training
on MNMT are still useful on pre-trained models.
Multilingual agreement (Yang et al., 2021c) is per-
haps the closest work to ours among those methods
for from-scratch training. However, conventional
MA requires authentic parallel data among many
language pairs, which does not always guarantee
to exist. In comparison, we focus on a more recent
fine-tuning setting on popular pre-training models
as well as a realistic setting with no presumption
on the existence of the additional parallel data.

4.2 Agreement-based Learning

Agreement-based learning has been proven as a
useful paradigm in the language community (Liang
et al., 2006, 2007; Cheng et al., 2016). The core
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Figure 3: Averaged BlonDe scores from six directions
in (X → En) on the dataset of TED Talks evaluated with
BMA-SBT and the Baseline Model (Document-level).

idea is to minimize the difference in the represen-
tations between the inputs with the same meaning.
Some multilingual pre-training methods such as
Chi et al. (2021) are relevant to agreement-based
learning in the way that they shrink the distance
of cross-lingual representations between parallel
data. Zhang et al. (2019) proposed to enforce an
agreement on the output with left-to-right and right-
to-left inputs on recurrent neural networks for ma-
chine translation. Yang et al. (2020) proposed to
use phrase-level agreement for machine translation.

Still, Yang et al. (2021c) is the closest work to
ours, which encourages agreement between par-
allel data in different languages to have the same
translation outputs. A very recent concurrent work
uses MA to close the gap between source and tar-
get languages (Gao et al., 2023). Our work creates
synthetic data and employs bidirectional KL loss to
enforce the multilingual agreement bidirectionally.

5 Conclusions

Despite the fact that multilingual agreement (MA)
has shown its effectiveness in from-scratch training
for MNMT, the conventional MA has at least two
shortages that limit its usages: (i) needs authentic
extra parallel data, which can be often unrealistic
and (ii) has an ambiguous direction for agreement-
based learning. We propose BMA-SBT as a novel
and universal fine-tuning framework for pre-trained
MT models that (i) exempts the need for authentic
parallel data by creating synthetic parallel text writ-
ten in a different source language and (ii) specifies
the direction of agreement-based learning with bidi-
rectional KL divergence loss. Experimental results
on three multilingual machine translation datasets
illustrate that BMA-SBT can obviously improve
the strong pre-trained baseline system. An in-depth
investigation indicates that BMA-SBT brings addi-
tive improvements to the conventional BT methods
for neural machine translation.
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Limitations

The proposed method requires generating synthetic
auxiliary parallel data using translation models,
which requires extra computational costs. The pro-
posed method requires generating synthetic auxil-
iary parallel data using translation models, which
requires extra computational costs.

Large Language Models Large language mod-
els (LLMs) such as ChatGPT have shown good
translation abilities (Lu et al., 2023), while they still
lag behind supervised systems (Jiao et al., 2023;
Zhu et al., 2023). We do not directly compare them,
as they are much larger in their number of parame-
ters than the systems described in this work.

Ethics Statement

We honour and support the EACL Code of Ethics.
The datasets used in this work are well-known and
widely used, and the dataset pre-processing does
not make use of any external textual resource. In
our view, there is no known ethical issue. End-
to-end pre-trained generators are also used, which
are subjected to generating offensive context. But
the above-mentioned issues are widely known to
commonly exist for these models. Any content
generated does not reflect the view of the authors.
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A Number of Model Parameters

Model Number of Parameters
M2M-100 418M
mBART 611M
MARGE 963M
mT5 1.23B∗

DOCmT5 1.23B∗

Baseline Model 862M
BMA-SBT (Ours) 862M

Table 5: Comparison in the number of parameters for
the pre-trained models used in our experiments. ∗: these
models all use the model architecture of mT5-Large,
and we report the number of model parameters taken
from the original paper of mT5 reported by Xue et al.
(2021b).

Table 5 presents the number of model parameters
for the pre-trained models used in our experiments.
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