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Abstract

Code representation is important to machine
learning models in the code-related appli-
cations. Existing code summarization ap-
proaches primarily leverage Abstract Syntax
Trees (ASTs) and sequential information from
source code to generate code summaries while
often overlooking the critical consideration of
the interplay of dependencies among code el-
ements and code hierarchy. However, effec-
tive summarization necessitates a holistic anal-
ysis of code snippets from three distinct as-
pects: lexical, syntactic, and semantic informa-
tion. In this paper, we propose a novel code
summarization approach utilizing Heteroge-
neous Code Representations (HCRs) and our
specially designed HIERARCHYNET. HCRs
adeptly capture essential code features at lexi-
cal, syntactic, and semantic levels within a hier-
archical structure. HIERARCHYNET processes
each layer of the HCR separately, employing
a Heterogeneous Graph Transformer, a Tree-
based CNN, and a Transformer Encoder. In
addition, HIERARCHYNET demonstrates supe-
rior performance compared to fine-tuned pre-
trained models, including CodeT5, and Code-
BERT, as well as large language models that
employ zero/few-shot settings, such as CodelL-
lama, StarCoder, and CodeGen. Implementa-
tion details can be found at https://github.
com/FSoft-AI4Code/HierarchyNet.

1 Introduction

Summarizing code is crucial for aiding develop-
ers in comprehending and maintaining source code.
Yet, manual documentation is a laborious process.
An automated method is required to craft com-
ments efficiently. To generate precise summaries,
a model should grasp lexical, syntax, and semantic
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aspects within the code. It’s imperative to capture
relationships such as data and control dependencies
among program elements to enhance code repre-
sentation learning for code summarization.

Early sequence-based techniques (Iyer et al.,
2016; Ahmad et al., 2020) treated code as a se-
quence of texts, but they did not take into account
the complex interdependence of program elements
in syntax or semantics. Structured-based approa-
ches (Alon et al., 2019a; LeClair et al., 2019; Shi
et al., 2021; Chai and Li, 2022) were later pro-
posed to better capture the syntactic information.
The state-of-the-art approaches, such as CAST (Shi
et al., 2021) and PA-Former (Chai and Li, 2022),
leverage the idea of hierarchically splitting the AST
into smaller parts based on its structure. CAST hi-
erarchically splits the AST’s code blocks based
on certain attributes, while PA-Former works by
treating statements as spans and splitting them into
(sub)-tokens. These code-hierarchy approaches
bring the benefits in terms of effective and af-
fordable training of neural models. However, a
common drawback is that they ignore the program
dependencies in code representations. There are
other lines of work leveraging graphs (LeClair
et al., 2020; Fernandes et al., 2019; Hellendoorn
et al., 2020a) that model program dependencies by
adding edges to the AST, in which the edges are the
dependencies derived from static analysis. How-
ever, these approaches do not take into account the
code hierarchy as the previous line of work.

We propose a novel approach called Heteroge-
neous Code Representation (HCR) to overcome
these limitations by combining the strengths of
both methodologies. HCR excels in encapsulating
crucial code attributes across lexical, syntactic, and
semantic dimensions within a hierarchical structure.
This structure organizes program elements based
on their features: sequences for code tokens, AST
subtrees for syntax, and graphs for dependencies.
Significantly, we adeptly capture program depen-
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Figure 1: Motivating Example on Heterogeneous Code Representation

dencies by abstracting coarse-grained nodes into
a higher-level layer and fine-grained nodes into a
lower-level layer. This strategy enhances the gen-
eration of summaries as our model gains a more
comprehensive understanding of the source code.

To process our representations, we introduce
a heterogeneous architecture, called HIERAR-
CHYNET, which comprises a Transformer Encoder
for processing lexical information, a Tree-based En-
coder for processing syntactic information, and a
Graph-based Encoder for capturing program depen-
dencies. These layers do not operate individually
but hierarchically, which intuitively captures the
relationships between program elements even bet-
ter. Our comprehensive evaluation across diverse
scenarios shows the effectiveness of our model in
code summarization compared to state-of-the-art
(SOTA) methods. Our model surpasses these meth-
ods in three distinct settings: (1) hierarchical neural
networks (NNs) of code akin to us, such as PA-
former and CAST; (2) fine-tuned SOTA pretrained
language models of code, such as CodeT5 and
CodeBERT; and (3) in-context learning of Large
Code Language Models using zero-shot and few-
shot settings, such as StarCoder and CodeGen.

To summarize, our key contributions include:

(1) Heterogeneous Code Representation: a novel
code representation that incorporates sequences,
trees, and graphs to effectively capture the lexical,
syntactic, and semantic aspects of source code.

(2) HIERARCHYNET: a novel hierarchical neu-
ral network architecture, designed in a modular
manner, where each module in the architecture is
responsible for processing each layer in the Hetero-
geneous Code Representation. The key modules
include the Transformer Encoder, Tree-based CNN,
and Heterogeneous Graph Transformer, as well as
a novel Hierarchy-Aware Cross Attention module
for attending to information across layers.

(3) In our comprehensive evaluation on various
established datasets for code summarization, in-
cluding TL-CodeSum (Hu et al., 2018), DeepCom
(Hu et al., 2020a), and FunCom (LeClair et al.,
2019), HIERARCHYNET shows significantly supe-
rior performance compared to the baselines. In a
variety of settings, HIERARCHYNET outperforms a
wide range of models: (1) similar hierarchical NNs
of code, such as PA-former and CAST; (2) fine-
tuned SOTAs that are pretrained language models
of code, such as CodeT5 and CodeBERT; and (3)
in-context learning of Large Code Language Mod-
els using zero-shot and few-shot settings, such as
CodeLlama, StarCoder, and CodeGen.

(4) We make our source code and imple-
mentation easy to reproduce via an anony-
mous link, allowing for future improvements for
the research community: https://github.com/
FSoft-AI4Code/HierarchyNet.

2 Related Work

Code Summarization Research in generating
the descriptions for source code has evolved
through various techniques. Initially, sequence-
based methods treated code as text (Lyer et al.,
2016; Ahmad et al., 2020; Wei et al., 2019),
disregarding syntactic or semantic dependencies
among program elements. For example, Neu-
ralCodeSum (Ahmad et al., 2020) is a purely
transformer-based approach that receives code to-
kens and generates summaries. Structure-based
and tree-based approaches were also proposed to
capture the syntax of source code (Tai et al., 2015;
Mou et al., 2016a; Bui et al., 2021b; LeClair et al.,
2019; Hu et al., 2020a; Peng et al., 2021b; Shi et al.,
2021; Chai and Li, 2022). For instance, TreeL-
STM (Tai et al., 2015) employs bottom-up node ac-
cumulation, while TPTrans (Peng et al., 2021b) in-
tegrates AST path information into the transformer.
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CAST (Shi et al., 2021) and PA-former (Chai and
Li, 2022) are currently the state-of-the-art meth-
ods with the same key idea of breaking the code
into a structural hierarchy. Finally, graph-based
techniques were used to capture code semantics
by adding inductive bias into the AST through se-
mantic edges, turning it into a graph (LeClair et al.,
2020; Fernandes et al., 2019; Hellendoorn et al.,
2020a). However, they still encounter challenges
in representing code hierarchy and program depen-
dencies, as well as neural networks to handle them.

Pretrained Language Models for Source Code
Besides code summarization, language models of
code generally support various code understand-
ing tasks, such as code generation (Feng et al.,
2020a; Wang et al., 2021b; Elnaggar et al., 2021),
code completion (Feng et al., 2020a; Wang et al.,
2021b; Peng et al., 2021a), program repair (Xia
et al., 2022), etc. A large body of recent work
employs language models from natural language
processing for code (Feng et al., 2020a; Wang et al.,
2021b; Guo et al., 2020; Ahmad et al., 2021; Bui
et al., 2021a; Elnaggar et al., 2021; Peng et al.,
2021a; Kanade et al., 2020; Chakraborty et al.,
2022; Ahmed and Devanbu, 2022; Niu et al., 2022),
applying similar pretraining strategies as used for
natural languages. Despite their promising per-
formance, these pretrained models have not been
empirically demonstrated to effectively capture se-
mantics in source code, such as data, control flows,
and other program dependencies among code el-
ements. In contrast, incorporating code-specific
features into representations as inductive biases has
been shown to increase the model’s knowledge (Al-
lamanis et al., 2018a; Hellendoorn et al., 2020b).

3 Motivation

Let us use an example to motivate and illustrate the
key ideas of our solution. Figure 1 shows a code
snippet and its corresponding summarization. The
task is to collect the positive numbers into an array.
To generate an accurate summary, a model needs
to capture code features at the lexical, syntactic,
and semantic levels. For example, at the lexical
level, the sub-tokens add, num, and array should
resemble words in the summary. The tokens ‘>’
and ‘@’ correspond to the texts ‘larger than’
and ‘@’ in the summary. At the syntactic level, the
model should recognize code structures, such as
the if statement at line 5 indicating a conditional
sentence in the summary.

Importantly, the control and data dependencies
among the statements could provide valuable in-
sights into the intended execution order. Ignoring
control dependencies hinders the model’s ability to
capture such intentions because the sequential or-
der in the code may not reflect the execution order.
For example, despite their sequential order, the exe-
cution of the statement at line 6 is not guaranteed to
follow the statement at line 5, as it is dependent on
the outcome of the if condition at line 5. Moreover,
the data dependency via the variable num at line 5
and line 6 is also crucial for summarization as it
indicates that only positive numbers are collected.

Previous approaches, such as those outlined in
LeClair et al. (2020), Fernandes et al. (2019), and
Hellendoorn et al. (2020a), utilize heuristics from
static analysis to connect nodes in the AST to rep-
resent dependencies. However, the large size of the
AST can pose challenges for a model to effectively
capture dependencies among distant nodes (Alon
and Yahav, 2021). In contrast, state-of-the-art ap-
proaches such as CAST (Shi et al., 2021) and
PA-Former (Chai and Li, 2022) create a hierar-
chy among code elements by splitting the AST into
smaller parts. However, these methods do not main-
tain program dependencies among the elements.

We propose the Heterogeneous Code Represen-
tation (Figure 1b) to restructure code into hierar-
chical layers, abstracting meaningful entities such
as statements or expressions into single nodes in
a higher layer. Importantly, HCR also enables the
representation of dependencies, including data,
control, sequential, and syntactic dependencies.
We introduce a heterogeneous neural network uti-
lizing an appropriate neural network at each level:
a transformer encoder for code tokens, a tree-based
encoder for AST subtrees, and a graph neural net-
work for the coarse-grained dependencies. This ap-
proach reduces the computational workload and im-
proves capturing the dependencies between distant
nodes in an AST (an issue with the prior works).

4 Heterogeneous Code Representation

This section presents the Heterogeneous Code Rep-
resentation (HCR) that integrates both hierarchical
structure of source code as well as program de-
pendencies among program elements. Figure 2
(left-side) displays the three layers of Heteroge-
neous Code Representation (HCR). The first layer,
denoted by the "Linearized AST Sequence," is a
sequence of nodes L from the serialization process
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Figure 2: HIERARCHYNET Architecture

of the Abstract Syntax Tree (AST) of the given
program. The second layer, the "Subtree-level,"
represents the statement and expression-level pro-
gram elements, each represented by a significantly
smaller subtree T consisting of nodes from the
original AST 7. Finally, the last one is the highest-
level and coarsest-grained layer, the "Graph level",
which is represented by a graph G consisting of
nodes from 7", enriched by semantic edges such as
control and data dependencies. Such dependencies
are built from static program analysis. Next, we
will present in details each layer in our model.

4.1 Serialized AST Sequence

We begin by parsing a program into an Abstract
Syntax Tree (AST) T'. Each token node contains a
non-empty token, which is often made up of mul-
tiple sub-tokens. To incorporate these sub-tokens,
we insert new sub-token nodes as children of the
corresponding token node. The AST is then serial-
ized to create a sequence of nodes L. Specifically,
we convert the AST into a sequence of nodes by a
traversal such that the original token order is main-
tained (Figure 2). Formally, the linearized AST
sequence L = [l1,1s, ..., 1}, ] (where k is the size of
T) represents the lowest level of HCRs.

4.2 Syntactic Level

A function is usually a combination of many state-
ments and expressions, each of which often rep-
resents a sufficient amount of information to un-
derstand how/what it does. We extract the AST
subtrees corresponding to statements and expres-

sions. These subtrees are then abstracted by replac-
ing them with placeholder nodes in 7', resulting in
a smaller tree 7. This process is done through a
depth-first traversal of the AST, where subtrees are
replaced and further traversal is halted at the sub-
tree’s root node. This results in a new tree 7" and a
set of subtrees ST, with some nodes in 7" pointing
to elements in SI", which forms the second level in
our HCRs. Note: some nodes in L do not belong
to any subtrees (non-subtree nodes).

4.3 Semantic Level

We use the reduced AST T" and incorporate seman-
tic edges among the nodes to create graph G (as
depicted in Figure 2). Our graph includes four dis-
tinct edge types: AST edges, Data-flow (DF) edges,
Control-dependence (CD) edges, and Next-subtree
(NS) edges. These edges represent various forms
of connections between program elements, such as
code structures, data and control dependencies, and
sibling statements in the source code.

5 Neural Network Architecture

This section explains the neural network architec-
ture for our HIERARCHYNET method (Figure 2).
Each node /; in a sequence of nodes L has two at-
tributes: token and type. The initial representation
of each node [; is computed by concatenating the
embeddings of its foken and its type. These embed-
dings can be looked up from two learnable embed-
ding matrices (token and type). We denote s; be the
initial embedding of the node /;,: € N;0 < ¢ < k
where k£ is the length of L.
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The neural network architecture, HIERAR-
CHYNET, consists of the following components.

5.1 Transformer Encoder

The Transformer Encoder encodes the linearized
AST sequence L to capture lexical values. It takes
initial embeddings [ s1, 9, ..., S | as input and pro-
duces the output [, ha, ..., hy] .

5.2 Tree-based Encoder

This layer’s primary role is to process the subtrees
in the Subtree layer. Additionally, it also embeds
non-subtree nodes in the L by applying a non-linear
transformation. To model local patterns and hierar-
chical relations among nodes within the same sub-
tree, all subtrees are passed through a Tree-based
CNN (Mou et al., 2016b). An attention aggregation
method (Alon et al., 2019b) is then employed to
encode each subtree as an embedding vector, using
a global attention vector ov. The output of this layer
are denoted as {t;};~; where m is the number of
subtrees and non-subtree nodes.

5.3 Heterogeneous Graph Transformer

After obtaining the embeddings of all the subtrees,
we further encode the dependencies among the
nodes in the heterogeneous graph G. We adapt
the Heterogeneous Graph Transformer (HGT) (Hu
et al., 2020b) to process the graph effectively. The
outputs are the vectors {n;};~; that not only bring
textual information (by Transformer Encoder and
next-subtree edges) but also are contextualized by
the locally hierarchical structures of the subtrees
and dependence information that are unique char-
acteristics in source code.

5.4 Graph Aggregation (GraphAggr)

Upon completion of the HGT processing, it is es-
sential to aggregate the individual nodes within the
graph into a vector that represents the graph. Simi-
lar to the tree aggregation technique employed in
the Tree-based Encoder, an attention mechanism
is utilized to aggregate the nodes and generate a
graph embedding, denoted as g, by using the global
attention vector 5. This graph embedding g encap-
sulates the overall semantic meaning of the code.

5.5 Token Index Selector

The TokenIndexSelector layer utilizes the output
of the Transformer Encoder as input and serves
to retain the embeddings of nodes /; that possess
non-empty token attributes while discarding those

that do not. The rationale is that the Transformer
Encoder effectively encodes textual meaning but is
inadequate in encoding syntax (as represented by
the type attribute), which could potentially intro-
duce noise to subsequent layers (such as the Gating
Layer and Transformer Decoder). It is worth noting
that the Subtree layer effectively encodes syntax
information using Tree-based CNN. Formally, let
H' be the sequence of the elements h; such that /;
is a token node, for all 0 < ¢ < k. We denote the
members of H' by h'l, h'g, ey h;a where k' is the
number of token nodes in the L.

5.6 Hierarchy-Aware Cross Attention

Although information is gathered in a bottom-up
manner, there may still be missing connections
between layers. To address this issue, we intro-
duce the Hierarchy-aware Cross Attention (HACA)
layer, which enables the TokenIndexSelector layer
to focus on the information from the HGT layer.
This layer, depicted in Figure 2, calculates the at-
tention of each token toward nodes in the structure
(tree + graph). Keys K and values V' are derived
from the combination of the nodes’ embeddings
{n;}i~, and the graph embedding g. Additionally,
a token can occur multiple times in a code snip-
pet, even with the use of positional encoding, the
vectors of these tokens may be similar. To dif-
ferentiate these occurrences, we concatenate their
corresponding subtrees. For example, by examin-
ing the subtrees, we can discern the different roles
of the variable a at lines 1 and 2. We enhance the
distinctions by concatenating h; and {; to create
the vector query ¢;; formally, ¢; = foa([R},£:])
where f., is a projection from R* to R? . Then
the cross-attention is computed as usual, that is

T
softmax (QL) V where dj, is the inner dimension

e
size of each attention layer. This layer produces
!
{ci}le where c¢; is the fused hierarchical context
dedicated to the token node corresponding to h;,
forall 0 < i < k'

5.7 Gating Layer

The HACA layer is responsible for calculating at-
tention scores across different layers, but it does
not perform information integration. We introduce
the Gating layer to combine the information across
different layers in the hierarchy, serving as the in-
put for the Transformer Decoder. The goal is to

combine the outputs {c; }1-; of HACA with the lex-
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TL-CodeSum dataset

FunCom dataset

Model
BLEU Meteor Rouge-L. Cider BLEU Meteor Rouge-L  Cider
Training from scratch
HDeepCom 23.32 13.76 33.94 1.74  25.71 15.59 36.07 1.42
ASTAttGru 30.78 17.35 39.94 2.31 28.17 18.43 39.56 1.90
NCS 40.63 24.86 52.00 347  29.18 19.94 40.09 2.15
CodeAstnn 41.08 24.95 51.67 349  28.27 18.86 40.34 1.94
CAST 45.19 27.88 55.08 395  31.55 21.10 42.71 2.31
PA-former 46.01 28.05 56.12 4.04 3194 20.88 42.73 2.29
Fine-tuning
CodeBERT-base 39.84 23.64 48.54 328  31.87 21.19 42.99 2.30
CodeT5-base 47.02 30.01 57.68 413 3275 21.40 43.20 241
In-context Learning
CodeGen-Multi 2B (zero-shot) ~ 7.51 3.42 2.86 0.05 12.52 8.64 14.55 0.23
CodeGen-Multi 2B (one-shot)  11.62 7.59 17.21 037  21.65 14.30 29.51 1.14
CodeGen-Multi 2B (two-shot)  11.70 7.76 17.68 039  23.19 15.59 3243 1.32
StarCoder (zero-shot) 13.12 12.55 24.01 0.58 19.05 16.72 28.65 0.81
StarCoder (one-shot) 14.41 11.36 24.46 0.65 23.04 15.93 32.51 1.35
StarCoder (two-shot) 15.66 12.10 26.32 0.74 2421 16.65 34.35 1.48
HIERARCHYNET 48.01 30.30 57.90 420 3343 21.70 43.42 242

Table 1: Comparative Code Summarization Performance on TL-CodeSum and FunCom Datasets (RQ1).

ical information of {hi}f;l To balance the two
sources of information, we propose to add a suffi-
cient amount of context from ¢; to h;. We take in-
spiration from the gating layer in Cho et al. (2014),
and modify it to achieve this goal. Specifically,
the ratio between the two sources is controlled by
the graph embedding, as g is the highest level of
abstraction and contains a global understanding of
the code. Formally, the computation can be summa-
rized as: \ = sigmoid(Wg+b), where W € R4,
be R or W e Rd, b € R are learnable param-
eters, and d is the dimension of the vector g. We
then apply a non-linear projection f, to map ¢; onto
the space of h; and form the hierarchy-aware hid-
den state by: €; = M.(¢;) + (1 — A)h;. Finally,

{ei}f;l are final encoder hidden states.

5.8 Transformer Decoder

Unlike the vanilla Transformer Decoder (Vaswani
et al., 2017), we need to combine the two sources,
including hierarchy-aware textual information (the
output of Gating layer) and the structural/semantic
meaning (the output of HGT and GraphAggr).
Therefore, in HIERARCHYNET, we leverage the
serial strategy (Libovicky et al., 2018) in comput-
ing the encoder-decoder attention one by one for
each input encoder. The key and value sets of
the first cross-attention come from the output of
HGT and GraphAggr. Those sets of the other cross-
attention are from the output of Gating layer.

6 Empirical Evaluation

We have conducted several experiments to evaluate
HIERARCHYNET. We seek to answer the following
research questions:

1. RQI. [Automated Evaluation]. How well does
HIERARCHYNET perform in code summariza-
tion compared with the SOTA approaches?

2. RQ2. [Human Evaluation]. How well does Hi-
ERARCHYNET perform in code summarization
in a human study with human evaluation?

3. RQ3. [Ablation Study]. How well do different
components in HIERARCHYNET contribute to
its overall code summarization performance?

6.1 Automated Evaluation (RQ1)

Datasets. To ensure a comprehensive compari-
son with several SOTA baselines, we considered
multiple well-established datasets for code summa-
rization, namely TL-CodeSum (Hu et al., 2018),
DeepCom (Hu et al., 2020a), FunCom (LeClair
et al., 2019), and FunCom-50 (Chai and Li, 2022).
Note that different baselines use distinct datasets
and achieve SOTA results. The FunCom-50 dataset
was used by PA-Former (Chai and Li, 2022), but
with a number of samples filtered out from Fun-
Com, approximately 50% of the data. We followed
the original dataset’s partition in FunCom (LeClair
et al., 2019) for training, testing, and validation.
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M DeepCom FunCom-50
odel
BLEU Meteor Rouge-L F1 BLEU Meteor Rouge-L F1
Training from scratch
HDeepCom 32.18 21.53 49.03 50.75  35.06 22.65 53.35 54.81
SiT 35.69 24.20 53.75 55.72 4212 26.82 59.33 60.84
GREAT 36.38 24.18 53.61 55.46  43.29 27.44 60.36 61.83
NCS 37.13 25.05 54.80 56.68  43.36 27.54 60.41 61.86
TPTrans 37.25 25.02 55.00 56.88  43.45 27.61 60.57 62.03
CAST 38.03 25.27 54.95 56.83  43.58 27.67 60.52 61.98
PA-former 39.67 26.21 56.18 58.12 44.65 28.27 61.45 62.86
Fine-tuning
CodeBERT-base 37.42 25.49 55.07 56.93  46.20 30.51 61.43 63.77
CodeT5-base 38.60 26.30 56.31 5842  46.88 30.72 61.47 63.88
In-context Learning
CodeGen-Multi 2B (zero-shot)  11.20 4.85 4.73 5.04 13.38 4.03 2.88 3.00
CodeGen-Multi 2B (one-shot)  17.12 13.09 23.21 2449  21.08 14.29 25.68 26.56
CodeGen-Multi 2B (two-shot) ~ 17.81 13.81 24.62 26.04 21.78 14.78 26.89 27.84
StarCoder (zero-shot) 16.03 15.34 24.55 26.27 19.22 18.65 29.74 31.17
StarCoder (one-shot) 18.78 15.68 27.33 2895 23.93 17.97 31.25 32.13
StarCoder (two-shot) 19.29 16.07 28.09 290.68  25.18 18.45 32.59 33.68
CodeLlama 13B (zero-shot) 13.28 12.88 19.17 21.00 14.79 5.19 21.40 21.67
CodeLlama 13B (one-shot) 17.05 15.70 28.23 30.33  19.20 16.57 27.96 30.03
CodeLlama 13B (two-shot) 20.29 16.14 39.63 42.01 21.52 16.52 36.49 32.40
HIERARCHYNET 43.64 29.22 59.00 60.53 51.12 34.13 65.43 66.64

Table 2: Comparative Code Summarization Performance on DeepCom and FunCom-50 Datasets (RQ1).

Baselines. We compared HIERARCHYNET
against three categories of baselines. The first
category includes the baselines trained from
scratch without utilizing pretrained checkpoints.
Examples include CAST (Shi et al., 2021)
and PA-Former (Chai and Li, 2022), which
are consciously designed to incorporate code
structures. Additional baselines in this category,
grouped by code representation and neural
architecture, including sequence-based models
(NCS (Ahmad et al., 2020)), structure-based
and tree-based models (ASTAttGru (LeClair
et al.,, 2019), HDeepCom (Hu et al.,, 2020a),
TPTrans (Peng et al., 2021b), TreeLSTM (Tai
et al., 2015), CodeASTNN (Shi et al., 2021),
SiT (Hongqiu et al., 2021)), and graph-based
models (GREAT (Hellendoorn et al., 2020a)).

The second category comprises fine-tuned base-
lines for code summarization from well-known
pretrained models. For representative models, we
fine-tune CodeT5-base (Wang et al., 2021a) and
CodeBERT-base (Feng et al., 2020b), considering
CodeTS5 as the state-of-the-art for code summariza-
tion and CodeBERT as a widely-used model.

The third category encompasses large language
models that can perform in-context learning for
code understanding tasks using zero-shot, one-shot,
or few-shot learning approaches. For this category,

we used CodeLlama 13B (Roziere et al., 2023),
StarCoder (Li et al., 2023) and CodeGen-Multi 2B
(Nijkamp et al., 2023).

Metrics. We employ BLEU (Papineni et al.,
2002), Meteor (Banerjee and Lavie, 2005), Rouge-
L (Lin, 2004), Cider (Vedantam et al., 2015) and
F1-score, which are commonly used as the evalua-
tion metrics for code summarization.

Results. The results shown in Table 1 and 2 indi-
cate that HIERARCHYNET exhibits superior perfor-
mance compared to the CAST and PA-former meth-
ods by a significant margin on the four datasets.
Specifically, HIERARCHYNET achieves an aver-
age improvement of 4.46 and 3.48 BLEU scores
over CAST and PA-former, respectively. Notably,
PA-Former, which is currently considered the state-
of-the-art baseline, only outperforms CAST by an
average of 1 BLEU score. Furthermore, HIERAR-
CHYNET also consistently surpasses CodeT5-base
and CodeBERT-base and outperforms Large Lan-
guage Models for code such as CodelLlama, Star-
Coder and CodeGen-Multi 2B in all three prompt-
ing scenarios (zero/one/two-shot) on the datasets.
In conclusion, the results show that HIERAR-
CHYNET, which utilizes a hierarchical-based archi-
tecture and dependencies information, significantly
improves code summarization performance.
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Graph

ID Tokens Subtrees BLEU Meteor Rouge-L Cider
AST edges NS edges CDedges DF edges
1 v - - - - - 40.63 24.86 52.00 3.47
2 v v - - - - 44.16  28.19 55.48 3.77
3 v v 4 - - - 45.37  28.43 55.72 391
4 v v v - v - 46.54  29.39 56.70 4.04
5 v v 4 - - 4 46.61 2941 56.64 4.03
6 v v 4 - v 4 4746  30.15 57.63 4.14
7 v v 4 4 - - 4544  28.24 54.72 3.89
8 v v 4 4 v - 46.84  29.40 56.88 4.05
9 v v 4 4 - v 4726  30.10 57.64 4.12
10 v v v v v v 48.01 30.30 57.90 4.20
Table 3: Results of Ablation Study on Heterogeneous Code Representation (RQ3)

6.2 Human Evaluation (RQ2) Methods Naturalness  Usefulness
In line with prior work on code summarization (Iyer CAST 2.76 248
etal., 2016; Shi et al., 2021; Chai and Li, 2022), we PA-former 2.77 2.50
conducted a user study with the participation of five HIERARCHYNET 2.81 2.52

software development experts to examine the effi-
cacy of our method in practice. We presented each
participant with 100 random examples from the
testing segment of the FunCom dataset, along with
three respective summaries produced by HIERAR-
CHYNET, PA-former, and CAST. In order to avoid
potential biases, we do not provide the ground truth,
and summaries of different methods are randomly
tagged with placeholder names. Following Shi et al.
(2021); Chai and Li (2022), we adopt two human
evaluation criteria: 1) naturalness: grammar, flu-
ency, and readability of generated summaries. 2)
usefulness: to what extent generated summaries
are useful to comprehend the code. Each aspect
is divided into three standards rating from 1 to 3,
with higher scores indicating better performance.
The final score for each criterion is the average
of all samples. As shown in Table 4, HIERAR-
CHYNET outperforms both CAST and PA-former
in terms of naturalness and usefulness.

7 Model Analysis (RQ3)

7.1 Study on Heterogeneous Code
Representation (HCR)

We investigated the influence of the HCR com-
ponents on code summarization performance us-
ing the TL-CodeSum dataset, as shown in Table 3.
Starting with only the AST-sequence layer resulted
in suboptimal performance. Incorporating Subtree
and Graph layers incrementally improved results.
Our AST-edge-focused experiment at the Graph

Table 4: Results of User Study (RQ2)

level surpassed CAST’s performance (Table 1), sug-
gesting our hierarchy’s superiority. While the CD
and DF edges notably impact performance, NS
edges are less crucial. Still, excluding any edges
reduces performance, indicating that the dependen-
cies positively contributed to the performance.

7.2 Study on HierarchyNet

Method BLEU Meteor Rouge-L Cider
HIERARCHYNET 48.01 3030 5790 4.20
w/o Hierarchy-aware 46.63 2949 56.63 4.03
w/o TokenlndexSelector 45.70 2839  55.06 3.93

Table 5: Ablation Study of HIERARCHYNET (RQ3)

Decoding strategy BLEU Meteor Rouge-L Cider

serial decoding 48.01 3030 57.90 4.20
only Gating layer’s output 45.34 2828  55.33  3.89
concat 4722 2941 5645 4.10

Table 6: Ablation Study on Decoding Strategy (RQ3)

In addition, we aim to demonstrate the signif-
icance of our proposed layers in Hierarchy Net,
including Hierarchy-Aware Cross-Attention (abbre-
viated as Hierarchy-Aware) and TokenIndexSelec-
tor, on the TL-CodeSum dataset. The result (Table
5) shows that the removal of any of these com-
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ponents significantly degrades performance. This
confirms that the Transformer architecture alone
is not sufficient to encode both textual and struc-
tural/semantic meanings of code, thus highlighting
the importance of explicitly integrating semantic
and structural information using Hierarchy-Aware
Attention. Additionally, we found that removing
TokenIndexSelector has a negative impact on per-
formance, which is likely due to the redundant
information in the sequence fed to the Decoder.
To show the effectiveness of the serial decoding
with the two consecutive cross attention in the De-
coder, we compare to two alternatives that just use a
cross attention in the Decoder. Specifically, the first
option calls for utilizing the Gating layer’s output.
The other way is concatenating the TokenIndexS-
elector’s output, HGT’s output and GraphAggr’s
output into single extended sequences, which are
then fed to the Decoder. As shown in Table 6, more
information employed in the Decoder in the latter
strategy leads to the better performance compared
to only Gating layer’s output. However, combining
our proposed code hierarchy representation with
the serial decoding achieves the highest results.

7.3 Comparison with LLLMs

Model Average word count
StarCoder (zero-shot) 10.64
StarCoder (one-shot) 7.59
StarCoder (two-shot) 8.12

CodeGen 2B (zero-shot) 4.95
CodeGen 2B (one-shot) 8.46
CodeGen 2B (two-shot) 8.49

References 9.97

Table 7: Comparative Results with LLMs regarding the
Average Word Count of Summaries

Given that LLMs may potentially generate re-
sponses longer and more detailed than the ground
truth, our objective is to thoroughly analyze and
ensure the fairness of our evaluation. We present
the average word count of summaries generated
by LLMs compared to references on DeepCom in
Table 7. Notably, LLMs like StarCoder and Code-
Gen 2B tend to produce shorter summaries than the
ground truth. Although, in the zero-shot setting,
StarCoder can generate slightly longer summaries,
this difference is negligible. As a result, summaries
generated by LLMs are considered to be of similar
length to the references in the ground truth.

Moreover, the experimental results reveal a sub-
stantial performance disparity between our pro-
posed method and large language models across
all metrics. Specifically, in terms of Rouge-L, the
gaps amount to approximately 10, 30, and 30 when
compared to StarCoder on FunCom, DeepCom,
and FunCom-50, respectively. Regarding Meteor,
these are 5, 13, and 15, respectively. The study
(Roy et al., 2021) shows that there is a statistically
significant difference in performance between mod-
els whose performance difference is greater than
10 points. Furthermore, it finds that for the gaps
exceeding 10 points, the metrics, like Rouge-L and
Meteor, strongly agree with human assessment.

8 Conclusion

We introduce an innovative framework for code
summarization that combines Heterogeneous Code
Representations (HCRs) with HIERARCHYNET, a
neural architecture tailored for processing HCRs.
Our HCRs capture critical code attributes across
lexical, syntactic, and semantic levels by organiz-
ing coarse-grained code elements into a higher-
level layer while integrating fine-grained program
elements into a lower-level layer. HIERARCHYNET
is engineered to handle each layer of the HCR inde-
pendently, enabling the representation of informa-
tion gathered at the fine-grained level as input at the
coarse-grained level. The core concept of HIERAR-
CHYNET lies in integrating multi-level code rep-
resentations and program dependencies. Our em-
pirical evaluations demonstrate that our approach
surpasses various state-of-the-art techniques across
diverse settings, including structure-based models
(CAST, PA-Former), fine-tuned pretrained mod-
els (CodeT5, CodeBERT), and in-context learning
(CodeLlama, StarCoder, CodeGen). Our ablation
study shows that all of the components in HIER-
ARCHYNET contribute positively to its high per-
formance. We also conducted a human study to
evaluate the code summarization results produced
by HIERARCHYNET. The results show that human
subjects highly regarded the code summarizaiton
results from our model.
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Limitations

Our approach presents opportunities for improve-
ment.

1. First, our Heterogeneous Code Representations
(HCRs) with coarse-grained semantic edges
have proven effective for code summarization.
However, there may be potential for further en-
hancement by exploring alternative options for
cross-layer semantic edges, such as connecting
nodes at the fine-grained level with nodes at
the coarse-grained level. This could be benefi-
cial for other code representation learning tasks,
such as variable name prediction (Allamanis
et al., 2018b) and data flow analysis using neu-
ral models (Gu et al., 2021). Our next step is
to conduct further research on extending HCRs
to include these alternative options and evaluate
their performance on other code representation
learning tasks.

2. Second, while HIERARCHYNET effectively
processes the HCRs, there is room for further
optimization. We chose the layers in the HI-
ERARCHYNET based on heuristics, resulting
in the HGT being the best option for process-
ing graphs. At the subtree-level, we chose the
TBCNN as it is more computationally efficient
compared to other state-of-the-art methods for
processing ASTs, such as TreeCaps (Bui et al.,
2021b). However, our approach can be consid-
ered a framework rather than a single neural
model, so other advancements in tree- or graph-
based models or sequence-based models can
easily be incorporated to improve performance.

3. Finally, we did not provide any analysis on the
explainability of our model. Explainability is an
important aspect of code learning models (Bui
et al., 2019; Bielik and Vechev, 2020; Zhang
et al., 2020; Rabin et al., 2021), and is crucial
for the real-world usage of practitioners in code
summarization. Our current model design has
the potential to support explainability in the fu-
ture, as the inputs of the high-level layer are
computed based on the attention aggregation
mechanism, with each input being assigned an
attention score. These attention scores can be
used to visualize and explain the importance of
code elements in a hierarchical way. We will
explore this extension as a future work.

Ethics Statement

Our framework aims to revolutionize the way soft-
ware is modeled by taking a new approach with a
broader impact in the field. While language models
for code have shown impressive performance and
have the potential to boost developer productivity,
they still face challenges with computational cost
and memory consumption. For example, when
modeling code and software at the repository
level, such as on Github, the Al framework must
consider the context of the current code being
edited, as well as additional contexts from other
files or API calls from external libraries. This is a
dependency on a larger scale level in the context of
software modeling. Currently, language models
typically only model code within the scope of a
function or within a single file for tasks such as
code summarization or generation. However, this
limitation may not be due to the language model it-
self, but rather the infrastructure of supported IDEs
and the software modeling approach. We propose a
more realistic way to represent programs as "reposi-
tory=>file=>class=>function=>statement=>token."
The simplest way to model such a hierarchy is
to treat them all as a very large sequence and
use Large Language Models to model it, but
this results in large memory consumption and
expensive computational costs. A more affordable
approach is to represent large software as modules,
where each module can be represented differently
at each level. Each layer may require dependency
analysis or not, depending on its characteristics.
For example, the semantic edges used to connect
components clearly differ at each level, requiring
careful design of them. Existing approaches to
representing the entire program as a graph will fail
in this case because the set of semantic edges are
designed the same for all nodes without treating
them differently. Also, each of the modules can
be preprocessed separately on different computing
units and aggregated later to achieve efficient com-
putation cost and save memory. We have already
demonstrated efficacy when modeling the program
at three levels: "function=>statement=>token" and
plan to extend this further. Our natural way of
structuring the source code hierarchically is also
aligned well with the advances in programming
language and software engineering research in
program representations. We believe our solution
can be viewed as a framework and opens up a new
research direction for representing software.
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