Fine-tuning CLIP Text Encoders with Two-step Paraphrasing
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Abstract

Contrastive  language-image pre-training
(CLIP) models have demonstrated consider-
able success across various vision-language
tasks, such as text-to-image retrieval, where the
model is required to effectively process natural
language input to produce an accurate visual
output. However, current models still face
limitations in dealing with linguistic variations
in input queries, such as paraphrases, making
it challenging to handle a broad range of user
queries in real-world applications. In this study,
we introduce a straightforward fine-tuning
approach to enhance the representations of
CLIP models for paraphrases. Our approach
involves a two-step paraphrase generation
process, where we automatically create two
categories of paraphrases from web-scale
image captions by leveraging large language
models.  Subsequently, we fine-tune the
CLIP text encoder using these generated
paraphrases while freezing the image encoder.
Our resulting model, which we call ParaCLIP,
exhibits significant improvements over baseline
CLIP models across various tasks, including
paraphrased retrieval (with rank similarity
scores improved by up to 2.0% and 5.6%),
Visual Genome Relation and Attribution, as
well as seven semantic textual similarity tasks.

1 Introduction

Contrastive language-image pre-training (CLIP)
models (Radford et al., 2021) have gained signifi-
cant attention in the fields of computer vision and
natural language processing for their remarkable ca-
pacity to understand the relationship between text
and images. They have been widely used in various
vision-language applications, including image clas-
sification (Deng et al., 2009), image retrieval (Lin
et al., 2014; Plummer et al., 2015), and text-to-
image generation (Saharia et al., 2022; Rombach
et al., 2022), where the model should return desired
visual outputs for a given text, and vice versa.

Figure 1: Image retrieval results of CLIP (Radford et al.,
2021) for two different queries (the gold image is de-
noted by a bold border). Despite their comparable mean-
ings, the model yields dissimilar retrieval results, high-
lighting the model’s struggle with linguistic variations.

An inherent challenge in vision-language tasks
lies in the variability of text inputs. Even when
conveying similar meanings and intentions, they
can exhibit variations in vocabulary and structure
depending on the particular user. Consequently, it
becomes crucial to ensure that CLIP’s text encoders
are robust enough to handle diverse synonyms and
paraphrases in practical scenarios. However, cur-
rent text encoders exhibit limited proficiency in
comprehending linguistic variations, resulting in
different retrieval results for user queries with simi-
lar meanings (Figure 1).

To address this challenge, we introduce a
straightforward method to improve CLIP’s text en-
coders. Specifically, we generated two categories
of paraphrases for image captions sourced from
the web, leveraging recent large language mod-
els (LLM) such as ChatGPT (OpenAl, 2022) and
LLaMA (Touvron et al., 2023). Subsequently, we
utilized image captions and their corresponding
paraphrases to fine-tune the text encoder, which
ensures that the representations of captions and
paraphrases cluster in a similar vector space.

We validated the effectiveness of our approach
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Caption (x):

LLM

LLM

Reversible Cake Plate / Chip & Dip - Christmas Mistletoe
Step 1. Caption-to-paraphrase Generation

Prompt: Paraphrase the given text “{text}” concisely while preserving the meaning.

Paraphrase (x7): Christmas Mistletoe Reversible Cake Plate and Chip & Dip

Step 2. Paraphrase-to-paraphrase Generation
Prompt: Paraphrase the given text “{text}” concisely while preserving the meaning and

avoiding use of existing words.

Figure 2: Overview of our two-step paraphrasing process. (1) In caption-to-paraphrase generation, the first
paraphrase is generated by removing noise from the original caption and converting it into a more plain language.
(2) In paraphrase-to-paraphrase generation, the second paraphrase is generated from the first paraphrase, where the
word “reversible” is changed to a semantically similar expression “can be flipped over.”

using evaluation tasks that assess models’ under-
standing of language semantics and composition:
paraphrased retrieval, Visual Genome Relation
(VG-R), Visual Genome Attribution (VG-A) (Yuk-
sekgonul et al., 2023), and semantic textual simi-
larity (STS) tasks (Agirre et al., 2012). Our mod-
els, ParaCLIP, significantly outperformed baseline
CLIP models, while maintaining or sometimes im-
proving its robust performance on zero-shot image
classification (Deng et al., 2009), as well as text and
image retrieval (Lin et al., 2014). We emphasize
that this is the first study to improve the representa-
tions of CLIP’s text encoders during the fine-tuning
stage using synthetic paraphrases.

2 Method

Our objective is to refine the CLIP model’s training
process, enabling its text encoder to produce con-
sistent representations for various semantically sim-
ilar textual inputs that the model might encounter
in real-world scenarios. Certain image-captioning
datasets provide multiple captions for a single im-
age (Lin et al., 2014; Plummer et al., 2015), which
might be utilized as semantically similar text pairs
during training. However, the volume of these
datasets is limited, which presents a challenge in
terms of exposing models to diverse language pat-
terns. Therefore, we automatically generated se-
mantically similar pairs (i.e., paraphrases) for mil-
lions of image captions sourced from the web.

2.1 Paraphrase Generation

An image-captioning dataset typically comprises a
collection of image-caption pairs (z1, 1), where
z1 and zT represent an image and the corre-
sponding caption, respectively. For each cap-
tion xT, we created two categories of para-

phrases through a two-step paraphrasing process,
caption-to-paraphrase generation and paraphrase-
to-paraphrase generation, as illustrated in Figure 2.

Caption-to-paraphrase generation This pro-
cess directly rewrites original captions. Image
captions on the web often contain considerable
noise, such as superfluous punctuation, product
codes, and file extensions, which differ from typi-
cal queries. This step can be seen as responsible for
converting these noisy captions into a more straight-
forward text format commonly used in everyday
language. Using the power of LLMs, we synthe-
sized paraphrases z/ for each caption with the
following prompt: “Paraphrase the given caption
“text” concisely while preserving the meaning.”,
where text is substituted with a given caption.

Paraphrase-to-paraphrase generation In this
step, additional paraphrases, x/f., are generated
for each generated paraphrase, a/.. The para-
phrasing process is similar to the previous step,
but with some differences in the prompt as
follows: “Paraphrase the given text “text”
concisely while preserving the meaning and
avoiding use of existing words.”, where the under-
lined text is used to prompt the model to produce

morphologically diverse expressions.

2.2 Training Objectives

Let X1, X1, X', and X/ be mini-batches of N ex-
amples of an image x1, caption xT, and two types
of paraphrases, 7y and 2/7.. The final loss is cal-
culated as the summation of three sub-losses as
follows: Liotal := L1 (XI, X%) + Ly (XT, X/T) +
L3(X7, X'). The first term, £, represents the In-
foNCE loss function that operates between images
and text (Oord et al., 2018). This loss function is
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crucial in the prevention of forgetting CLIP’s rep-
resentations and knowledge acquired during pre-
training. We used the paraphrased version of text
input X/, rather than the original captions X be-
cause user queries often resemble plain text rather
than the original captions. This choice led to im-
proved performance on the benchmark datasets dur-
ing our preliminary experiment. If the target do-
main involves dealing with noisy text inputs, such
as in an online shopping mall context, employing
the original captions may be more effective.

The second term, Lo, accounts for the relation-
ship between captions and their paraphrases. Con-
ceptually, it serves to establish a connection within
the vector space between the representation of
noisy captions and the plain text commonly used
in everyday language. Lastly, L3 serves to bring
together various semantically similar plain texts
within a vector space. For L9 and L3, we used
the InfoNCE loss. The resulting CLIP model fine-
tuned using these three losses is called ParaCLIP.

3 Experimental Setups

We obtained image-caption pairs using LAION-
400M (Schuhmann et al., 2021). We initially
generated 300K paraphrases using ChatGPT and
instruction-tuned an open-sourced LLM named
LLaMA (7B) (Touvron et al., 2023) using these
300K data to generate additional paraphrases.! Our
final dataset comprises SM examples of x1, xT,
x'p, and z7.. More details and hyperparameters are
described in Appendix A.

3.1 Baseline Models

We used the following CLIP models as base-
line models, all built upon the ViT-B/32 archi-
tecture (Dosovitskiy et al., 2021). (1) OpenAl’s
CLIP (Radford et al., 2021) was trained using
a private dataset comprising 400M image-text
pairs sourced from the web. (2) OpenCLIP
models (Cherti et al., 2023) were trained us-
ing the largest open-sourced datasets, LAION-
400M and LAION-2B (Schuhmann et al., 2022).
(3) OpenCLIP-RoBERTa was pre-trained using
LAION-2B. In contrast to the usual practice where
text encoders are initialized with random weights
and subsequently trained from scratch, its text en-

'We verified that the data generated by LLaMA exhibited
comparable quality to that of ChatGPT. Additionally, when
training the model using 300K paraphrases from LLaMA and
an additional 300K paraphrases from ChatGPT, respectively,
we observed similar performance in both cases.

coder was initialized with the weights of RoOBERTa-
base (Liu et al., 2019) for better linguistic com-
prehension capabilities. (4) LaCLIP (Fan et al.,
2023) was pre-trained using the LAION-400m
dataset augmented with automatically generated
paraphrases.” Specifically, a small number of orig-
inal caption and paraphrase pairs were obtained
from COCO text descriptions, or created by Chat-
GPT, Google BARD, and humans. These seed ex-
amples were used to prompt an LLaMA 7B model
through a in-context learning approach, which then
generated paraphrases for the entire LAION-400m
dataset. During pre-training, a standard InfoNCE
loss was computed using these paraphrases and
corresponding images in combination with original
caption and image pairs. While our method shares
some similarities with LaCLIP in the use of model-
generated paraphrases, it should be noted that ours
has unique advantages. First, we enhance CLIP
models through fine-tuning the text encoders while
freezing the image encoders, which is significantly
more efficient compared to pre-training the entire
model from scratch. Despite its efficiency, our
method is significantly more effective to improve
the CLIP’s robustness to paraphrases, improving
the performance in paraphrased retrieval by a large
margin (see Section 4 for details).

3.2 Evaluation

We evaluated models on the following tasks in
a zero-shot manner, without fine-tuning them on
the target tasks. (1) Paraphrased retrieval (Cheng
et al., 2024) involves retrieving identical images for
both 4,155 original queries and their correspond-
ing paraphrases from the image set of the COCO
2017 validation set (Lin et al., 2014). Paraphrases
were generated using GPT-3 (Brown et al., 2020)
and subsequently verified by humans. This task
is well-suited for assessing models’ ability to ef-
fectively handle user queries expressed in diverse
forms. For metrics, we used the top-10 average
overlap (AO@10) and Jaccard similarity (JS@10)
scores, which measure the degree of rank similarity
between the top 10 images retrieved for the original
query and paraphrased query. Detailed descriptions
of the metrics can be found in Appendix B.

(2) VG-R and (3) VG-A (Yuksekgonul et al.,
2023) are devised to assess relational and attribu-
tive understanding of vision-language models, re-
spectively. They involve determining the correct

Zhttps://github.com/LijieFan/LaCLIP
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Paraphrased Rtrv. VG-R  VG-A  STS | Clsf. TRtrv. IRtrv.

Model AO@10 JS@10 Acc  Acc Avg. | Acc R@5  R@5
OpenAT's CLIP (400M) 67.2 577 597 632 651 | 634 750 548
+ ParaCLIP 722 633 607 643 722|635 770 588
OpenCLIP (400M) 67.6 589 464 578 672 | 602 765 59.4
+ ParaCLIP 713 629 554 617 70.1 | 608  76.1 59.4
OpenCLIP (2B) 70.6 62.1 450 618 696 | 665 802 64.8
+ ParaCLIP 732 651 588 654 71.6 | 655 804 633
OpenCLIP-RoBERTa (2B)  72.5 640 356 645 710 | 6.8 788 62.6
+ ParaCLIP 745 662 432 665 725 | 614 194 620
LaCLIP (400M) 69.9 62.1 506 636 588 | 645  68.1 555
+ ParaCLIP 735 658  60.6 646 714 | 645 736 580

Table 1: Zero-shot performance of baseline CLIP models and our ParaCLIP models. The best scores are represented
in bold. “Acc”: Accuracy. “Avg.”: Macro average of Spearman’s rank correlations across all STS tasks. “Clsf.”:
Image classification. “T Rtrv.”: Text retrieval. “I Rtrv.”: Image retrieval.

caption for a given image from two candidate cap-
tions, where negative captions are generated by
interchanging objects based on their relational con-
text or interchanging attributes of objects. For in-
stance, given the correct caption “the dog is behind
the tree,” a negative counterpart could be formu-
lated as follows: “the tree is behind the dog.” The
VG-R and VG-A datasets comprise 23,937 and
28,748 test examples, respectively.

(4) STS has been widely employed to evaluate
the text representations of encoders (Conneau et al.,
2017; Reimers and Gurevych, 2019; Chuang et al.,
2022). This task involves measuring semantic sim-
ilarity or relatedness between pairs of text. Fol-
lowing Gao et al. (2021), we measured Spearman’s
correlation for each task in the “all” aggregation set-
ting and reported macro-averaged scores across the
seven STS tasks (Agirre et al., 2012, 2013, 2014,
2015, 2016; Cer et al., 2017; Marelli et al., 2014).

Additionally, we assessed whether our models
can maintain or even improve their performance
on standard vision or vision-language tasks after
being fine-tuned, including zero-shot image classi-
fication on the ImageNet-1K validation set (Deng
et al., 2009), and image-to-text retrieval and text-
to-image retrieval on the COCO validation set (Lin
et al., 2014). For metrics, top-1 accuracy (Acc) and
top-5 recall (R@5) were used in the classification
and retrieval tasks, respectively.

4 Results and Discussion

4.1 Main Results

Table 1 shows the zero-shot performance of the
baseline and our models in the evaluation tasks.

Effect of fine-tuning using paraphrases Across
all CLIP models, our approach consistently demon-
strated improved performance in the four primary
tasks. Notably, the most significant improvements
were observed in the paraphrased retrieval task,
where our ParaCLIP model achieved 72.2% and
63.3% in AO@10 and JS@10 scores, increasing
the performance of OpenAl’s CLIP by 5.0% and
5.6%, respectively.® The improvements in the STS
tasks are also noticeable, with the macro-average
score improving by 7.1%. Although not in all cases,
our approach generally enhances performance in
the text retrieval task. This is attributed to our
model’s capability to encode texts that shares se-
mantic similarity with a given input image closely
within the vector space.

Effect of initialization with RoBERTa The
OpenCLIP-RoBERTa model significantly outper-
formed the OpenCLIP (2B) model in paraphrased
retrieval and STS, highlighting the benefits of lever-
aging pre-trained language models over randomly
initialized text encoders. However, even with these
advancements, there is substantial room for im-
provement in performance on these tasks. Our fine-
tuning approach further refined the RoBERTa text
encoder, leading to notable achievements across
the four primary tasks, with 2.0% (AO@10) and
2.2% (JS@10) scores in paraphrased retrieval.

Comparison with LaCLIP While LaCLIP ex-
hibited superior performance compared to the
OpenCLIP (400M) model in image classification,
paraphrased retrieval, VG-R, and VG-A, its per-

3A case study comparing CLIP and ParaCLIP in the para-
phrased retrieval task can be found in Appendix C.
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Paraphrased Rtrv. VG-R  VG-A STS | Clsf. TRtrv. IRtrv.
Model AO@10 JS@10 Acc Acc Avg. \ Acc R@5 R@5
OpenAI’s CLIP (400M) 67.2 57.7 59.7 63.2 65.1 | 634 75.0 54.8
+ L 68.9 59.9 58.0 624 687 | 63.7 75.8 58.0
+ Lo+ L3 70.5 61.2 61.5 65.1 745 | 56.7 74.6 51.8
+ L1+ L) 70.4 61.7 58.2 63.0 69.1 | 64.0 76.3 58.7
+ L1+ LY+ LY 71.3 62.8 58.9 634  68.8 | 64.1 76.4 58.8
+ L1+ Lo 69.1 60.0 59.1 633 71.8 | 63.5 76.1 58.2
+ L]+ Lo 70.8 62.0 60.4 640 716 | 63.7 76.4 58.6
+ L1+ Lo+ L3 69.6 60.5 59.2 634 724 | 63.1 76.4 58.1
+ LY 4+ L2 + L3 (Ours) 72.2 63.3 60.4 642 722 | 635 77.0 58.8

Table 2: Zero-shot performance of OpenAl’s CLIP (400M) with different loss functions applied. The best scores are
represented in bold and the second best scores are underlined. “Paraphrased Rtrv.”: Paraphrased retrieval. “Acc”:
Accuracy. “Avg.”: Macro average of Spearman’s rank correlations across all STS tasks. “Clsf.”: Image classification.

“T Rtrv.”: Text retrieval. “I Rtrv.”: Image retrieval.

formance in the text/image retrieval and STS tasks
witnessed a decline. This indicates that augmenting
paraphrased text data may not consistently yield
improvements, without incorporating effective loss
functions such as Lo and £3. Conversely, our fine-
tuning method dramatically enhanced LaCLIP’s
performance in paraphrased retrieval (+ 3.6% in
AO@10 and 3.7% in JS@10), VG-R (+ 10.0%),
VG-A (+ 1.0%), STS (+ 12.6%), and even on text
retrieval (+ 5.5%) and image retrieval (+ 2.5%),
highlighting that our method can complement La-
CLIP to achieve optimal performance.

Lack of compositional understanding All CLIP
models exhibited significant deficiencies in the VG-
R and VG-A tasks. These limitations in compo-
sitional understanding can lead to errors in down-
stream tasks such as text-to-image synthesis, in-
cluding unintentional attribute interchanges or the
omission of objects in generated images (Feng
et al., 2023). In future research, we plan to conduct
a more in-depth analysis to explore the potential of
our approach to mitigate these issues.

4.2 Ablation Study

We conducted an ablation study to closely exam-
ine the individual contributions of each loss term
(Table 2). In this section, we simplify the nota-
tion El(XI, XT), L4 (XI, X/T)’ and £ (XI, X’/I/‘)
to L1, £}, and LY, respectively. Note that our Para-
CLIP model was trained using the combined loss
functions, £/4Lo+4L3, as detailed in Section 2.2.

First, we fine-tuned the OpenAI’s CLIP model
using the same set of image-caption pairs in
LAION-400M as our model, excluding paraphrases
(referred to as “£1”"). While there was an overall
improvement in performance, it still fell short of

our ParaCLIP model’s performance. When L/ was
omitted (i.g., L2 + L3), the model showed the
best performance on the VG-R, VG-A, and STS
tasks, but the performance on image classification
and standard text and image retrieval significantly
degraded. This indicates that £ was crucial in
preserving the representations of CLIP acquired
during pre-training. Although simply augment-
ing training data with synthetic paraphrases (i.e.,
L1 + L) and £1 + £} + L) generally led to
performance improvements, the improvements in
the STS tasks were not substantial compared to
the models with the £2 and L3 losses. Apply-
ing L3 was particularly effective for STS because
it involved comparing pairs of semantically sim-
ilar “plain” text (not pairs of noisy caption and
plain text), which aligns well with the goal of STS.
Finally, our ParaCLIP model, incorporating three
losses (i.e., £ + L2 + L3), showed the most bal-
anced performance across all tasks among the var-
ious models evaluated. In particular, applying £/
instead of £, proved to be generally effective.

5 Conclusion

In this study, we proposed a two-step paraphrasing
approach for enhancing the representations of CLIP
for paraphrases that may occur in text inputs in real-
world applications. Our ParaCLIP models, fine-
tuned using synthetic paraphrases, outperformed
baseline models by a large margin on various tasks
requiring language semantics and compositional
understanding, including paraphrased retrieval.

Limitations

Our method sometimes degrades the performance
of CLIP on conventional vision and vision-
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language tasks such as zero-shot classification and
image retrieval. A significant factor contributing
to this performance variation may be the sensitiv-
ity of the infoNCE loss to changes in batch size.
We observed consistent improvements in the im-
age classification and text/image retrieval tasks by
scaling up the batch size from 256 to 3K. Unfor-
tunately, due to constraints in computational re-
sources, we were unable to match the batch size to
the scale of CLIP hyperparameters (e.g., OpenAl’s
CLIP was pre-trained using a batch size of 32K).
As a result, the effect of batch size in causing the
observed performance degradation has not been
thoroughly validated in this study. Although the
primary goal of this paper was to showcase the po-
tential improvements in the CLIP model through
synthetic paraphrasing and better generalization
ability across various input queries, a comprehen-
sive investigation into the factors contributing to
performance degradation should be conducted in
future research.
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A Implementation Details

In the data generation process, we used the
gpt—-35-turbo-0301 model with the temper-
ature of 1.0 and top-p of 0.1. We paid approxi-
mately 130 USD for using ChatGPT to generate
300K paraphrases for captions and 300K additional
paraphrases for generated paraphrases.

We used the checkpoints of CLIP mod-
els provided in the official OpenCLIP GitHub
repository.* We used openai for Ope-
nAl's CLIP, 1aion400m_e32 for OpenCLIP
(400M), laion2b_s34b_b79k for OpenCLIP
(2B), and 1laion2b_s12b_b32k for OpenCLIP-
RoBERTa. Our ParaCLIP models were trained for
one epoch using the AdamW optimizer (Loshchilov
and Hutter, 2019), coupled with a cosine anneal-
ing scheduler, on eight A100 80G GPUs. For fine-
tuning, a learning rate of 5e-7, a batch size of 3,072,
and a weight decay rate of 0.001 were used. All
reported scores were measured on a single run.

B Metrics in Paraphrased Retrieval

Average overlap The top-k average overlap
(AO@k) (Fagin et al., 2003) quantifies the rank
similarity between the top-k elements of the two
lists. Let L, and Ly, be ordered lists of retrieved
images for two different queries. AO@k between
the two lists is calculated based on the weighted
sum of intersections of truncated lists as follows:

1 & |LdnLe
AOQKk(L,, Ly,) : kz' 2 | (1)

where L& = Ly[1 : d] and L{ = Ly[1 : d] repre—
sent the truncated lists at depth d and |LZ N L¢|
indicates the cardinality of the set intersection be-
tween these truncated lists. When AO@k equals 1,
it means that the top-k elements of L, and Ly, are
exactly the same. Conversely, when AO@k equals
0, it implies that there is no overlap whatsoever
between the top-k elements of L, and L;,. AO@k
gives more weight to the higher-ranked retrieval
results because they contribute to more terms in
the overall summation compared to lower-ranked
results.

Jaccard similarity The top-k Jaccard similarity
(JS@Xk) (Jaccard, 1912) is calculated as the ratio of
the intersection to the union of the top-k elements

*https://github.com/mlfoundations/open_clip

in two lists as follows:

|LE N LE|

JS@k(Ly, Ly) = oz

2

where |L¥ U L{| is the cardinality of the set union
between L¥ and LF. JS@k equals O when L¥ and
L’g are disjoint and equals 1 when L’; and L’g con-
tain the same retrieval results (although not neces-
sarily in the same order). Unlike the average over-
lap, the Jaccard similarity does not assign more
weight to the higher-ranked retrieval results.

C Case Study

Figure 3 shows several examples where our Par-
aCLIP model yieled better retrieval results than
OpenAI’s CLIP for paraphrased queries. In the
first example, the paraphrased query (query B) con-
tained several synonyms such as “picture,” “guy,”
“cutting,” and “tiny,” replacing the words “image,”
“man,” “slicing,” and “small,” respectively. While
the CLIP model output dissimilar results for the
given two queries, resulting in a performance drop
for query B, ParaCLIP consistently produced iden-
tical results for both queries. In the second ex-
ample, the only difference between the queries
was the word “was.” Despite this minor variation,
CLIP generated different sets of images. On the
other hand, ParaCLIP returned the same images
for both queries and achieved a better recall for
query B, although the recall score for query A was
slightly lower than that of CLIP. In the last exam-
ple, query B was created by expanding the short
query A into longer expressions. For instance, the
concise phrase “a remote control” was transformed
into the more elaborate phrase “a controller for a
television that is wirelessly operated.” While CLIP
exhibited high sensitivity to this long paraphrased
query, ParaCLIP demonstrated greater robustness,
resulting in more consistent results and superior
recall scores.
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CLIP ParaCLIP (Ours)

Query A: an image of a man slicing a
small pizza

Query B: A picture of a guy cutting a tiny
pizza.

Query A: A boy standing in the grass with
a frisbee.

Query B: A boy was standing in the grass
with a frisbee.

Query A: A remote control on a wooden
table in front of a television.

Query B: A controller for a television that
is wirelessly operated and is placed on a
flat surface made of wood that is in front
of the television.

Figure 3: Examples of retrieved images by the CLIP (Radford et al., 2021) and our ParaCLIP models for two
different queries. Note that the queries are obtained from the paraphrased retrieval dataset, and query B is a
paraphrase for query A. The gold images are denoted by a bold border.
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