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Abstract

In the months since its release, ChatGPT and
its underlying model, GPT3.5, have garnered
massive attention, due to their potent mix of
capability and accessibility. While a niche
industry of papers have emerged examining
the scope of capabilities these models possess,
language — whether natural or stylized like
code — has been the vehicle to exchange in-
formation with the network. Drawing inspira-
tion from the multi-modal knowledge we’d ex-
pect an agent with true understanding to pos-
sess, we examine GPT3.5’s aptitude for visual
tasks, where the inputs feature ASCII-art with-
out overt distillation into a lingual summary.
In particular, we scrutinize its performance on
carefully designed image recognition and gen-
eration tasks.1

1 Introduction

ChatGPT has rapidly been adopted since its release
in November 2022. This large language model
(LLM) builds off of version 3.5 of the Generative
Pre-trained Transformer model family developed
by OpenAI, a child whose lineage has been marked
by one massive step after another in regard to the
size of LLM networks and their training data. Ac-
tive utilization in industry (Marr, 2023) and edu-
cation (Brown, 2023) are already a reality, though
with growing concerns on the impacts on the work-
force and academic integrity. Fueled by the model’s
unprecedented popularity, accessibility, and power,
a niche industry of papers attempting to rigorously
investigate the abilities of ChatGPT — and the
GPT3/GPT3.5 family underlying it more broadly
— have materialized in short order. However, ef-
forts thus far have almost exclusively focused on
language-centric tasks (Liu et al., 2023). Filling
this gap, we explore GPT3.5’s abilities to “see” and

1An extended version of this write-up is available at:
https://arxiv.org/abs/2307.16806.

“draw” — critically, doing so without first summa-
rizing the inputs into a verbal description for the
model. Our vehicle in order to conduct this anal-
ysis is ASCII-art (AArt) (O’Riordan, 2014). Ul-
timately, GPT3.5 demonstrates noticeable visual
acumen. We uncover that GPT3.5 has subtly more
vision-related acumen than has been appreciated.

2 Related Work

Most work on ChatGPT has considered canonical
NLP problems (Zhang et al., 2023; Liu et al., 2023;
Zhong et al., 2023). As pointed out in (Liu et al.,
2023), ChatGPT’s diverse capabilities and acces-
sibility have fueled a deluge of papers exploring
its potential and limitations. The model has proven
performant in areas ranging from poetry (Cush-
man, 2022) to programming (Sadik et al., 2023) to
verbally-enabled room navigation (Joublin et al.,
2023). Within this space, most relevant to us are
efforts treating ChatGPT’s spatial reasoning, as
well as those exploring its integration into multi-
component pipelines geared toward text-based im-
age recognition, manipulation, or generation.

Both (Deshpande and Szefer, 2023) and (Zhang
et al., 2023) — examining, respectively, the net-
work’s performance in an introductory engineering
course and from surveying across the literature —
observed limitations in GPT3.5’s abilities to han-
dle “diagrams or figures” and to “perform spatial,
temporal, or physical inferences”. Muddying their
conclusions, however, are a subset of reported in-
stances where the network produced AArt— but
with major qualifiers of being rare and generic
enough to likely be rote memorization.

There have been attempts to integrate recent
GPT-family models into VQA (Yang et al., 2022;
Bongini et al., 2022; Si et al., 2023; Yang et al.,
2022; Chalvatzaki et al., 2023; Tiong et al., 2022;
Li et al., 2023; Huang et al., 2023; Mu et al., 2023;
Srivastava et al., 2023b), image generation (Yang
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et al., 2023; Maddigan and Susnjak, 2023; Nan-
wani et al., 2023; Qin et al., 2023; Todd et al.,
2023), graph analysis (ex., layout descriptions,
scene graphs, etc.) (Zhang, 2023; Wang et al.,
2023a; Guo et al., 2023; Shi et al., 2023; Zhu et al.,
2023; Bartolomeo et al., 2023), and in other prob-
lem settings where visual-content could play either
input or output roles (Shen et al., 2023; Wu et al.,
2023). The diversity of implementation-specifics
notwithstanding, the takeaways are largely the
same: these works either (1) prior to querying the
LLM, summarize context verbally or in a human-
readable data structure via different foundation
model specifically engineered for image-related
tasks or (2) modify the language models in ques-
tion to explicitly include visual knowledge, often
coupling this with additional training of parts that
are woven intimately into the LLMs. For our pur-
poses, adopting either strategy disqualifies a work
from bearing fully on our main question. That is,
many existing works simply “let GPT3.5 see” by
either modifying it to the point of being a funda-
mentally different model, or giving it a seeing-eye
dog (i.e., another foundation model that addresses
all the seeing and manipulation). Each of (Ye et al.,
2023), (Chen et al., 2023), and (Joublin et al., 2023)
examine GPT3.5’s spatial reasoning, navigation,
and interaction tasks, but yet again all exchanges
were mediated through verbal descriptions of the
world state and action space, though sparing the
use of a separate foundation model to produce the
words. We comment further on the nature of this
distinction in Appendix A.

The aforementioned aside, some substantive
works exist that somewhat resonate with our work.

Under the impetus of differentiating content gen-
erated by ChatGPT versus humans, (Wang et al.,
2023b) curated questions that emphasized the areas
where LLMs’ aptitude most differed — for better
or worse — from that of a human. Among the eight
tests considered, identification of AArt was one, ex-
posing a patent gap between human and ChatGPT
performance — 94% and 8% accuracy respectively
on 50 cataloged drawings. In addition to the limited
show-verbatim-and-describe nature of these trials,
we highlight that all samples came from a public
website existent for years before ChatGPT’s re-
lease, the ASCII Art Archive,2 risking membership
in GPT3.5’s training data; moreover, the images’

2https://web.archive.org/web/
20180305160309/https://www.asciiart.eu/.

online popularity may predate their inclusion in the
catalog. While 8% accuracy is not astounding, it is
not nothing; questions remain as to how much is
from memorization, actual recognition ability, and
random chance.

Under similar inspiration, the massive, collabo-
rative effort of the “BIG Benchmark” (Srivastava
et al., 2023a) showcases 204 diverse tasks exam-
ining language model’s capabilities. Three such
tasks nominally featured AArt, but all concerned
the recognition of text that was “rendered” in that
fashion. The only other germane task we saw was
the “text navigation game”,3 which featured a small
input grid containing an AArt “maze”, requiring the
models to verbally specify moves from the start to
the goal; no instances of “success” were observed
by any model for board sizes above 5-by-5, and
moreover the authors made reference to success
rates on smaller boards being on par with random
movement. Overall, we find a lack of sufficient
subtlety in the benchmark’s pertinent tasks, them
failing to be sensitive enough — at least as explored
— to detect all but the most obvious performance.
Furthermore, probing specific to evaluating vision
systems — such as robustness to rotation, noise
or translation — were not carried out, leaving in-
sights only at the high-level outcomes of the raw
tests. Both of these aspects help distinguish our
work from theirs, not to mention the fact that we
examine generation of visual content in addition to
its recognition.

Like us, (Dabkowski and Begus, 2023) study
capabilities of OpenAI’s GPT model family, ver-
sion 3.5 and 4 in their case,4 using a series of
prompts without additional training or system mod-
ifications. Their endeavor partially examined rudi-
mentary AArt produced to explore the models’ re-
cursive generation abilities — however, whether
this is a “visual” task or essentially an algebraic
computation is debatable. The authors note that cer-
tain examples displayed are likely memorized from
training data, but also point out (rightfully) that the
more exotic figures produced are less subject to this
concern. Either way, the concern underscores the
fact that their prompts for AArt did not (obviously)
impose novelty-constraints on the output, thus fail-
ing to rule out preprepared responses as “correct”

3https://github.com/google/BIG-bench/
tree/main/bigbench/benchmark_tasks/text_
navigation_game

4Note that GPT4 is not relevant to our focus since that
model was explicitly designed to include visual processing.
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outputs. In contrast, out experiments require re-
sponses to correspond with unique, freshly gener-
ated structures provided in our prompts, reducing
the feasibility of context-independent, pre-canned
responses passing scrutiny.

Finally, we remark on a certain degree of “folk
knowledge” about ChatGPT’s drawing abilities —
for instance (Wetrorave, 2022; Arora, 2022; Blocks,
2022). However, exchanges in this category di-
rectly featuring AArt (i.e., not code for diagrams,
etc.) were mostly sporadic acts, not systematic or
deep explorations. A theme throughout is the ap-
pearance of AArt of reasonable quality, but occur-
ring at inappropriate times in respect to the prompts
— hallmarks of shallow memorization, repeating
training examples without deeper, semantically-
meaningful interpretation or modification. As a
result, the casual consensus judges ChatGPT’s abil-
ities in this regard as poor. We endeavor to per-
form more rigorous analysis than the loose folk-
perceptions.

3 The ASCII-Art Used in Experiments

We use AArt of box diagrams (AADs) to nontriv-
ially probe GPT3.5’s vision-related capabilities.
We briefly share the inspiration for this particular
choice, since we believe the observations valuable:

First, we realized that AADs are used as illus-
trations in many settings — e.g., electrical-circuit
diagrams, placement charts, and flowcharts online.
Indeed, mini-languages like PIC (Kernighan, 1982)
exist to aid their creation, though manual drawing
is rarely difficult. GPT3.5 may therefore have a sub-
stantial amount of varied training data available for
these drawings, e.g., as part of Common-Crawl.5

Additionally, owing to their common role as a vi-
sual aids accompanying verbal descriptions, these
depictions likely have appreciable amounts of gran-
ular visio-lingual coupled data.

Second, we encountered quite promising results
during early investigations into ChatGPT’s ger-
mane abilities. In a trial, we requested drawings
of several town layouts, each with certain build-
ings and accompanying labels. Illustrations were
generated that matched our specification, a feat not
easily dismissed as mere memorization. Reason-
able success continued during additional requests
(e.g., for roads) that followed.

Following these leads, we have run experiments
featuring randomly generated AADs to gauge Chat-

5https://commoncrawl.org/big-picture/

GPT’s aptitude in typical vision-related tasks: con-
tent recognition despite changes due to rotation,
scale, “pixel” noise, and translation. If GPT3.5 can
handle these tasks, then it suffices to say it is not
entirely incapable of “doing well at AArt”, despite
impressions held in folk knowledge.

3.1 Generation of AADs

Our AADs start with a blank 24-by-24 character
canvas to which boxes are progressively added. Per
box, five values are needed: two values per lower-
left and top-right vertex — all constrained to stay
on canvas — and a name comprised of a single
ASCII alphanumerical character which is option-
ally displayed. A box is added after two-phases:
proposal then, as needed, rejection.

During proposal, a start position and length are
chosen for each axis independently, the former uni-
formly over the canvas, the latter via draw from a
Poisson distribution. Using λ = 8 for the Poisson
made reasonable illustrations with an appealing
variation in layout and complexity — for instance,
results can range from well-aligned rows of roughly
uniform boxes, to nested complexes arranged in a
scattered fashion. Lengths are required to be at
least 3 — the minimum to fit a name and boundary
lines — and are resampled until then.

In the rejection phase, we throw out boxes that
run off the canvas or overlap existing boxes. Addi-
tionally, to reserve space for potential names, we
reject boxes that are tightly nested in the corner of
another box. Upon rejection, we sample a new box
until either 1000 tries have failed or 14 boxes are
established, after which results go forward to the
next phase.

Having abstractly determined box placement, we
place characters to reflect it. We attempt reason-
able diligence in ensuring the network cannot cheat
through trivial illustration artifacts. As one pre-
caution, for experiments that require comparing
multiple AADs, each option has the same number
of each type of character present.6 Proposed AADs
that fail to have character counts matching earlier
drawings are rejected; we then make another gener-
ation attempt. To improve acceptance rates, we clip
box lengths post-draw to ensure that the number of
proposed characters never exceeds constraints.

Box boundaries are drawn using dashes ( “-”) for
the horizontal (x) length and pipe symbols ( “|”) for
the vertical (y) length. We considered adding “+” at

6An exception in some trials being added noise characters.
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vertices, but character-matching constraints would
then require all drawings to have an equal number
of boxes — a needless restriction on the possible
outcomes. Instead, corners are left unfilled.

By default, we pad the right-margin of the AArt
with spaces so that all lines are the same length,
the alternative having been to leave the right-edge
ragged. We choose this default since, on balance,
the added uniformity boosts our confidence that
any positive outcomes are not the result of leverag-
ing non-visible structure, e.g. a unique right-edge.
Also, we suspect that this provides the best chance
for the model to demonstrate any ability it truly
has, it not having to contend with additional envi-
ronmental instability.7

Names are drawn inside boxes in one corner se-
lected at random. Within an experiment trial, if
we show multiple AADs (e.g., in Section 4) each
drawing must use the same set of names, a fact also
requiring that the number of boxes in each picture
match. The assignment of names to boxes is ran-
domized. By default, names are not in AADs, since
lack of such identifiers should increase difficulty;
while we do not want to set the model up for failure,
we deemed this a reasonable difficulty-threshold to
start with for the inherently easier tasks (looking
ahead: image recognition versus generation) which
we can relax should the barrier prove too high to
detect anything non-trivial.

We overview our experiments next. In addition
to the below, we ran trials to verify that GPT3.5 was
performant at recognizing and generating provided
AArt verbatim; this sanity-check was of interest
since the LLM was not trained to handle large sec-
tions of such non-lingual content. Results for those
trials were near perfection and largely as hoped —
thus, to respect space, we limit their discussion to
this note.

4 Recognition Experiments

4.1 Setup

We ran experiments to gauge GPT3.5’s native im-
age recognition abilities. The model was given a
prompt displaying a reference AArt, followed by
a request to select from among three randomly-
ordered choices one depiction that corresponds to
the reference in a way matching the prompt. While
one can imagine trials where multiple options are

7I.e., if performance is good, we may have more trust
cheating did not occur, and if it is poor, we may have greater
confidence that the model categorically lacks those abilities.

based on the reference but only one corresponds
to the correct transform — for example, each be-
ing a different rotation, with the goal to find the
90°turn — it is imprudent to start with such added
difficulty. Overall, we are interesting in judging
GPT3.5’s ability to identify an image after it has
undergone typical vision-related changes — e.g.,
translation, enlargement, rotation, etc. If it is un-
able to succeed when only one option is derived
from the reference art, then it seems reasonable to
suppose having more derived choices would cause
performance to degrade even further.

Instructions: I am about to show you a reference ASCII-art
image, and then ask you a question about it in
relation to three choices -labeled choice A, choice B
, and choice C. Note that in each illustration, the
objects depicted are labeled with a unique name, which
consists of an alphanumeric character and which
appears inside the object they label next to one of
the object’s boundaries.
Your job is to do the following, in order:

(1) Describe the reference ASCII-art image.
(2) Describe each of the ASCII-art choices, A, B, and C.
(3) Describe how you would go about answering the question

posed about the ASCII-art images to determine which
choice is correct.

(4) Name which choice you believe is correct, only stating
the name of the choice and nothing else.

Reference ASCII-art Image:
```
[...]
```
Question: Which choice has ASCII-art that matches what the

reference ASCII-art would look like if we scaled the
reference ASCII-art to double of its size?

Choice A:
```
[...]
```

Figure 1: The prompt we used for recognition exper-
iments that featured scaling. AArt would be placed
where the bolded, bracketed ellipsis ([...]) are shown.
In the limits of space, we display only Choice A;
Choice B and Choice C follow the same pattern, going
to the end of the prompt. The highlighted text is only
present for experiments that label AADs with names.

Taking the cue from Chain-of-Thought (CoT)
Prompting (Wei et al., 2022), we asked the model
warm-up questions to facilitate examination of the
AArt provided, build up focus towards facets of the
depiction pertinent to the main query. See Figure 1.

Queries are issued once for each prompt us-
ing OpenAI’s API for gpt-3.5-turbo with no
additional context maintained between calls. Re-
sponses are drawn with a temperature of zero, since
the space of correct answers is small. Despite
this temperature, preliminary trials showed that
responses were meaningfully diverse, including
differences in response to the main question. We
query once per prompt since that suffices to pro-
duce the statistics of interest, and also avoids de-
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pendencies that would muddy interpretation.
Responses we received reliably had an-

swers located next to their corresponding sub-
question number, for instance, “(1) The refer-
ence looks like[...](2)[...](3) To determine which, I
would[...](4) The answer is Choice A because [...]”.
Basic string parsing (e.g. regular expressions) was
able to consistently extract the primary response
(i.e., which option corresponds to the reference);
see Appendix C for more comments in this regard.

In most cases, our prompts did not give any infor-
mation about the AArt’s content, either in terms of
the objects shown (boxes) or the meaning of char-
acters. For instance, in trials involving (geometric)
translation, we only ask which option matches the
target if it was shifted horizontally or vertically —
we do not indicate the amounts shifted. Additional
details are at Appendix B.

4.1.1 Matching After Translation
To test the model’s ability to match images after
translation, we embed our AArt into a larger canvas
and pick a random position for the inner-canvas’s
bottom-left corner. Specifically, the larger canvas is
48-by-48 and the offset is drawn from Uniform(Z∩
[0, 23]) for each dimension.8 We force the offsets
for the reference image and the correct choice to
be different, ensuring all queries are nontrivial. We
place no such constraints on the other choices.

4.1.2 Matching After Rotation
For rotation, we have the reference image un-
dergo a 90°clockwise turn. Early trials suggested
that this task is difficult, which is unsurprising
since the transform changes character locations
in a fashion atypical for prose. Attempting due
diligence in detecting any aptitude GPT3.5 has
for this task, we tried several settings of the
drawings’ side-length (s), maximum number of
boxes (B) and Poisson parameter (λ), specifi-
cally (s,B, λ) ∈ {(24, 14, 8), (15, 9, 5), (8, 5, 3)}.
These settings reflect scaling the values to 1.0 (the
default), roughly 0.6, and roughly 0.3; Table 1
refers to them as such. Under the same motivation,
trials were carried out with box names present.

4.1.3 Matching Despite Noise
Images commonly have pixel noise — small-scale,
random alterations that are neither attributed to ob-
vious geometric transforms nor are semantically

8GPT3.5’s tokenizer captures whitespace verbatim — e.g.,
newlines and multi-spaces are not substituted out.

impactful. Investigating GPT3.5’s robustness to
this ubiquitous phenomenon, we inject randomly
drawn characters into the AArt— both the refer-
ence and, sampled independently, each choice —
then ask the LLM to find the match. We use a small
set of otherwise unused ASCII special characters
as noise elements,9 and place them where spaces
initially were. By only replacing whitespace, we
ensure that a drawing’s main structures are unam-
biguously visible, preventing critical information
loss that could otherwise set the model up to fail.10

We use two noise levels: 0.04 — that for each
space, there is a 4% chance that it will be replaced
by a noise character — and 0.32. We repeat the
injection process until at least one noise character
is added. In combination with this, we experiment
with either the default padding (i.e., guaranteed 24
characters per line) and maximum number of boxes
(14), or with a ragged right-edge and at most six
boxes; this explores the performance impacts of
additional variation in token structure combined
with “less signal” due to fewer boxes.

4.1.4 Matching After Rescaling
Image recognition requires detecting a pattern de-
spite changes in its scale. To study this, we generate
AArt at half its typical size then decide to display
either the reference or the choices, but not both, at
double their initial size; the choice of which is a
parameter. The initial art generated has a 12-by-12
canvas, at most 7 boxes, and λ of 4; when enlarged,
the canvas is the standard 24-by-24 size. In addi-
tion to choosing the target of scaling, we examine
the impact of naming boxes, resulting in a total of
four different experiment settings.

4.2 Results

In Table 1, we list the observed accuracy for each
setting and α = 5% Clopper-Pearson confidence
intervals (CIs) on them. Random guessing would
have an expected performance of 33.3%.11 We see
that all raw observations exceed this measure save
one, and the majority of CIs are strictly above it.

While we did not made family-wise significance
corrections to the individual intervals, given the

9Specifically, chars in the set: {",@, *, ., ,}.
10Though a somewhat fanciful comparison, an analogous

requirement is that adversarial injections to modern CV sys-
tems do not, to humans, add overt changes (Eykholt et al.,
2018; Khalid et al., 2021).

11A one-sided hypothesis test based on our CIs would have a
significance-level of α/2, which is more conservative (rejects
the null less often) than a α = 5% test.
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12 independent CIs of α ≤ 0.05, the probability
that three or more fail to contain the parameter is
less than a threshold of 5% (in fact < 2%); this
and the fact that 7 CIs are strictly above 1

3 — the
performance if purely guessing — support the idea
that the figures are not purely the outcome of guess-
ing, aiding the notion that GPT3.5 does have some
acumen for distinguishing between AADs.

We observe an appreciable performance boost
for translation, which we speculate results from
prose often being indented, thus making it likely
that the training set had many pertinent examples.
Also, for English, whitespace rarely carries seman-
tic value, thus making it more obviously ignorable.

Our results also do suggest that, all else equal,
recognition is aided by the presence of names and
more boxes with uniform padding to the right mar-
gin — however, this should be taken with reser-
vation, since the CIs overlap in the comparisons.
With a similar caveat, performance degrades with
higher noise levels, as one would expect, while
(less reservedly) AAD size does not obviously im-
pact accuracy on rotation. Additionally, we notice
that when the choices in the rescaling-trials are
enlarged, the raw performance drops, though com-
parable CIs continue to intersect.

E
xp

.

Params
GPT3.5 Acc. (%) Sample

SizeObs. CI, α = 0.05

R
ot

at
. scaling: 0.3 34.0 [ 29.4, 38.9 ] 397

scaling: 0.6 35.2 [ 30.5, 40.1 ] 395
scaling: 1.0 34.5 [ 29.8, 39.4 ] 397

Tr
.

— 90.5 [ 87.2, 93.2 ] 399

Sc
al

e

ref., -name 39.6 [ 34.8, 44.7 ] 396
ref., +name 42.4 [ 37.5, 47.4 ] 401
cho., -name 31.5 [ 27.0, 36.3 ] 400
cho., +name 38.0 [ 33.2, 43.0 ] 400

N
oi

se

0.04, +pad. 44.0 [ 39.0, 49.0 ] 398
0.04, -pad. 42.1 [ 37.2, 47.1 ] 399
0.32, +pad. 40.5 [ 35.6, 45.5 ] 398
0.32, -pad. 39.9 [ 35.0, 44.9 ] 396

Table 1: Results for recognizing AADs. + or − indicate,
respectively, presence or absence; “pad.” stands for padding
and “name” for names. In the parameters, “ref.” indicates the
reference was shown at 24-by-24 scale and the options where
12-by-12, while “cho.” means the reverse assignment of sizes.
For noise trials, 0.04 and 0.32 indicate the noise level.

5 Generation Experiments

We examine GPT3.5’s ability to generate AArt,
tasking it to transform input images as specified.

5.1 AArt Used and Queries Issued

To access the model’s AArt generation abilities
while anchoring to something we can access, we
follow a modification of the prompt-with-image-
reference scheme detailed in Section 3.1 and 4.1,
using the same process to form the references.
Again leveraging CoT reasoning, we issue warm-
up questions leading to the ultimate request. We
tried to avoid revealing excessive, step-by-step in-
structions in order to better gauge the degree to
which GPT3.5 already had a notion of what our
queries involved; nonetheless, some transforms re-
quired more details than others to be specified un-
ambiguously and in reasonably pithy ways. See
Appendix D for the prompts used in this section.

Before proceeding, we detail the parameters
used in generating experiments. In contrast to most
earlier probing (e.g., Section 4), all AADs in this
section contain name labels. This was motivated by
the belief that (1) the generation task is inherently
harder than the recognition task, and (2) providing
names to anchor and minimally queue GPT3.5 as
to structure would reduce the chance of “missing
interesting behavior” by setting the LLM up for
failure (i.e., starting with unnecessary difficulty).
For translation we asked the model to return the im-
age without the extras spaces (we explicitly stated
it this way), and for the rescaling-trials, we dis-
played a half-size image and tasked the model to
scale it up by two. Noise trials were conducted at
the 0.04 level with padding retained, and rotations
were done at size 1.0; see Table 1. Unlike in the
recognition experiments, we informed GPT3.5 of
what characters were non-noise, as can be seen in
Figure 3c.

As before, the network’s output was consistently
structured well enough to extract content automat-
ically with simple string parsing and lightweight
heuristics. More details are in Appendix C.

In order to get a sense of GPT3.5’s behavior on
these tasks, we manually examined outcomes from
randomly generated queries for each of the trans-
forms under analysis. While we considered judging
“correctness” with more ridged and mechanical ap-
proaches,12 we observed that GPT3.5 did not sim-
ply fail or succeed at tasks, but appreciably often
generated content along an orthogonal axis, where
the outputs were not wrong per se, but also were
not quite what we envisioned. Notwithstanding

12Ex: AuROC of a simple model’s distance measure be-
tween generated content, expected results, and alternatives.
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refinements to the prompts we attempted to narrow
conceivable ambiguity after observing this behav-
ior during preliminary investigations, the potential
for meaningful nuances warrants the examination
by a reasonably context-informed human.

In the rest of this section, we summarize the out-
comes on 30 randomly selected queries per trans-
form, and attempt to give a sense of successes,
difficulties, and curiosities. As with the recogni-
tion experiments, our focus will be on the final
outcome, which here is the AArt returned by the
network, not the verbal responses provided in re-
ply to our CoT prompting preceding it. Figure 2
shows examples of middle-grade outcomes from
each of the experiments we run; they are neither
the best nor the worst instances observed, but are in
the representative “middle”, illustrative of general
trends.

5.2 An Overall Trend: No Hallucinations
Across our experiments, we observed that GPT3.5
did not invent nonexistent box names; for some ex-
periments, while names may be lost, there did not
appear to be “hallucinations” (Ji et al., 2023) where
names not present in the reference were newly
added. In respect to entire boxes, while some trials
showed duplication or templating from the refer-
ence content (ex, Figure 2a), boxes by and large did
not seem invented whole cloth. Given general con-
cerns of LLMs concocting answers, this “honesty”
in respect to the reference is worth noting.

5.3 Translation Trials
On the whole, translation results showed a mixed
success, instances spanning from near perfection,
to irrelevant output, and everywhere between. Only
8 cases had seemingly random code or prose mixed
with the art, of which only 3 had images failing
to clearly reflect the reference. Most commonly,
excess whitespace on the periphery was trimmed,
as desired. This success was tempered by certain
“failure modes,” namely loss of boxes, distortion of
inner-distances, or muddling of box boundary align-
ments. In all such cases, remnants of the reference
image remained clearly visible, with a minimum of
one to two boxes intact. Finally, we noted 3 results
very close to perfect, preserving the boxes almost
exactly (a few boundaries were mildly misaligned)
and performing close to the full translation desired
(all having ≤ 2 extra left-aligned spaces), while
2 others retained the image structure, but kept ex-
cess left-padding. Overall, while the network was

not spot-on completing this task, some nontrivial
achievement of the visual manipulation requested
was witnessed.

5.4 Noise Trials
Over the 30 noise trials studied, results tended to
be reasonable but incomplete or mildly flawed. As
to reasonableness, unlike the “squashing” or loss of
boxes that occurred in a number of translation trials,
the result boxes aligned with the reference, save
a minority of rows that on occasion were visibly
shifted, more often left than right; this shifting is
predominately responsible for the “mild flaws” we
saw. Another type of mistake was the removal of
box names in addition to noise characters: only 1
occasion had all names removed, but 20 instances
had at least one name missing.

As to the removal of noise characters, we ob-
served the following: We did not see any example
where all noise characters were removed, though
there was at least one case where the input was
cleaned of all such marking (originally 16 char-
acters) and retained only one. Every observed
instance removed at least some of the undesired
characters. No case that we saw added more noise
than was originally present, and moreover the strict
subset of noise remaining was located in the same
position in the result as the original, save a handful
of cases where the entire row was shifted one space
left or right. The treatment of undesired charac-
ters did not obviously correlate with the type of
noise character, location in the image, or whether it
shared a row or column with other noise characters.

Taken together, this consistent decrease of noise
in an image while failing to totally remove it causes
us to label the outcomes as “incomplete.” In light
of the amount of structure retained while noise
is reduced, however, a reasonable interpretation
suggests GPT3.5 does not lack all prowess here.

5.5 Rescaling Trials
The 30 rescaling-trials we scrutinized were di-
verse and, of our experiments, most subject to the
moniker “not wrong per se, but not what was ini-
tially envisioned.” Indeed, it was these experiments
that initially lead us to more fully appreciate the
modalities of pronounced, arguably-correct behav-
ior that would otherwise be underappreciated by
more rigid, narrowly focused analysis.

We rarely saw instances where images were
scaled by exactly double. GPT3.5 did display, how-
ever, a consistent ability to enlarge images along at
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(a) Scaling (b) Noise (c) Rotation (d) Translation

Figure 2: Representative, middle-grade examples of results generated by GPT3.5. The subcaptions indicate the
trial from which an example is drawn. To make visible any patterns on the right-edge, we add gray blocks at
the line endings. Individual spaces are distinguished with gray under-brackets. For 2b, we highlight the noise
characters in yellow to ease interpretation.

least one axis or “enlarge by doubling” the picture
in reasonable but unexpected ways. In the case
of the first, we note that precise arithmetic is ap-
preciated as difficult for NLP LLMs. Exactness
notwithstanding, within an image, one axis gener-
ally grew while the other was kept the same size. 13

The fact scaling occurred along either axis, some-
times vertically and sometimes horizontally (and

13In fairness to the model, we did accidentally use the sin-
gular form of “axis” in our prompt (see Figure 3d), whereas
we meant the plural “axes” — the rest of the query’s language
hopefully conveyed what we intended despite this oversight.

certainly at times both), is of some interest since
GPT3.5 was trained mostly on languages that are
read horizontally; that said, horizontal expansion
appeared more frequent. Results appreciably often
had a mix of boxes that were enlarged and those
that retained their original size. Reductions in size
were rare. This mix of behaviors across (and at
times within) the instances leaves us uncomfort-
able commenting on the prevalence of each mode,
beyond noting that each occurred appreciably often,
except for the rarity of shrinking.

Consecutive repetition of names was common,
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either horizontally (most prominent), vertically, or,
at times, in a rectangular patch within their box. 19
cases exhibited this phenomena. Name repetition
tended to coincide with growth by the correspond-
ing box. Speaking on an opposite phenomena, 15
instances lacked at least one name from the input —
though not always lacking the corresponding box
(which would be displayed without its label). Of
these, only 7 were missing more than one name,
with an observable skew towards lower counts of
names missing.

As alluded to, a common modality of expansion
was to repeat reference boxes, most frequently do-
ing so in some structure-informed way (e.g. same
inner-distances to copied landmarks, not thrown
in haphazardly). For instance, content could be
copied and translated straight down or across. Re-
latedly, 5 instances of the 30 featured repetition
of characters until the context window end, either
repeating boundaries of boxes that extended indefi-
nitely downward or as a subset of the boxes tessel-
lated. Of these, all but one was missing a box label;
that is, they contributed 4 to the aforementioned 15
where the outputs had certain names absent.

Only a handful of times (≈ 3) did the output
seem largely divorced from the structure and nam-
ing of the input. Name placement in the outputs
roughly matched the reference in respect to rela-
tive positioning; similar can be said of the boxes,
though it appeared their size and absolute location
varied more. All unforeseen nuances weighed, it is
fair to say that certain substantive visually informa-
tion was retained in the typical case, as visible in
Figure 2a.

5.6 Rotation Trials
In this setting, we found two undesired modes to
comprised virtually all instances, and the remaining
handful not being more successful: 1. repetition
of boundary marks until the end of the context
window, at times preceded by a few boxes that
appeared to be copied from the reference image,
2. some shuffling of content — primarily names
among structure that otherwise was a copy of the
reference. Case 2 had subcases which seemingly
contained content flipped over an axis (ex: Fig-
ure 2c), though it is unclear what extent that holds
for most instances, and may be apophenia. An-
other fairly common subcase, accounting for 8 in-
stances, was that names were moved, though the
boxes present (shapes and positions) matched the
input. 11 instances fell into case 1, displaying a

large quantity of repeated vertical or horizontal box
side-markers.

In an appreciable chunk of cases (perhaps a
non-simple majority) box naming underwent some
changes that might constitute a partially successful
flip, or two such flips along perpendicular axes;
while we believe there is enough evidence to not
dismiss the idea, future work is necessary to move
it outside of speculation. Names did not appear to
be consistently moved to destination boxes whose
distance from the image boundary was qualitatively
similar to the origin box’s boundary distance in the
reference; e.g., names from toward the center some-
times were moved to boxes touching the borders
and vice versa.

Ultimately, we did not deem a single result of the
30 to be totally or largely a correct rotation. This
is not surprising: neither the poor performance ob-
served in the recognition experiments for rotations
nor preliminary analysis we conducted during de-
velopment provided fuel for optimism. This all
said, a comfortable majority of the time we ob-
served that substantial visual substructures were
preserved, and moreover that the model made some
attempt to shuffle or alter the image while preserv-
ing its rough scale and origin.

6 Conclusion

Drawing inspiration from the comprehension we’d
expect an intelligent agent to possess across mul-
tiple signal modalities, in this work we examined
GPT3.5’s aptitude for visual tasks, where the in-
puts featured diagrams rendered as ASCII-art. In
sharp contrast to the large majority of prior works,
we made no attempt to overtly distill the image
content into a lingual summary. We conducted ex-
periments analyzing the model’s performance on
image matching tasks after various transforms typ-
ical in visual settings, as well as tasks requesting
such transforms be generated. In each of these cat-
egories of experiment, we found that while GPT3.5
had room for notable improvement, results sug-
gested it was not totally lacking in regard to vi-
sual and pictorial aptitude. Given that GPT3.5 is
a model nominally trained on text-only input, we
were pleasantly intrigued by these outcomes.

7 Limitations

We have not investigated the mechanisms by which
ChatGPT achieves any visual performance. While
we considered ways the LLM could “cheat” when
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we were constructing the experiments, that was
as an attempt to diligently weed out artifacts and
confounding factors. In respect to how GPT3.5 ac-
tually operates, we provide few insights into what it
actually does to “compare between images”, what
it “pays most attention to” while “deciding”, or
“looks at” while “drawing boxes”. These are all
interesting avenues of future work, for which ide-
ally we would conduct additional controlled exper-
iments and, OpenAI’s API then permitting, apply
some of the latest methods of XAI (Explainable
AI, (Gunning, 2019)) available. Considering the
initial motivation of this work, resources available,
and space to discuss, establishing that this is even
a direction of potential interest is progress over
previous perceptions.

As to our tests, more are possible and could pro-
vide additional insights. For instance, one could
study whether GPT3.5 can identify subset relation-
ships between boxes, or identify matches despite
perturbing internals positions slightly (distortions,
etc.); while we believe that our selection of experi-
ments hit on the primary axes of consideration, cer-
tainly there exist additional minor axes over which
experiments can be considered to ensure GPT3.5
behaves as expected.

Additional types of trials aside, those already in
existence could be extended to probe further into
the landscape of the network’s performance. For in-
stance, in the recognition trials, only one answer is
based on the reference image, all others are freshly
generated; one could consider circumstances where
multiple choices are based on the reference and the
network must select which corresponds to a particu-
lar transform — e.g., rotated a half turn left instead
of a half turn right. As we discussed, part of our
aim was to undertake experiments that were sensi-
tive to any visual acumen GPT3.5 did possess, so
the modifications would be worthwhile, but risked
missing the phenomena of interest had we under-
taken them instead of the arrangement used. Now,
having established that —in contrast to general per-
ceptions — there may be something of interest to
study in this space, these additional experiments of
added difficulty may provide additional insights as
to the extent of GPT3.5’s visual understanding.

In regard to our examination of AADs the model
generated, we took strides to provide numeric de-
scriptions as frequently as possible, while also pro-
viding what we believe is worthwhile, level-handed
qualitative analysis. As we remarked in the text, we
had weighed using a more cut-and-dry approach,

such as training a classifier to distinguish between
the generated results, the expected results, and
some other, “negative” class. Such results could
perhaps be an interesting complement to what we
present, but would not be superior to them. Of
particular concern is that much of the nuance we
wished to expose may have been too easily missed
by generic automated evaluation. That said, we
recognize that such material could provide benefits
in respect to exactness, digestibility (for readers),
and quantifiable summarization.

In potential contrast to automated means, it may
be possible that more nuance could be had with hu-
man trials, particularly by leveraging a comprehen-
sive series of survey questions (in contrast to just
manually performed image matching tasks, say).
In particular, gathering detailed impressions from
neutral arbiters as to the qualitative properties of
outcomes would help further gauge GPT3.5 suc-
cessfulness (rare as such surveys may be for access-
ing image generation systems ). Outside of that,
arrangements similar to blind A/B-testing could
be performed where, given a pair of AADs pre-
pared by some variety of means — separate random
draws, input and results from GPT3.5, and perhaps
other near-alternatives — must select how they re-
late (rotation, scaling, unrelated, etc.); this however
runs into the issue of missing subtly, hence the sug-
gestion for more detailed and expansive surveying.

Finally, while the data we generated to perform
analysis has many merits, certainly there are lim-
itations. Most obviously, the data is ultimately
patterned after the shared, fundamental structure
of AADs. In the same spirit of exploring the space
over which GPT3.5 is visually performant, more
varied datasets could be used, which would also
boost confidence that outcomes are not special to
our setting. Risk of the model secretly exploiting
artifacts and biases specific to the generative pro-
cess should be borne in mind, particularly since
we mechanically generate our data.14 This all said,
however, works like (Ribeiro et al., 2016; Khalid
et al., 2021) and (Eykholt et al., 2018) show that
even “more respectable” CV systems and datasets
are subject to similar categories of concern, if not
comparable degrees of it.

14It is possible that the degree of hesitation one has should
also correlate with the size of the AADs used, however we are
not yet promoting that stance.
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A Additional Comments In Regards to
the Gap in Ability Between Utilizing
Verbal Summaries of Images and
Being Able to Directly Process Images

Handling symbolic structures that happen to be
derived from spatial data may be more akin to an
“algebraic computation” than “visual understand-
ing” (using those phrases connotatively if not a firm
distinction). For instance, from group theory alone,
one knows that applying a transformation T fol-
lowed by -T results in the identity. It may well be
that T is translating a triangle 10 meters left and -T
moves the same distance right; an LLM could con-
clude that T then -T results in no change completely

divorced from whatever T is meant to represent. In
that process, though, the model wouldn’t necessar-
ily know how vertices of the triangle move over
the course of the transformation — and moreover,
it doesn’t mean that the model could derive the
vertices from a bitmap image, or even be able to
recognize a triangle in the picture. T and -T could
just as well be depositing then withdrawing money
from a bank account. The LLM may be able to
handle the high-level summary of what an image
contains, but by the time such a description is pro-
duced, much of what makes it a visual problem is
already treated. As a historical footnote, popular
perception about the difficulties symbolic AI had
for processing raw visual input (e.g., Moravec’s
Paradox) bolster the position that this gap is not
to be taken for granted; see, for instance, (Brooks,
1991; Moravec, 1993; Sutton, 2019) for a couple
critical takes.

B More Details About Information We
Provide in Prompts for Recognition
Experiments

As noted, in general we keep the details of what we
inform the model of in the AADs to a minimum.
In the following circumstances, we provide a few
more words which may reveal additional — albeit
minimal — aspects of the AAD: 1. When names
are used: We indicate names are alphanumeric and
occur on the inside boundary of objects. 2. Noise
trials: We explicitly refer to “boxes” being present.
We do not indicate what characters comprise them
or the noise. 3. Size trials: We specify whether
the choices are scaled up or scaled down in respect
to the reference.

C Regarding String Parsing to Extract
Content

For recognition experiments: Basic string parsing
(e.g. using regular expressions) was able to consis-
tently extract the primary response (i.e., which op-
tion corresponds to the reference); our code flagged
instances of unexpected content and separated them
for manual review, but ultimately that only trig-
gered seven times out of several thousand cases;
in light of their minimal impact, we ultimately
disregarded them, finding that the benefit of their
use was outweighed by the added methodological
cleanliness.

For generation experiments: In preliminary tri-
als, we found that a fraction of the time GPT3.5
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would reply to our prompt solely with text15 or
other non-AArt content. In order to ease planned
downstream analysis, we opted to add a lightweight
mechanism for detecting such cases and reissuing
the query. The heuristic deployed checked that the
response was at least of minimal feasible length to
contain an image and at least one arrangement of
characters that looked like a potential box corner
(i.e., “-” on one line, “|” adjacent on a line above
or below).

The illustrations we share were extracted with a
two-step, heuristic process: (1) return the content
in the last pair of triple back-ticks (“‘‘‘”) present
in the output, (2) if the first option does not ex-
tract content seemingly containing a box16 return
everything after the last line holding at least two
consecutive alphanumeric characters. The second
step, when invoked, aims to cut out anything that
may loosely look like text/words. We consider the
lack of human effort in the extraction process to be
both convenient and reassuring, the latter as it miti-
gates concern over human biases impacting output
characteristics like tabbing or presence of excess
whitespace margins.

D Prompts Used for AArt-Generation
Trials

15A paraphrased example of those occasional replies: “I’m
sorry, but as an LLM, I can’t process ASCII-art.”

16Using the method of the prior paragraph.

2076



Instructions: I am about to show you a reference ASCII-art image, and then ask you questions about it and a task you must
complete. The questions are numbered 1, 2, and
3, and the task is indicated separately. The ASCII-art depicts a collection of boxes, some of which may be nested inside
of other boxes. Note that in the ASCII-art, each box depicted is labeled with a unique name, which consists of an
alphanumeric character and which appears in one of the box's corners.

Reference ASCII-art Image:
```
[...]
```

(a) Preamble text with overview of the tasks GPT3.5 is requested to complete, followed by the placement of where ASCII-art
would be, as indicated by the bolded, bracketed ellipsis ([...]). The bolded, italicized text in the preamble is substituted with “3
and 4,” whenever the experiment involves four such questions.

[...Preamble from Figure 3a...]
Your job is to do the following, in order:

(1) Describe the reference ASCII-art image.
(2) What would you do in order to form a piece of ASCII-art that matches what the reference ASCII-art would look like if it

had no blank areas at the top of it and no empty left margin? That is, how would you change the reference ASCII-art to
look like it was translated so that there was not unneeded empty space around it (while preserving all internal spacing
and structured)?

(3) What would the reference ASCII-art look like if it had no blank areas at the top of it and no empty left margin? That is,
what would the reference ASCII-art look like after it has been translated so that there was not unneeded empty space
around it?

Task: Provide ASCII-art that matches what the reference ASCII-art would look like if it was translated to have no blank areas
at the top of it and no empty left margin. That is, show a modified version of the reference ASCII-art that has been
translated so that there is no unneeded empty space around it (while preserving internal spacing and structure).

(b) Prompt used for trials of generating image translations.

[...Preamble from Figure 3a...]
Your job is to do the following, in order:

(1) Describe the reference ASCII-art image.
(2) In the reference ASCII-art, the only characters that should be present are ``|'', ``-'', alphanumeric characters, or

whitespace. All other characters are noise that should not be present. List what characters are present in the reference
ASCII-art that are noise.

(3) How would you remove noise from the reference ASCII-art so that only the characters that should be there are present?
(4) What would the ASCII-art look like if each character that is noise was replaced with a single space character?

Task: Provide what the reference ASCII-art would look like if you remove the noise and only leave the characters that should
be present. Any single character you remove should be replace by a single space character.

(c) Prompt used for trials of generating de-noised versions of reference images.

[...Preamble from Figure 3a...]
Your job is to do the following, in order:

(1) Describe the reference ASCII-art image.
(2) What would you do in order to form a piece of ASCII-art that matches what the reference ASCII-art would look like if it

was scaled up to double the size?
(3) What would the reference ASCII-art look like if it was enlarge by a factor of two? That is, what would the reference ASCII

-art look like if it was made twice as large?

Task you must complete after answering the questions: Provide ASCII-art that matches what the reference ASCII-art would look
like if we scaled the reference ASCII-art to double its size. That is, produce ASCII-art that has axis which are double
the length of the reference, and which the images shown are enlarged respectively.

(d) Prompt used for trials of generating enlarged copies of images.

[...Preamble from Figure 3a...]
Your job is to do the following, in order:

(1) Describe the reference ASCII-art image.
(2) What would you do in order to form a piece of ASCII-art that matches what the reference ASCII-art would look like if it

was rotated 90 degrees clockwise? That is, what you you do in order to depict the reference image after a quarter-turn
clockwise?

(3) What would the reference ASCII-art look like if it was rotated 90 degrees clockwise? That is, what would the reference
image look like after a quarter-turn clockwise?

Task: Provide ASCII-art that matches what the reference ASCII-art would look like if it was rotated 90 degrees clockwise. That
is, show the reference ASCII-art after it has been rotated a quarter-turn clockwise.

(e) Prompts used for trials of generating image rotations.

Figure 3: Prompts Used for AArt-Generation Trials. By the nature of the generation task compared to recognition,
some trials required more information be specified in the prompt to more narrowly specify the set of assemble
outcomes. Compare, for instance, to the overview provided in Section 4.1 and Appendix B.
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