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Abstract

Contrastive learning has demonstrated promis-
ing results in unsupervised abstractive summa-
rization. However, existing methods rely on
manually crafted negative examples, demand-
ing substantial human effort and domain knowl-
edge. Moreover, these human-generated neg-
ative examples may be poor in quality and
lack adaptability during model training. To
address these issues, we propose a novel ap-
proach that learns trainable negative exam-
ples for contrastive learning in unsupervised
abstractive summarization, which eliminates
the need for manual negative example design.
Our framework introduces an adversarial opti-
mization process between a negative example
network and a representation network (includ-
ing the summarizer and encoders). The nega-
tive example network is trained to synthesize
hard negative examples that are close to the
positive examples, driving the representation
network to improve the quality of the gener-
ated summaries. We evaluate our method on
two benchmark datasets for unsupervised ab-
stractive summarization and observe significant
performance improvements compared to strong
baseline models.

1 Introduction

Abstractive summarization is the task of generat-
ing concise summaries that potentially contain new
phrases or sentences while preserving the core in-
formation of the source documents (See et al., 2017,
Rush et al., 2015; Liu et al., 2022b; Nallapati et al.,
2016). Abstractive summarization systems could
be deployed in various applications such as news
headline generation. Due to the challenge of col-
lecting massive and high-quality parallel data (i.e.,
document-summary pairs) for training, it is increas-
ingly important to study unsupervised abstractive
summarization, which is especially valuable to un-
common domains and languages without sufficient
labeled data (Liu et al., 2022a).

... A new meme was born last night, once
again at the expense of Miami Heat star for-
ward LeBron James. The meme, #LeBron-
ing, is flooding social media in response
to James being carried off of the court in
the waning minutes of the first game of
the NBA Finals...Jordan famously played a
game in the 1997 NBA Finals while suffer-
ing from influenza, winning the game ...

Document

... A new meme was born last night, once
again at the expense of Miami Heat star for-
ward LeBron James. The meme, #LeBron-
ing, is flooding social media in response
to James being carried off of the court in
the waning minutes of the first game of
the NBA Finals.. Jerdan-fameusly-played-a
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Negative
Example

Twitter and other social media exploded
with mentions of #LeBroning following
Thursday night’s loss to the San Antonio
Spurs. James claimed that he was expe-
riencing cramping in last minutes of the
game...

Gold Sum-
mary

Table 1: An example (generated by deleting a random
sentence from the source document) that is considered
as a false negative example by all three annotators, since
the deleted sentence is not important for the source
document and summary.

Therefore, several models have been proposed
for unsupervised summarization without the need
for paired training data (Baziotis et al., 2019; Yang
et al., 2020; Wang and Lee, 2018; Zhuang et al.,
2022; Laban et al., 2020; Liu et al., 2022a; Schu-
mann et al., 2020; Zhou and Rush, 2019). The re-
cently proposed method SCR (Zhuang et al., 2022)
applies contrastive learning in unsupervised ab-
stractive summarization with outstanding perfor-
mances. The model is trained to generate sum-
maries and then to pull the summaries and posi-
tive examples in the semantic space while push-
ing away the summaries and negative examples,
aiming to make the summaries preserve the key
information. These negative examples in SCR are
generated under some hand-crafted rules (e.g., in-
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sertion, deletion, replacement, entity swap). How-
ever, we notice that: (1) it requires human efforts
and domain knowledge to design these rules. (2)
the negative example generation rules in SCR could
possibly generate low-quality negative examples
or even false negative examples. For instance, as
shown in Table 1, it may delete the non-essential
or irrelevant sentences of the positive examples to
create the negative examples, which would still be
semantically the same as the positive examples. To
further demonstrate this issue, we conduct a human
evaluation to identify true or false negatives in SCR
(details in Section 4.4) and show that only 25% are
labeled as true negatives. These negative exam-
ples could confuse the model and hinder effective
training by pushing apart the semantically similar
examples. (3) Increasing the hardness of the neg-
atives over the training process could improve the
performance of contrastive learning (Wang et al.,
2021). However, the rules in SCR are predefined
and unchangeable, making the negative examples
not adaptive to the model during the training. The
adaptability would lead to a better and more robust
match of positive pairs against negative pairs (Hu
et al., 2021).

We are motivated to address these issues in
(Zhuang et al., 2022) by taking advantage of hard
negative examples, which are a type of true nega-
tive examples that are difficult to distinguish from
the anchor (Robinson et al., 2021). Hard nega-
tive examples could help the model to capture the
semantic similarity and thus improve the model
performance (Xuan et al., 2020). Instead of us-
ing the hand-crafted rules, we propose to learn the
trainable hard negative examples in an adversarial
manner, where the negative examples are trained
to be hard and diverse to improve the quality of
the generated summaries. Specifically, we train
two networks: (1) Representation Network, includ-
ing the summarizer and encoders; and (2) Negative
Example Network to synthesize hard negative ex-
amples for contrastive learning. Two networks are
optimized alternatively. The representation net-
work is optimized to minimize the contrastive loss,
which minimizes the semantic distances between
summaries and positive examples while maximiz-
ing that between summaries and negative exam-
ples. The negative example network is trained
as "counter-contrastive learning" to maximize the
contrastive loss by generating hard negative exam-
ples. The hard negative examples from the negative
example network drive the representation network

to improve the quality of summaries. Also, the syn-
thesized hard negative examples could be adaptive
to the representation network over the training.

The main contributions of this paper are summa-
rized as follows,

* To the best of our knowledge, this work is the
first attempt to study the problem of trainable
hard negative examples in contrastive learning
for unsupervised abstractive summarization.

* We propose a negative example network to
generate hard negative examples adversarially
in contrastive learning for unsupervised ab-
stractive summarization.

* The experiment results demonstrate the effec-
tiveness of our proposed methods, showing
that the proposed method outperforms the cur-
rent unsupervised summarization models in
two benchmark datasets.

2 Related Work

2.1 Unsupervised Abstractive Summarization.

Recently, unsupervised approaches for abstractive
summarization have been attracting increasing at-
tention. Baziotis et al. (2019) and Wang and Lee
(2018) learned to reconstruct the source inputs
while the intermediate sequences serve as the out-
put summaries. Two language models were pro-
posed in Zhou and Rush (2019), where one en-
forced contextual matching and the other one tar-
geted domain fluency. Schumann et al. (2020) used
a hill-climbing algorithm for unsupervised sentence
summarization with word extraction. Following
Schumann et al. (2020), Liu et al. (2022a) trained
an encoder-only non-autoregressive Transformer
for summarization, which has also improved the
inference efficiency. Yang et al. (2020) presented
to pretrain with lead bias and fine-tuning on the
target domain. Laban et al. (2020) aimed to opti-
mize the summarization model for the important
properties of a good summary: coverage, fluency
and brevity. Three neural models were hence pro-
posed to generate and evaluate the summaries. In
Zhuang et al. (2022), a contrastive learning-based
framework was proposed for unsupervised sum-
marization, while the model was trained to output
summaries that match the source documents seman-
tically. We notice the negative examples generation
strategies in Zhuang et al. (2022) are not always
optimal and thus aim to improve the performance
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Figure 1: The overview of the proposed framework for trainable hard negative examples in contrastive learning for
unsupervised abstractive summarization. The representation network includes the summarizer and the encoders.
The negative example network is trained to generate hard negative examples for the representation network. The
GAN loss (details in Section 3.3.3) has been omitted here for simplicity.

of contrastive learning for unsupervised abstractive
summarization.

2.2 Hard Negative Examples.

Hard negative examples are shown to be effective in
improving the performance of contrastive learning
(Kalantidis et al., 2020; Xuan et al., 2020; Robin-
son et al., 2021). The authors in Kalantidis et al.
(2020) uncovered that harder negative examples
are helpful for better and faster learning, and thus
proposed to synthesize hard negative examples in
feature space for contrastive learning. For object
detection, Lin et al. (2017) proposed a novel focal
loss term to down-weight easy examples so that the
model training would focus more on hard examples.
Wang and Gupta (2015) used hard negative mining
to learn more robust visual representations from un-
labeled videos, where the top- K negative examples
with the highest losses were selected for training.
An Adversarial Contrast model was presented in
Hu et al. (2021) to generate hard negative exam-
ples in an adversarial manner, which pushes the
negative examples close to the positive queries. In
Wang et al. (2021), the authors trained the model
to generate hard negative examples for unpaired
image-to-image translation with an adversarial loss.
Inspired by Hu et al. (2021); Wang et al. (2021),
we introduce the adversarial method to synthesize
hard negative examples for contrastive learning in
unsupervised abstractive summarization.

3 Methods

3.1 Preliminaries

We begin by having a brief introduction to the
method SCR proposed in Zhuang et al. (2022),

which applies contrastive learning for unsupervised
abstractive summarization. In SCR, the summa-
rizer first generates a summary given the source
document, and then the model is trained with the
contrastive encoder with contrastive loss:

<eXp(COS(V§, Vc+)/7))
(exp(cos(vs,vc+)/7') )

+ " exp(cos(vg, v )/T)

C

¥ = —log

)

ey
where 3, ¢, ¢~ are the generated summary, pos-
itive example and negative example respectively;
V3, Vo+, V.- are their representation (encoded by
the contrastive encoder) correspondingly; exp(+) is
the exponential function and cos(+, -) is the cosine
similarity function; 7 is the temperature.

The model is updated by minimizing the con-
trastive loss, which results in maximizing the sim-
ilarity between the summaries and positive exam-
ples against the negative examples. The source
document is considered as the positive example,
while various human-designed strategies have been
proposed to generate negative examples, such as
sentence insertion, deletion, replacement, or en-
tity swap of the source document. However, these
strategies demand manual effort and can yield low-
quality negative examples. Thus instead of using
hand-crafted strategies, we aim to leverage the hard
negative examples generated from a trainable net-
work to perform more effective contrastive learning
for unsupervised abstractive summarization.

3.2 The Proposed Model

As illustrated in Figure 1, the framework of the pro-
posed model includes the representation network
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‘R (including the summarizer and encoders) and
negative example network N. Two networks are
optimized in an adversarial manner. Specifically,
with a set of negative example representations from
the negative example network A/, the representa-
tion network R is trained to minimize the semantic
distance between the generated summaries and pos-
itive examples while maximizing that between the
negative examples (as standard contrastive learn-
ing). Oppositely, the negative example network is
optimized to maximize the contrastive loss while
the representation network is fixed (as "counter-
contrastive learning"). The adversarial training of
two networks would drive the negative examples
closer to the positive examples, which are more
challenging and indistinguishable for the represen-
tation network. In the testing phase, we only use
the summarizer to generate summaries given the
source documents.

3.2.1 Representation Network

The representation network R consists of the sum-
marizer and encoders. The summarizer aims to
output the summary § given the source document d
as input. The encoders generate the representations
V3, v+ for the summary § and positive example ¢
(also the source document d) respectively. Follow-
ing Zhuang et al. (2022), we use the Transformer
(Vaswani et al., 2017) with 6 layers and 8§ attention
heads (encoder and decoder) as the summarizer.
For the encoders, we use a Transformer with 6 lay-
ers and 8 attention heads to encode the summary 3,
while another Transformer with 12 layers and 12
attention heads to encode the source document d.

3.2.2 Negative Example Network

The negative example network N aims to generate
hard negative examples that are close to the posi-
tive example, which is trained adversarially with
the representation network R. For each positive
example, the negative example network A aims
to output K negative example representations for
contrastive learning. Concretely, the inputs for the
negative example network are: (1) the positive ex-
ample representation v.+; (2) a random noise 7;
(1 <1 < K) that are sampled from a normal distri-
bution. The positive example representation input
makes the negative examples instance-wise (highly
related to the positive example), while the random
noise input brings the randomness to have more
diverse negative examples. We implement the nega-
tive example network as a three-layer MLP network

tooutputas v:_ = N (v+;71;)(1 <i < K).

3.3 Optimizaiton

The optimization objective for the model includes
a contrastive loss for both representation network
‘R (summaries and representations generation) and
negative example network A (hard negatives gen-
eration); a diversity loss for A/ (diverse negatives
generation); a GAN loss for R (summary quality
improvement).

3.3.1 Contrastive Loss

The adversarial training of R and A/ could be for-
mulated as a minimax optimization problem with
Eq. (2) as follows,

0%, ¢* = arg mein mgx Len Q)

LCO’I’L —
exp(cos(vs, v, +)/7)
Eqq —log <exp(cos(v§,vc+)/7)
+ > exp(cos(vs, vi_)/T)
i=1
3)
where 6 and ¢ are the parameters of R and A The
vz and v+ in Eq. (3) are the function of 8, while
v'_ is the function of ¢.

Due to the discrete output from the summarizer
(part of the R) that makes it difficult for gradient de-
scent optimization, we use policy gradient (Sutton
et al., 1999; Yu et al., 2017) as well as self-critical
sequence training (Rennie et al., 2017) to update

the summarizer. Hence, the loss for the summarizer
could be re-written as:

LE" = —Eg[(—1° + 1) log p(8i]81, 82, ---8i-1)],

4)
where p(8;|$1, $2,...8;—1) is the output probabil-
ity of the ¢-th token §; conditioned on generated
context {31, §2,...;_1}. % is similar to [* while
replacing the § with s, in Eq. 1, where s, is the
greedy-decoded output as a baseline (Wang and
Lee, 2018; Zhuang et al., 2022).

3.3.2 Diversity Loss

Training the negative example network N with
Eq. (3) could only lead to hard negative example
generation. But these generated negative examples
could possibly collapse to a single mode (Salimans
etal., 2016; Wang et al., 2021). Therefore, we hope
to synthesize diverse negative examples as well and
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thus optimize the negative example network with
another loss function by maximizing the difference
of the negative example pairs, as follows,

L% = —||vi =v]_|,i # (5)
3.3.3 GAN Loss

Training only with the contrastive loss and diversity
loss, the model is updated to generate a summary
that could match the positive example semantically
and keep away from the negative examples, while
neglecting the writing quality (e.g., fluency, read-
ability, etc) of the summary. To take it into ac-
count, we thus introduce another GAN loss (Good-
fellow et al., 2014; Zhuang et al., 2022; Wang et al.,
2021; Wang and Lee, 2018) for training (denoted
as {L", LE™}), where the summarizer and a dis-
criminator D are optimized adversarially. Specifi-
cally, the summarizer is trained to generate text that
is similar to human-written text, while the discrimi-
nator tries to distinguish between text written by hu-
mans and summarizers. Following (Zhuang et al.,
2022), we implement the discriminator as a Long
short-term memory (LSTM) network (hidden size
of 512), which is trained to output a score ¢; at each
time step ¢; (denoted as D(-) = {c1, 2, ...¢i, ... }).
Also, to produce the human-written text s” for the
discriminator training, we extract the consecutive
L sentences in each randomly sampled document
from the dataset. We add the gradient penalty (Gul-
rajani et al., 2017) to the GAN loss for the discrim-
inator, which could be formulated as follows,

Lp" = Eg[D(8)] — Esr [D(s")]+

6
AEA(IVDE e - 17,

where (||VsD(3)||2 — 1)? is the gradient penalty
(Gulrajani et al., 2017) (with the weight A\p), and
5 is sampled from the linear interpolation between
pairs of § and s".

Similarly, because of the non-differentiable prob-
lem of sampling, the GAN loss for the summarizer
is re-written as:

LE"™ = —Eg[(¢; — ci—1) logp(8i81, 82, ...8i-1)],
(7)
where ¢; and c¢;_1 are scores from the discriminator,
and cg is set to O when ¢ = 1.
Therefore, the overall loss for R and A is as
follows (with the loss weights Ayqy, and Ag;,),

Lo = L + Agan LZ™

: (®)
qu E— )\dedw

CNN/DailyMail Gigaword
length of document 781 29
length of summary 56 9

train/val/test 287k/13k/11k 3.8M/189k/2k

Table 2: The statistics of the datasets. The length is the
average count of the token in documents or summaries.

4 Experiment

4.1 Experiment Settings

Datasets. To verify the effectiveness of our pro-
posed methods, we conduct experiments on two
widely used datasets: CNN/DailyMail (Nallapati
et al., 2016; Hermann et al., 2015) and English Gi-
gaword (Rush et al., 2015) datasets. We present the
statistics of the datasets in Table 2. To have a fair
comparison with other unsupervised abstractive
summarization models, we only train our proposed
model with the source documents, which means
that our model has no access to any reference sum-
mary in the datasets.

Automatic Evaluation Metrics. We use the
ROUGE F1 score (Lin, 2004) for evaluation, in-
cluding uni-gram overlap (R1), bi-gram overlap
(R2) and longest common subsequence (RL).
Baseline Models. We compare the 8 unsupervised
summarization models with our proposed method:
SEQ™3 (Baziotis et al., 2019); Adv-Reinforce
(Wang and Lee, 2018); TED (Yang et al., 2020);
Summary Loop (Laban et al., 2020); Contextual-
Match (Zhou and Rush, 2019); HC_article_10
(Schumann et al., 2020); NAUS (Liu et al., 2022a);
SCR (Zhuang et al., 2022). The model NAUS (Liu
et al., 2022a) and HC_article_10 (Schumann et al.,
2020) are proposed for unsupervised sentence sum-
marization, hence they are only evaluated on the
Gigaword dataset.

Training Details. We set the temperature 7 and
number of negative examples K in Eq. (3) as 1.0
and 128, respectively. The weight A\p in Eq. (6)
as 1.0, the weight A4y, and Mg, in Eq. (8) as 0.85
and 1.0, respectively. The dimension of the vg,
v+ and vf:_ in Eq. 3 are 256. We use the Adam
optimizer (Kingma and Ba, 2014) with a learning
rate of 1e-4. We also pretrain the proposed model
(details in Appendix A). We run all experiments on
a single Nvidia 3090 GPU.

4.2 Overall Results

The automatic evaluation results are shown in Table
3 (CNN/DailyMail) and Table 4 (Gigaword). Our
method outperforms the strong baselines model on
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Model R1 R2 RL

Removing Component  R1 R2 RL

SEQ™3 2324 7.10 22.15
Adv-Reinforce 35,51 9.38 20.98
TED 38.73 16.84 35.40
Contextual-Match 14.25 3.10 10.87
Summary Loop 3770 14.80 34.70
SCR 39.06 1743 37.12
Our method 41.10 18.98 37.63

Table 3: The experimental results on CNN/DailyMail
(with 95% confidence interval). The bold scores repre-
sent the best performance.

Model R1 R2 RL

SEQ"3 2539 8.21 22.68
Adv-Reinforce 28.11 9.97 2541
TED 25.58 8.94 22.83
Contextual-Match 26.48 10.05 24.41
SCR 28.10 11.63 24.14
HC_article_10 2444  8.01 22.21
NAUS 28.55 9.97 25.78
Our method 28.55 10.43 26.11

Table 4: The experimental results on Gigaword (with
95% confidence interval). The bold scores represent the
best performance.

both datasets: (1) On CNN/DailyMail, our pro-
posed method achieves better performance than
other baselines in terms of R1, R2 and RL. Com-
pared to the model SCR that applies human-design
strategies to generate negatives (Zhuang et al.,
2022), our model has 2.04, 1.55 and 0.51 improve-
ment in R1, R2 and RL respectively, which could
demonstrate the effectiveness of our negative ex-
amples network. (2) On Gigaword, our proposed
method surpasses other models in R1 (same as
NAUS (Liu et al., 2022a)) and RL, while R2 is the
second best among all models. The competitive
overall performance demonstrates the effectiveness
of our proposed method.

4.3 Ablation Study

To further understand our proposed method, es-
pecially the impact of each component, we con-
duct the ablation test by removing: (1) contrastive
learning loss for the negative example network,
denoted as "w/o L°°™" (2) diversity loss for the
negative example network, denoted as "w/o L4"
(3) GAN loss for the summarizer, denoted as "w/o
L92™" Table 5 provides the ablation study results.
Not surprisingly, our proposed method achieves the

wlo L 19.23 645 15.09
w/o L4V 2220 9.01 20.14
wlo LI*" 28.08 11.29 24.10

Table 5: The ablation study results on CNN/DailyMail

best performance with all the components. Remov-
ing either component will lead to a significantly
worse performance, which verifies the importance
of these components for improving the overall qual-
ity of the output summaries.
w/o LI9%™. We observe that the result of w/o L9
is the best in Table 5. We believe the main rea-
son is the role of GAN loss. Training without
the GAN loss would sacrifice the writing qual-
ity of the generated summaries (such as grammar
errors, or being unreadable), but the summaries
could possibly preserve the key information from
the source documents due to effective contrastive
learning. Thus the summaries might contain more
keywords or phrases (e.g., name entity) and have
a higher ROUGE score since the ROUGE metric
compares the word (or phrase) overlap between the
summaries and references.
w/o L™, From the results, w/o L™ performs
worse than w/o L% which we believe is reason-
able because w/o L™ (only with diversity loss)
could only generate diverse but low-quality nega-
tive examples. Such negative examples could be
unrelated and not able to effectively push the sum-
maries close to the documents, which would lead
to poor-quality output summaries.
w/o LYV Training without the diversity loss also
results in an inferior performance compared to the
full model. We believe the main reason is: more
diverse negative examples would be more challeng-
ing and thus could perform more effective con-
trastive learning (Xuan et al., 2020; Wang et al.,
2021; Kalantidis et al., 2020).

Moreover, we show a generated summary exam-
ple under the ablation settings in Appendix B.

4.4 Negative Examples Analysis
4.4.1 False Negatives Issue

To verify the false negatives issue in SCR, We first
conduct a human evaluation to identify false nega-
tives by randomly sampling 100 negative examples
that are generated using the same rules as SCR.
Then three annotators are asked to label each ex-
ample as true or false negative example given the
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Figure 2: The statistical results of three annotators to
identify true/false negative examples of SCR (Zhuang
et al.,, 2022).

source document and the reference summary. As
shown in Figure 2, only 25% (on average) of neg-
ative examples generated by hand-crafted rules of
SCR are considered as true negatives, and nearly
40% are labeled as false negatives. Furthermore,
to explore whether our generated negative exam-
ples are more similar to the false negatives or true
negatives. Specifically, we construct false nega-
tives and true negatives in text space by: for each
positive example (i.e., source document), we apply
back-translation and synonym substitute to gen-
erate a semantically similar example as the false
negative example. Moreover, we also obtain the
true negative example by replacing the entities in
the positive example (i.e., bringing factual errors).
Then we use the representation network to encode
these constructed false negatives and true negatives,
which is followed by computing the cosine similar-
ities of our generated negatives and the constructed
false negatives (or true negatives). The experiment
results show that 86.1% of our generated negative
examples are more similar to the true negatives, in-
dicating that our proposed method could effectively
address the false negatives issue.

4.4.2 Similarity Between Summaries and
Negative Examples

To understand the distribution of the trainable neg-
ative examples of our proposed method, we ran-
domly sample 3,000 examples from the dataset and
calculate the average cosine similarities between
the summaries and negative examples generated by
the negative example network. As the histogram
shown in Figure 3, we could observe that the sim-
ilarities in SCR (Zhuang et al., 2022) are mostly
centered around O, indicating that the negative ex-
amples are not pushed close enough to the sum-
maries. The similarities in our method are much
higher than in SCR, which we believe these nega-
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Figure 3: The similarity between summaries and neg-
ative examples in our method and SCR (Zhuang et al.,
2022). The x-axis and y-axis are cosine similarity and
frequency respectively.
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Figure 4: The diversity of the negative examples. Our
method could generate more diverse negatives compared
to SCR (Zhuang et al., 2022). The x-axis and y-axis are
cosine similarity and frequency respectively.

tive examples generated by the negative example
network are more challenging for the model to per-
form contrastive learning.

4.4.3 Diversity of the Negative Examples

Furthermore, to demonstrate the diversity of the
negative examples, we also calculate the cosine
similarities between the negative example pairs in
SCR and our method. From the result in Figure 4,
we find that the negative examples of our method
are more diverse than SCR (as the negatives are
less similar to each other). Our model could benefit
from training with more diverse negative examples
(details in Section 4.3).

1595



Model R1 R2 RL
Target Domain: Gigaword
SCR 23.10 7.08 19.24
Our Method | 25.07 8.14 19.63
Target Domain: CNN/DailyMail
SCR 24.65 8.77 22.29
Our Method | 26.20 11.29 23.98

Table 6: The experimental results of zero-shot summa-
rization.

4.5 Zero-shot Summarization

Following Zhuang et al. (2022), we conduct ex-
periments to verify how well the model could be
adapted to another dataset (or domain) by train-
ing the model on one dataset and then perform-
ing zero-shot summarization on another dataset.
Specifically, we use the CNN/DailyMail dataset
as the source domain to train our proposed model,
followed by evaluating on the target domain Giga-
word, and vice versa. As shown in Table 6, our
proposed method outperforms SCR on both datsets,
which demonstrates the advantages of the trainable
negative examples over the hand-crafted rules in
SCR for zero-shot summarization.

4.6 Abstractiveness

As we train our summarization model under the ab-
stractive settings, we would like to understand how
well our abstractive summarization model could
avoid simply copying from the document. To an-
alyze the model’s abstractiveness, we count the
novel words or phrases that are not present in the
source documents. Specifically, we statistically an-
alyze the novel N-gram (N € {1,2,3,4}) in the
summaries (from SCR, our method and the refer-
ence summaries) on the CNN/DailyMail dataset
and present the result in Figure 5. The statistical re-
sult indicates that our method could generate more
abstractive summaries over the SCR model.

4.7 Human Evaluation

In addition to the automatic evaluation metrics, we
also assess the quality of our model-generated sum-
maries with human judgement. We randomly sam-
ple 100 examples from the CNN/DailyMail test
set and then three expert annotators are invited to
conduct the manual evaluation on the summary
quality. They are presented with the source docu-
ments and the summaries from three systems (SCR
(Zhuang et al., 2022), our method and gold sum-
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Figure 5: The statistical analysis of abstractiveness
(novel N-grams in the summaries of different systems).

System Rel Coh Con Flu
SCR 2.81 3.08 290 3.13

Our method  3.44 3.57 347 3.49
Gold summary 3.51 3.64 3.54 341

Table 7: The human evaluation results on Rel (Rele-
vance), Coh (Coherence), Con (Consistency) and Flu
(Fluency).

mary). Following Fabbri et al. (2021); Kryscinski
et al. (2019), each summary is evaluated across
four dimensions: (1) Relevance: how good is the
summary selecting the most important contents
from the documents; (2) Coherence: the collec-
tive quality of all sentences in each summary; (3)
Consistency: the factual consistency between the
summary and the source document (hallucination
content detection); (4) Fluency: the writing quality
of individual sentences in the summary, such as
being grammatically correct and readable for hu-
mans. Each summary was rated by three distinct
judges and the final score is obtained by averag-
ing the individual scores. The annotators rate each
summary on a scale of 1 to 5 (with 1 being the
worst and 5 being the best), while the final result of
each system is the averaged score of the individual
summary ratings. The average kappa score in our
human evaluation is 0.84, which is able to indicate
a strong inter-rater agreement.

We list the results in Table 7 and show that our
method outperforms SCR (Zhuang et al., 2022)
with higher human evaluation scores. Unsurpris-
ingly, the gold summaries are ranked the best in
relevance, coherence and consistency. Our pro-
posed method is slightly better than the reference
summaries in fluency. We showcase two examples
in Appendix C to demonstrate the summary quality
of our method.
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5 Discussion and Conclusion

In the era of LLMs (Large Language Models),
LLMs could generate high-quality summaries that
are significantly preferred by humans (Pu et al.,
2023; Zhang et al., 2023b). Why do we still study
unsupervised summarization? We believe that
LLMs (e.g. ChatGPT) are not suitable for all sce-
narios (e.g., confidential/sensitive data or domain,
minority languages) (Huang et al., 2022; Patil et al.,
2023; Kim et al., 2023; Zhang et al., 2023a), and
thus it is still important to conduct research on train-
ing models for summarization tasks. In this paper,
we have provided an unsupervised training strat-
egy for summarization. Researchers or engineers
could utilize our method to train the models on their
own data (e.g. company confidential data, personal
private data), domains (e.g. medical texts, legal
documents), languages (e.g. minority language),
where LLMs could not be used or might not be
good enough. Since our method is unsupervised,
there is no need for human-written summaries as
references, thus significantly reducing human labor
and costs in training. Besides, researchers could
fine-tune their own LLMs or pretrained models (e.g.
pretrained language models) using our method for
better summarization performance. Our method
could also be applied in some semi-supervised sce-
narios where limited human-written references are
available.

To conclude our work, we explore and study
the problem of trainable hard negative examples
in contrastive learning for unsupervised abstractive
summarization, and propose to train a negative ex-
ample network and a representation network in an
adversarial manner. The negative example network
is optimized to generate high-quality and diverse
hard negative examples for the representation net-
work to generate better summaries and representa-
tions. Extensive experiments and analysis on two
benchmark datasets demonstrate the effectiveness
of our proposed method, as well as the significant
advantages over the strong baseline models.

Limitations

While the output summaries of our proposed
method obtain a high score in human evaluation,
we observe the problem of factual inconsistency
in some of the generated summaries. Summariza-
tion models are likely to output hallucination con-
tent that could not be entailed by the source docu-
ment (Kryscinski et al., 2020; Maynez et al., 2020;

Cao and Wang, 2021). This issue would limit our
model to being reliable and trustworthy. Since
our proposed method could be naturally included
with other learning objectives (e.g., a factuality loss
term), future research could extend our work with
a factual consistency loss, which could improve the
faithfulness and factuality of the output summaries.
Besides, it is difficult to check what the negative
examples look like in text space since it is even
a more non-trivial task to generate texts given the
representations. One possible solution is multi-task
learning: to have an additional task of generating
texts from representations during the training.
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A Model Pretraining

Following (Zhuang et al., 2022; Wang and Lee,
2018), we pretrain the representation network
and negative example network respectively before
jointly training the whole model. First, we take ad-
vantage of lead-bias (Zhu et al., 2021; Yang et al.,
2020; Wang and Lee, 2018; Zhuang et al., 2022)
to pretrain the summarizer to predict the first few
sentences (or tokens) given the rest of the docu-
ments. Specifically, we set the first 3 sentences as
the output references in CNN/DailyMail and the
first 8 tokens in Gigaword. The pretraining would
allow the model to infer the key information given
the background content in the rest of the document,
as well as to be trained as a simple language model.
For other parts of the representation network and
negative example network, we then use Eq. (8) for
pretraining with the pre-trained summarizer.

B Example Summary of Ablation Study

We list an example summary under the ablation set-
tings (w/o L™, w/o L% or w/o L9%™) in Table 9.
All summaries generated by our model (under ab-
lation settings) miss some key information. As we
expected, w/o LI** might generate some unread-
able phrases (e.g., "running the CNN") that make
humans difficult to understand. We also find that
w/o L™ generates some inconsistent content (e.g.,
"gives away a mistake"), which is not supported by
the source document. This example demonstrates
the importance of three components.

C Case Study

We showcase two example summaries in Table 8.
As shown in Example 1, our method could cap-
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Example 1

Document

Our Method

... Bring your own beaker, goblet or vase and slurp it up. 7-Eleven is hosting the first Bring-Your-
Own-Cup Slurpee Day at United States stores from 11 a.m. to 7 p.m. Saturday to kick off-peak
Slurpee season... can fill their "cup” of choice for $1.49, the average cost of a medium Slurpee...
The promotion isn’t to be confused with Free Slurpee Day, traditionally celebrated each July 11.

| Bring your own large "cup” for a $1.40 7-Eleven Slurpee. Any sanitary container less than 10
inches in diameter is fair game.

| 7-Eleven is hosting the first Bring-Your-Own-Cup Siurpee Day at U.S. stores. Customers can fill -
their cup of choice for $1.49 ... a 10-inch-diameter hole will rule out anything too large.

7-Eleven is hosting the first Bring- Your-Own-Cup Slurpee Day, not to be confused with Free
Slurpees Day each July 11. Customers can fill their own cup of choice for $1.49.

Example 2

Document

Our Method

... Lionel Messi’s became Barcelona’s highest goalscorer of all time after his hat-trick against
Granada helped the Spanish champions close on La Liga leaders Real Madrid ... took his tally
to 234 goals for the club to overtake Cesar Rodriguez, who had a prolific spell for Barca in the
1940s and ’50s. Messi took his tally for the season to 54 in 45 games as Barca’s 5-3 victory on
Tuesday ... Elsewhere, Juventus booked a place in the Italian Cup final after Mirko Vucinic’s
extra-time strike sealed a 4-3 aggregate win over AC Milan...

| Lionel Messi becomes the highest scorer in Barcelona’s history after hat-trick against Granada. -
Argentina striker’s treble helps Barca to a 5-3 win to close on La Liga leaders Real Madrid.
Messi’s haul takes his tally to 234 for the club, past Cesar Rodriguez’s long-held record. The
24-year-old has 54 goals for the Spanish and European champions this season.

| Lionel Messi becomes Barcelona’s highest goalscorer of ail time with a hat-trick ‘against -
Granada... Barca’s 5-3 victory on Tuesday helps cut the gap to Real Madrid to five points.Juventus
booked a place in Italian Cup final after beating AC Milan 4-3 on aggregate.

| Lionel Messi becomes Barcelona’s highest goalscorer of all time with a hat-trick against ~
Granada... takes his tally to 234 goals for the club to overtake Cesar Rodriguez. Messi takes his
season tally to 54 goals in 45 games as Barca beat Granada 5-3. Juventus advanced to the Italian

Cup final after 4-3 aggregate win over AC Milan.

Table 8: Example summary of our proposed method. The words with the same colors share the same information
between documents and summaries.

ture the key information from the source document,
such as "the event of 7-Eleven", while discarding
the unimportant details, e.g., the container require-

ments of the event. In Example 2, our method also

...About 20 hours after the Boston
Marathon...Venezuelan native Maickel retains the most important content, e.g., "Messi be-
Melamed, who is battling muscular dystro- comes Barcelona’s highest goalscorer overtaking
phy, completed the 26.2 miles just before 5 . . s .
Document| a.m. Tuesday. A group of energized fans Cesar Rodriguez, his season tally, Juventus” vic-
rallied for the 39-year-old as he walked tory" from the source document, while even the
down... His perseverance was celebrated by gold summary misses "Juventus’ victory". We also
crowds at the marathon finish line Tuesday .
morning, and also by fans online... observe the newly generated phrases: in Example 1,
Maickel Melamed, who has muscular dys- our model outputs the phrase "their own", which is
Gold trophy, took part in the 2015 Boston not found in the original document; in Example 2,
Sum- Marathon. He completed the race 20 hours . ) "
mary after the start. Despite rainy weather, fans our summarizer rewrites "Juventus booked a place
and friends cheered for the 39-year-old. in the Italian Cup final" as "Juventus advanced
w/o Maickel Melamed is battling muscu- to the Italian Cup final". Last but not least, the
L9an lar dystrophy. He completed the 26.2-mile .
race .. running the CNN ... example summaries show that our method could
w/o ... Maickel Melamed, who is battling mus- generate fluent and coherent text.
L cular dystrophy ...
w/o ... Maickel Melamed completed the in this
Leen year’s marathon ... gives away a mistake ...
Table 9: An example summary of our model under

different ablation settings. Words in green are content

in poor quality.

1600



