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Abstract

In the rapidly evolving field of large language
models (LLMs), data augmentation (DA) has
emerged as a pivotal technique for enhancing
model performance by diversifying training ex-
amples without the need for additional data
collection. This survey explores the transfor-
mative impact of LLMs on DA, particularly
addressing the unique challenges and oppor-
tunities they present in the context of natural
language processing (NLP) and beyond. From
both data and learning perspectives, we exam-
ine various strategies that utilize LLMs for data
augmentation, including a novel exploration of
learning paradigms where LLM-generated data
is used for diverse forms of further training.
Additionally, this paper highlights the primary
open challenges faced in this domain, ranging
from controllable data augmentation to multi-
modal data augmentation. This survey high-
lights a paradigm shift introduced by LLMs
in DA, and aims to serve as a comprehensive
guide for researchers and practitioners.

1 Introduction

Data-centric approaches to Artificial Intelligence
(AI) constitute a pivotal element in the advance-
ment towards Artificial General Intelligence (AGI),
centering on the construction of Al systems un-
derpinned by high-quality data (Zha et al., 2023).
This emphasis on data quality is vital, as it ensures
the clarity of the information from which Al sys-
tems are to learn. Nevertheless, the acquisition of
high-quality data presents significant challenges,
being both costly and time-intensive, while the data
annotation phase is often laborious and prone to
inaccuracies resulting from human involvement
(Ding et al., 2022b). In response to these chal-
lenges, researchers have dedicated efforts towards
data augmentation (DA) techniques as a means to
mitigate such issues (Chen et al., 2023c). Data
augmentation fundamentally involves the adoption

*Equal contribution, order decided by coin flip.

of innovative methods aimed at bolstering model
efficacy through the broadening of training data
diversity, all without necessitating further data col-
lection efforts. This strategy effectively tackles
a major hindrance in machine learning research,
namely the dearth of readily accessible training
data, by applying slight modifications to existing
datasets or creating synthetic data instances.

As we venture into the realm of large language
models (LLMs), the significance of data concerns
escalates. Research into the scaling laws pertinent
to LLMs highlights the critical role of data as a re-
newable resource crucial for the enhancement and
advancement of models (Kaplan et al., 2020). With
the expansion of model training scales, there is a
marked increase in data consumption. Prior studies
have examined the escalation in dataset sizes within
the domain of machine learning, forecasting that
the reservoir of high-quality linguistic data may be
depleted by 2026 (Villalobos et al., 2022). This
anticipates a potential deceleration in the growth
of machine learning models unless there is an en-
hancement in data efficiency or the discovery of
novel data sources. Consequently, the utilization
of synthetic data produced by Al models becomes
essential once high-quality human-generated data
resources are fully exploited.

From the data perspectives, data augmentation
using LL.Ms offers a viable strategy to overcome
these limitations, facilitating the creation of syn-
thetic datasets of high quality that can, in certain
instances, exceed the value of data curated by hu-
mans (Peng et al., 2023). This strategy not only
addresses the challenge posed by the limited sup-
ply of human-annotated data but also conforms
to scaling laws, enabling an increase in the size
of training datasets without a proportional escala-
tion in computational costs (FLOPs) (Hoffmann
et al., 2022). The tactical employment of synthetic
data stands to substantially reduce data collection
costs and energy usage, signifying a transformative
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phase in model training and inference and laying
the groundwork for the achievement of artificial
general intelligence (AGI) (Li et al., 2023a).

From a learning perspective, data augmenta-
tion using LLMs has heralded innovative learning
paradigms, marking a significant departure from
traditional methods predominantly centered around
tasks like machine translation, sentiment analysis
and NER. The application of LLMs in data augmen-
tation extends to a broader spectrum of learning
paradigms, including instruction tuning, in-context
learning, and alignment learning. Additionally, it
facilitates the generation of pseudo data for clas-
sification purposes and the scoring of data for re-
gression analysis. This evolution in methodology
not only broadens the scope of potential applica-
tions but also invites a deeper exploration into the
nuanced benefits and insights that such innovative
paradigms offer in the realm of data augmentation.
As such, the systematic review of these emerging
paradigms is crucial for advancing our understand-
ing and leveraging the full potential of data aug-
mentation in these learning contexts.

Given the growing interest and work in this do-
main, we believe it is a timely moment to present
a paper on LLM-based DA. This paper aims to:
(i) discuss data augmentation using LLM from the
data perspective (ii) explore the learning paradigms
that involve training LLLMs on data generated by
LLMs themselves, and (iii) highlight the princi-
pal challenges in this field to effectively guide and
spur further interest and research. To the best of
our knowledge, this represents the first survey that
delves into data augmentation methods leveraging
LLMs in such detail, thereby marking a significant
contribution to the literature on LLLM applications.

This paper is structured as follows. Section 2
provides a comprehensive review of related sur-
veys, highlighting the distinctions between this
work and previous surveys. Following that, as il-
lustrated in Figure 1, Section 3 presents analysis
from data perspectives for data augmentation with
LLMs, establishing a foundational understanding
for the community. Section 4 explores the learn-
ing paradigms associated with data augmentation
using LLMs, neatly categorizing existing methods
into two primary types: generative learning and
discriminative learning. Section 5 ventures into
the challenges and prospective future directions for
research in this domain, highlighting the complex-
ities and opportunities that lie ahead. To further

aid the community, the Appendix offers a detailed
listing of existing methods categorized by tasks
(Section A) and domains (Section B), serving as
a valuable resource for researchers and practition-
ers alike. Through this survey, we hope to attract
wider attention, generate increased interest, and
encourage further research in the field of data aug-
mentation using LLMs.

2 Related Surveys

Pre-LLM DA vs LLM DA Prior to the advent
of Large Language Models (LLMs), surveys like
those by Feng et al. (2021) and Hedderich et al.
(2021) explore data augmentation in NLP, high-
lighting methodologies, applications, and the chal-
lenges of low-resource NLP. However, the surveyed
approaches are constrained by the need for a deep
linguistic understanding of traditional NLP tasks
and do not fully utilize LLMs. The emergence
of LLMs has revolutionized this landscape by sig-
nificantly enhancing the quality of synthetic data,
leading to innovative methodologies and broader
applications. LLMs’ nuanced understanding of lan-
guage has mitigated previous limitations such as
the issue of synthetic data being of poor quality,
containing significant noise, and detrimentally af-
fecting model performance. This advancement has
made data augmentation more effective and acces-
sible. Chen et al. (2023c) provide an empirical
analysis of various augmentation techniques in su-
pervised and semi-supervised contexts, focusing
on pre-LLM methods. However, unlike previous
surveys, we focus on discussing data augmentation
using LLMs from the data and learning perspec-
tives.

Instruction-tuning & Alignment Recent ad-
vancements in LLMs have heralded the advent of
novel learning paradigms, including instruction-
tuning and alignment learning, to better align the
objectives of model training with the user’s expec-
tations for adherence to instructions. Instruction
tuning (IT) emerges as a potent strategy to enhance
the efficacy and manageability of LLMs, as dis-
cussed in the survey by Zhang et al. (2023f), which
identifies and debates the hurdles encountered by
IT, such as generating high-quality instruction sets,
the method’s effectiveness on tasks not initially sup-
ported, and critiques concerning its tendency for
shallow pattern recognition. This underscores an
imperative for ongoing research and refinement in
the domain of instruction fine-tuning. Meanwhile,
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Figure 1: Taxonomy of Data Augmentation using LLMs. Tasks and Domains are included in the Appendix.

Ji et al. (2023) delineate the foundational princi-
ples, methodologies, and practical applications of
Al alignment, exploring its prospective trajecto-
ries. The focal point of Al alignment research is
to ensure Al systems’ actions are congruent with
human objectives and ethical standards, tackling
misalignment through enhancements in system ro-
bustness, interpretability, controllability, and eth-
ical considerations, despite obstacles like reward
exploitation and goal misinterpretation. Our survey
concentrates on this emerging learning paradigm,
particularly the use of synthetic data to train LLMs
and augment their performance capabilities.

3 Data Perspectives

From a data perspective, we group existing studies
on LLM-based DA into four categories: 1. Data
creation which leverages the few-shot learning abil-
ity of LLMs to create a large synthetic dataset; 2.
Data labeling which uses the LLM to label existing
datasets; 3. Data reformation which transforms
existing data to produce new data; 4. Co-Annotate
which enables LLM-human collaboration to gather
high-quality augmentation data. This section dis-
cusses relevant papers in each category.

3.1 Data Creation

Data Creation focuses on leveraging the few-shot
learning ability of LLMs to quickly create a large
amount of synthetic data. It is most used in tasks
with a large label space.

Data Creation with LLMs is a promising solu-
tion in specialized or private domains, where an-
notations are usually difficult or expensive to col-
lect. Dialogue tasks are one example where spe-
cialized data is hard to collect. In medical dialogue
summarization, Chintagunta et al. (2021) uses a
powerful few-shot learner such as GPT-3 to create

synthetic medical dialogue summaries. By train-
ing models on a mix of synthesized and human-
labeled data, the algorithm can scale a few human-
labeled examples to yield results comparable to
using 30x human-labeled examples. Similarly,
for general dialogue, Dialogic (Li et al., 2022a)
is seeded with a few dialogues and can automati-
cally select in-context examples for demonstration
and prompt LLMs to generate annotated dialogues
in a controllable way. Then, automatic verifica-
tion and revision methods are proposed to miti-
gate annotation errors. Results show that perfor-
mance greatly improves in low-resource scenarios.
Wan et al. (2022a) also attempt few-shot data aug-
mentation on dialogue modeling. Aside from few-
shot learning, for emotional support conversations,
AugESC (Zheng et al., 2023a) finetunes an LM and
prompts it to complete dialogues from collected
posts. The post-training on AugESC improves
downstream dialogue models’ generalization abili-
ties to open-domain topics. For low-resource clas-
sification, LLLM can be used to create synthetic ex-
amples of a given label. Mgller et al. (2023) gives
an example and its corresponding label and instruct
the LLMs to generate similar examples exhibiting
the same label. Resulting models yield better down-
stream performances on few-shot classification but
still lag behind human-annotated data. For other
low-resource tasks such as recommendation and
intent detection, Data Creation can also effectively
boost the training data space. To gather better rec-
ommendations, Zhang et al. (2023c) generates a
large amount of user-personalized instruction data
with varying preference and intention types. Then,
the LLM is optimized using instruction tuning. The
resulting model can obtain more accurate recom-
mendations and outperform competitive baselines,
including GPT-3.5. For intent detection, Lin et al.
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(2023) first uses an LLM to generate synthetic ex-
amples in the context of the training set and then
uses Pointwise V-Information (PVI) to filter unhelp-
ful examples. Sahu et al. (2022a) prompts GPT-3
to generate labeled training data, which can sig-
nificantly boost the intent classifier’s performance
for distinct intents but becomes less helpful with
semantically close intents.

Data Creation also helps in more general tasks
by generating new training datasets. For informa-
tion retrieval, Bonifacio et al. (2022) uses few-shot
prompting with LLMs to generate synthetic train-
ing datasets consisting of query-document pairs.
Retrieval models finetuned with the augmented
data significantly outperform unsupervised mod-
els. For reasoning, Logi-CoT (Liu et al., 2023b)
gathers a new instruction-tuning dataset by prompt-
ing GPT-4 and is used for teaching models to elicit
general reasoning skills.

Moreover, Data Creation is helpful for model
performance distillation. To distill LLMs’ reason-
ing performances to smaller models, Fine-tune-
CoT (Ho et al., 2022) uses zero-shot CoT prompt-
ing to generate rationales from teacher models
and use them to fine-tune smaller student models.
The resulting performance improvements are sta-
ble across dataset size, teacher performance, etc.
To reduce the need of manual annotation in rea-
soning tasks, Automate-CoT (Shum et al., 2023)
automatically generates pseudo-CoTs from a small
labeled dataset and then prunes and selects an op-
timal combination for CoT prompting. Similarly
for instruction-following, Peng et al. (2023) uses
GPT-4 to generate an instruction-following dataset
and feedback data. The resulting instruction-tuned
LLaMa models can lead to comparable perfor-
mance with the original GPT-4. To aid multilin-
gual commonsense reasoning tasks, Whitehouse
et al. (2023) provides LLMs with instructions and
examples from the original training data, prompt-
ing them to generate new and diverse examples.
By training with augmented data, significant cross-
lingual performance improvements are observed
on smaller models.

To systematically study the behavior of such
data creation methods and improve upon current
few-shot prompting methods, Meng et al. (2023)
attempts to first tune an LM on few-shot examples
and then use it as a generator to synthesize a large
amount of novel training samples. The resulting
approach could augment task performances than

existing few-shot learning methods.

3.2 Data Labeling

Data Labeling seeks to utilize the general language
comprehension abilities of LLMs to annotate unla-
beled datasets. It is primarily useful in tasks that
have a large enough unlabeled data corpus, such as
cross-lingual and multimodal tasks.

To evaluate LLMs’ potential in data labeling,
Tornberg (2023) studies the zero-shot annotation
ability of GPT-4 on labeling political twitter mes-
sages with political tendancies. Compared to hu-
man workers, the LLM annotations display higher
accuracy and lower bias. Similarly, Zhu et al.
(2023b) observes that, in social computing tasks,
ChatGPT has the potential to accurately repro-
duce human labels. Notably, annotations from
open-source LLMs (Alizadeh et al., 2023) and
ChatGPT (Gilardi et al., 2023) can surpass crowd-
worker performance on annotation tasks. For anno-
tating low-resource tasks such as goal-oriented dia-
logues (Labruna et al., 2023) and speech emotional
data (Latif et al., 2023), the quality of ChatGPT
annotations is on par with human-generated labels.
However, Bansal and Sharma (2023) observes that
simply annotating can sometimes worsen general-
ization. Thus, it proposes conditional sampling to
optimize the tradeoff between informativeness and
budget

Cross-lingual tasks mostly contain a large un-
labeled corpus, which could benefit from data la-
beling. Therefore, Zhang et al. (2023a) uses dif-
ferent prompting strategies to augment machine
translation (MT) data. It tries augmenting monolin-
gual data using back-/forward-translation via zero-
shot prompting, which still suffers from limitations
such as generalization and unstable transfer perfor-
mances. Similarly, Meoni et al. (2023) annotates
training data for multilingual clinical entity extrac-
tion with LLMs. After fine-tuning smaller models
with augmentations, they display promising results
for information extraction (IE) tasks.

Data labeling is also promising for multimodal
applications. For data-scarce Visual Question An-
swering (VQA) tasks, Khan et al. (2023) utilizes a
Self-taught Data Augmentation (SelTDA) frame-
work to generate pseudo labels from unlabeled im-
ages. The pseudo-labeled data could then improve
VQA task performance and robustness. Combining
multi-modality with reasoning, T-SciQ (Wang et al.,
2023a) further distills LLMs’ reasoning abilities
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in multimodal tasks by asking the teacher model
to produce CoT rationales. As a result, it achieves
state-of-the-art performance in scientific QA.

3.3 Data Reformation

Data Reformation techniques attempt to reformu-
late the existing data into more variations for more
fine-grained augmentation.

Such reformation techniques could naturally
aid in counterfactual generation tasks, which re-
forms existing data to its counterfactual version.
Disco (Chen et al., 2023d) uses LLMs to gener-
ate high-quality counterfactual data at scale. It
first uses in-context learning with GPT-3 to gener-
ate phrasal perturbations, then uses a task-specific
teacher model to filter and distill high-quality coun-
terfactual data. Models trained using the generated
counterfactuals display improved robustness and
generalization across distributions. For retrieval-
augmented generation, CORE (Dicxit et al., 2022)
uses GPT-3 to generate counterfactual edits to the
input conditioned on the retrieved excerpts. The
perturbations then help mitigate model bias and
improve performance on out-of-distribution (OOD)
data.

Data Reformation could also quickly diversify
the original dataset by forming data pairs. For
conspiracy detection, Korenci€ et al. (2022) asks
GPT-3 to rephrase tweets with original labels to
augment training. To generate useful variations
of the pretraining datasets of large vision models,
ALIA (Dunlap et al., 2023) uses LLMs to generate
image descriptions and augment the training data
via language-guided image editing. By leveraging
LLMs to the image domain, ALIA surpasses tradi-
tional data augmentation methods on fine-grained
classification tasks. For Named Entity Recogni-
tion (NER), Sharma et al. (2023a) generates para-
phrases while retaining inline annotation for enti-
ties. Among other PLMs, GPT-3 is able to generate
high-quality paraphrases, yielding statistically sig-
nificant improvements in NER performance.

For more general tasks, Data Reformation could
help to diversify and broaden the original dataset.
AugGPT (Dai et al., 2023) tries to overcome the
challenge of few-shot and data-scarce NLP tasks
by rephrasing each sentence in the training samples
into 6 semantically similar sentences. Experiments
show that such an approach surpasses state-of-the-
art text data augmentation methods in augmenta-
tion distribution and testing accuracy. For effective

knowledge distilation, GPT3Mix (Yoo et al., 2021)
extracts sample sentences from the task-specific
training data, embed these samples in the prompt,
and asks the LLM to generate an augmented mixed
sentence influenced by the sample sentences. Guo
et al. (2023) asks GPT-3.5 and GPT-4 to rewrite
or generate question-answer pairs with zero-shot
prompting. Fine-tuning with the refined and diver-
sified training set then successfully distils medical
question-answering abilities to smaller models.

3.4 Co-annotation

Co-annotation refers to the collaborative annotation
process between humans and LLMs. By combining
both annotation approaches, Co-annotation can re-
duce annotation costs and improve annotation per-
formance at the same time. Firstly, Li et al. (2023a)
proposes CoAnnotating, which allocates a given
datapoint to be annotated by humans or by LLMs
by computing the uncertainty level of LLM’s anno-
tations. With efficient human-AlI collaboration, it
provides insights into the tradeoff between annota-
tion quality and annotation cost. To assist human
annotators with explanations, Bertaglia et al. (2023)
asks the LLM to identify relevant features, such as
text tokens, as assistive explanation. The approach
improves inter-annotator agreement, annotation ac-
curacy, and annotators’ confidence, eventually lead-
ing to more transparency. Using human feedback
to direct LLM annotations could also effectively
generate high-quality data. Diagen (Lu et al., 2023)
uses an LLLM to iteratively generate dialogues in
protected data domains, where human feedback
is used to correct inconsistencies or redirect the
flow in sub-dialogues. As a result, fine-tuning or
in-context learning with the annotated data shows
significant model performance improvements. Sim-
ilarly, ToolCoder (Zhang et al., 2023d) uses human-
written input-output pairs as prompts to guide chat-
GPT to annotate a tool-augmentation dataset. Then,
the annotated data is filtered to ensure quality. After
fine-tuning with the annotated data, ToolCoder can
achieve comparable performance with ChatGPT on
code generation.

4 Learning Paradigms

Teacher-Student Learning (TSL) Leveraging a
Language Model (LLM) as a data annotator to cre-
ate synthetic data for the purpose of training other
models represents a pivotal shift towards more effi-
cient and scalable machine learning methodologies.
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Figure 2: Illustrations of Teacher-Student Learning.

This approach is situated within the broader frame-
work of Teacher-Student Learning (TSL) (Hu et al.,
2022), where the LLM acts as the ’teacher’ by gen-
erating annotated data that serves as training mate-
rial for ’student” models as shown in Figure 2. By
utilizing an LLM for data annotation, organizations
can bypass some of the limitations associated with
human annotators, such as scalability issues and
subjectivity, thereby streamlining the development
process of Al systems. This innovative strategy not
only enhances the efficiency of generating training
datasets but also contributes to the advancement of
machine learning techniques, enabling the creation
of more robust and accurate models. This emerging
trend is gaining traction, particularly in the context
of training large language models.

Teacher-Student Learning paradigms for data
augmentation using LLMs can be broadly seg-
mented into generative and discriminative learning
approaches. Generative learning exploits LLMs
to create instructional datasets and demonstration
examples, enriching model training. It encom-
passes Supervised Instruction Learning, generat-
ing instructional data (instruction, z, y); In-context
Learning, producing few-shot examples to augment
query inputs and facilitate output generation; and
Alignment Learning, creating human-preference
data for reinforcement learning and optimiza-
tion. Discriminative learning, conversely, focuses
on refining task-specific models through pseudo-
labeling and pseudo-scoring. Pseudo-labeling gen-
erates labels (z,¢) for smaller models, akin to
knowledge distillation, while pseudo-scoring as-
signs numerical scores to (z, y) pairs for regression
tasks.

4.1 Generative Learning

Supervised Instruction Learning : Supervised
Instruction Learning, leveraging LL.Ms for data
augmentation, presents a novel approach to enhanc-
ing instructional data generation. The generation
process entails creating instructional data in the
form of (instruction, x, y) triplets, where ’x’ repre-
sents optional context or input, and ’y’ denotes the
output generated by LLMs in response to the given
instruction. Wang et al. (2023d) first introduced
"Self-Instruct," a method to enhance the instruction-
following ability of pre-existing language models
by leveraging their own outputs. Taori et al. (2023)
created the Alpaca dataset at low cost using Super-
vised Instruction Learning and Peng et al. (2023)
further explored the potential of leveraging LLMs
to create cross-lingual instruction following data,
self-evaluation and cross-model assessment data
and responses to unnatural instructions.

In-context Learning : In-context learning repre-
sents a new paradigm where models, particularly
LLMs like GPT-3, generate predictions based on
examples provided within the context of the input,
without requiring explicit retraining or parameter
updates (Liu et al., 2022; Dong et al., 2023b; Zhang
et al., 2024). To enable LLMs with such a capa-
bility, data with rich context should be provided
to LLMs during the training process. Kong et al.
(2024) use existing LLMs to generate two multi-
turn dialogue datasets based on detailed annota-
tions, enabling model’s in-context dialogue capa-
bilities. Banerjee et al. (2024) utilize KGs to build
up in-context training samples for LLM instruction
tuning. Xiong et al. (2024) construct a synthetic
temporal QA dataset to enhance the LLM’s capabil-
ity in temporal QA tasks. Luo et al. (2024a) design
structure-based augmentation methods with LLMs
for Temporal Knowledge Graph Completion. It is
a common trend that various models adopt LLMs
to generate synthetic data with long context to en-
hance the model’s in-context dialogue, inference,
QA, and Natural Language Generation (NLG) ca-
pabilities (Touvron et al., 2023; Jiao et al., 2023;
Wang et al., 2023c).

Alignment Learning : Alignment learning fo-
cuses on training the model to align its outputs with
human preferences or objectives, often through
techniques such as reward shaping or reinforce-
ment learning, to optimize its performance towards
desired outcomes while minimizing unintended be-

1684



haviors. Rafailov et al. (2023) propose the Direct
Preference Optimization (DPO) method to effec-
tively train LLMs on alignment learning. Wang
et al. (2024) adopt DPO and synthesized instruc-
tion following data to build a foundation model for
creative writing. Tang et al. (2023) utilize LLMs
such as ChatGPT, GPT-4, Dolly-v2, and StableVi-
cuna to generate various data for alignment train-
ing of their model LLMDA. Zhao et al. (2023a)
introduce Group Preference Optimization (GPO)
to the alignment training for LLMs. Dong et al.
(2023a) adopt data augmentations from LLMs and
construct contrastive feedback to training models.

4.2 Discriminative Learning

Generating Pseudo Data for Classification
LLMs play an important role in generating pseudo
data to train discriminative models for classifica-
tion tasks. Many LLM-based data augmentation ap-
proaches fall into this category. Wang et al. (2021);
Ding et al. (2022b) explore using GPT-3 to anno-
tate or generate data to train smaller task-specific
models on a variety of classification tasks. Dai et al.
(2023) propose AugGPT which uses ChatGPT to
rephrase training samples, surpassing state-of-the-
art text data augmentation methods on few-shot
classification tasks. To enhance the capabilities
of student models in zero-shot learning, He et al.
(2023a) develop TeacherLM7.1B which demon-
strates the strong ability to generate augmentations
for training student models. Besides, some works
are designed for specific target tasks, e.g., senti-
ment analysis (Belal et al., 2023; Mgller et al.,
2023) and intent classification (Sahu et al., 2022b;
Fang et al., 2023).

Scoring Data for Regression LLMs can serve
as an essential solution for scoring the input. Kwon
et al. (2023) explore prompting GPT-3 as a proxy
reward function in a reinforcement learning frame-
work. The reward signal is then used to update
the behavior of the agent. Motif (Klissarov et al.,
2023) proposes to elicit preferences from an LLM
over paired data to construct rewards for train-
ing agents. Ma et al. (2023) introduce Eureka
which can leverage GPT-4 for evolutionary opti-
mization to generate reward functions that outper-
form expert-designed rewards. To mitigate reward
sparsity that can lead to inefficient and unstable
learning, Cao et al. (2024) incorporate a critic LLM
to provide more fine-grained dense rewards. In
addition to generating reward signals, LLMs are

also used to evaluate different properties of text.
Liu et al. (2023f) investigate utilizing LLMs as the
reference to evaluate the quality of the generated
summary. Liu et al. (2023e) further benchmark
LLM-based evaluation for instruction controllable
text summarization with different evaluation proto-
cols and LLMs. To improve LLMs’ text evaluation
capabilities, ALLURE (Hasanbeig et al., 2023) ex-
plores leveraging iterative in-context learning to
audit and enhance LLM-based evaluation.

S Challenges and Future Directions in
Data Augmentation using LLMs

5.1 Data Contamination in Data
Augmentation

Challenges Inleveraging LLMs for data augmen-
tation, the risk of data contamination presents a
significant challenge (Magar and Schwartz, 2022).
This issue, where training data inadvertently in-
cludes evaluation set examples, undermines model
evaluation integrity by enabling models to mem-
orize rather than generalize. The two main types
of contamination are input contamination and the
more severe input-and-label contamination, which
allows models to memorize exact input-output
pairs. Studies such as (Dodge et al., 2021) and
others (Sainz et al., 2023; Li et al., 2023e) high-
light the prevalence of data contamination across
various NLP benchmarks, emphasizing the need for
effective detection and mitigation strategies. The
integration of LLMs for data augmentation, while
offering the potential to enrich training datasets
and enhance model performance, necessitates cau-
tious consideration of the risk of data contamina-
tion. This risk not only undermines the integrity of
model evaluations but also highlights the ongoing
need for novel strategies to detect and counteract
data contamination.

Future Directions As the NLP field continues
to advance, addressing the challenges posed by
data contamination, particularly in the context of
LLM-augmented datasets, will be crucial for main-
taining the credibility and effectiveness of machine
learning models. To this end, there is a significant
space for research on the development of innovative
methodologies and tools specifically designed to
detect and address data contamination in synthetic
datasets.
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5.2 Controllable Data Augmentation

Challenges Controllable data augmentation us-
ing LLMs faces significant challenges, primarily
due to difficulties in ensuring the quality of gen-
erated synthetic data (Liu et al., 2020; Chen et al.,
2023b). These techniques, aimed at enriching few-
shot or low-resource datasets by targeting specific
attributes, rely on models understanding and ap-
plying attribute-value mappings. Current methods,
including in-context learning and fine-tuning, often
struggle with maintaining quality across non-target
dimensions during augmentation (Liu et al., 2023d).
Furthermore, model collapse is a critical challenge
that arises when models learn from data generated
by other models, leading to a degeneration where
models progressively lose information about the
true underlying data distribution (Shumailov et al.,
2023). Over time, this process results in models
that forget the true underlying data distribution and
converge to a narrow interpretation of the data with
very little variance, potentially compromising the
diversity and richness of the model’s output.

Future Directions To address these challenges,
we need to explore new methods that can decom-
pose and reconstruct texts with LLMs to precisely
control attribute changes. To mitigate the issues of
model collapse, the generated data should follow
the data distribution of human-generated data to
preserve integrity and reliability. Moreover, the
generated synthetic data must be approached with
a keen awareness of the potential for bias and the
ethical implications associated with LLM outputs.
By adopting responsible augmentation strategies
that promote diversity and implement ethical guide-
lines, such as integrating the in-context vector (Liu
et al., 2023c) into the data augmentation frame-
work, we can mitigate biases and advance NLP
in a manner that is technologically effective and
ethically responsible (Liu et al., 2023c; Yuan et al.,
2023Db).

5.3 Culture-Aware Multilingual Data
Augmentation

Challenges In the rapidly evolving domain of
multilingual NLP systems, the integration of
culture-aware data augmentation emerges as a piv-
otal challenge (Yao et al., 2023; Huang and Yang,
2023). This approach is critical for the effective
localization of these systems, enabling them to op-
erate seamlessly across varied real-world contexts
(Ding et al., 2022a; Liu et al., 2023a). Traditional

data augmentation methods, which predominantly
focus on linguistic variations, often fail to capture
the complex cultural nuances that significantly in-
fluence language usage. This oversight highlights
the need for a fundamental shift towards embed-
ding cultural intelligence into data augmentation
strategies. Utilizing LLMs for this purpose offers a
promising pathway.

Future Directions LLMs have the potential to
generate data that reflects cultural specifics, en-
compassing regional idioms, social norms, and
linguistic nuances. Such culturally enriched data
augmentation not only aims to improve the pre-
cision of multilingual NLP systems but also pro-
motes inclusivity and global relevance. Neverthe-
less, achieving this necessitates further research in
developing LLMs capable of discerning and ad-
justing to cultural differences. This advancement
is crucial for realizing NLP solutions that are not
only linguistically diverse but also culturally at-
tuned, thereby enhancing their acceptability and
usability on a global scale. The journey towards
incorporating cultural awareness in data augmen-
tation with LLMs presents both a formidable chal-
lenge and a significant opportunity for the future of
multilingual NLP systems.

5.4 Multimodal Data Augmentation

Challenges In the burgeoning field of multi-
modal data augmentation using LLMs, researchers
face a constellation of challenges despite the
promising prospects (He et al., 2023b; Karjus,
2023). As LLMs evolve to incorporate a diverse
array of data types beyond text—spanning images,
audio, video, and potentially graphs—the com-
plexity of integrating and harmonizing these var-
ied modalities poses significant technical hurdles
(Zhang et al., 2023b; Brooks et al., 2024). The
seamless handling and enhancement of the intricate
interplay between these modalities require sophis-
ticated algorithms that can not only generate and
manipulate multimodal data but also understand
and preserve the contextual and semantic integrity
across them. Additionally, the extension to graph-
based modalities introduces unique challenges in
representing and leveraging relational and struc-
tural information effectively (Pan et al., 2024).

Future Directions The challenges mentioned
above demand innovative approaches in model ar-
chitecture, data representation, and algorithmic ef-
ficiency to fully realize the potential of LLMs in
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multimodal augmentation. Moreover, ensuring the
adaptability and robustness of these models in real-
world applications across domains such as social
network analysis and recommendation systems am-
plifies the complexity of the task. As we push the
boundaries of what LLMs can achieve in multi-
modal learning, addressing these challenges will
be crucial for unlocking new horizons in research
and innovation, driving forward the capabilities of
machine learning models to comprehend and pro-
cess the rich tapestry of multimodal information.

5.5 Privacy issues of Data Augmentation

Challenges Data augmentation using LLMs
presents significant privacy concerns, especially
in sensitive sectors like healthcare (Cilliers, 2019),
where confidentiality is paramount. While LLMs
offer the potential to enrich sparse datasets with
synthetic data, safeguarding sensitive information
within these datasets poses considerable challenges.
Research by Song et al. (2024) underscores the lim-
itations of Differential privacy (DP) in effectively
generating synthetic data without compromising
privacy or data quality. Concurrently, Yuan et al.
(2023a) explore LLLMs’ utility in healthcare for
patient-trial matching, proposing a privacy-aware
approach that mitigates privacy risks by using de-
sensitized data. These studies highlight the ongoing
struggle to leverage LL.Ms for data augmentation
while ensuring robust privacy protection, indicating
a crucial area for further research and development
in privacy-preserving techniques.

Future Directions Future directions to mitigate
these privacy issues may involve developing more
robust anonymization techniques to ensure that no
traceable data is reproduced in the outputs. Addi-
tionally, implementing differential privacy (Behnia
et al., 2022) and federated learning (Chen et al.,
2023a) could help minimize privacy risks by allow-
ing data to be processed in a way that doesn’t reveal
identifiable information. Transparent data usage
policies and regular audits could also play a crucial
role in maintaining user trust and ensuring com-
pliance with evolving data protection regulations.
These measures would be essential in balancing
the benefits of LLMs in data augmentation with the
need to protect individual privacy.

6 Conclusion

In this survey, we have delivered an in-depth and
organized review of data augmentation techniques

utilizing Large Language Models (LLMs). We ex-
plored key data augmentation strategies and the
application of LLMs in enhancing data augmenta-
tion processes. Moreover, we discussed the learn-
ing paradigm under the generative and discrimina-
tive learning perspectives. Additionally, we high-
lighted the existing challenges and potential future
research opportunities, indicating significant po-
tential for further developments in this field. Our
aim is for this paper to act as a reference for Al
researchers, aiding them in selecting appropriate
data augmentation methods and encouraging fur-
ther investigation and enthusiasm in this domain.

7 Limitations

Data augmentation using Large Language Models
(LLMs) presents several limitations that can impact
their effectiveness in certain contexts. Firstly, the
quality of the generated data heavily depends on the
training data and the model’s architecture, which
can lead to biases or inaccuracies being introduced
into the augmented dataset. This can perpetuate or
even exacerbate existing biases in the training data,
leading to skewed or unfair outcomes in applica-
tions. Secondly, LLMs may struggle with generat-
ing high-quality data for highly specialized or niche
domains where specific knowledge or terminology
is required, due to the limited exposure of such con-
tent in their training data. Additionally, the cost of
generating large amounts of augmented data can be
prohibitive, as it requires substantial computational
resources, especially for state-of-the-art models.
Lastly, there’s the challenge of ensuring the seman-
tic consistency and uniqueness of the generated
data, as LLMs can sometimes produce repetitive
or generic outputs that may not add meaningful di-
versity to the dataset. These limitations necessitate
careful consideration and mitigation strategies to
effectively leverage LLMs for data augmentation
purposes.
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A Tasks

In this section, we classify the works based on the
task that data augmentation is used to solve. We
categorize the tasks as fundamental tasks, under-
standing based tasks, generation tasks, multi-modal
tasks, and other tasks. We elaborate on the funda-
mental tasks in appendix A.1, which includes text
classification, machine translation, and sequence
tagging. We explain the understanding and infer-
ence tasks in appendix A.2, with question answer-
ing, logical reasoning, and natural language infer-
ence. We discuss the generation and interaction
tasks in appendix A.3, which includes summariza-
tion, data-to-text NLG, open-ended and conditional
generation, and dialog. We introduce multi-modal
tasks in appendix A.4, which includes story telling
and VQA tasks. Lastly, we summarize some other
tasks that do not belong to above mentioned cate-
gories in appendix A.S.

A.1 Fundamental Tasks

In this subsection, we discuss some fundamental
tasks in NLP. These tasks are considered relatively
simple to the powerful LLMs nowadays. LLMs
are able to achieve human-level performance in
tasks like machine translation. Ding et al. (2022b)
studies 3 different approaches to utilize GPT-3 for
data augmentation: 1) prompt-guided unlabeled
data annotation (PGDA); 2) prompt-guided training
data generation (PGDG); and 3) dictionary assisted
training data generation (DADG). Results show
that it is largely reliable to count on the LLMs as
data augmentation tools.

Text Classification Text classification involves
categorizing text pieces into predefined classes or
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categories. For LLMs, text classification demon-
strates the model’s ability in understanding the con-
tent, context, nature, or sentiment of textual data.
A powerful language model should accurately as-
sign labels to diverse types of information. The
significance of text classification lies in its appli-
cations across sentiment analysis, spam detection,
and content categorization, contributing to stream-
lined information organization and retrieval.

Recently, some researchers compares LLM clas-
sified data with human experts. Alizadeh et al.
(2023) compare the performance of two widely-
used open-source LLMs, HugginChat and FLAN,
with that of ChatGPT as well as MTurk on multi-
ple text annotation tasks. Results show that open-
source LLMs surpass MTurk in most tasks, and are
comparable with ChatGPT in many tasks. Torn-
berg (2023) uses ChatGPT as a classifier for US
political messages from Twitter on whether it is
from a Democrat or a Republican. Experiment re-
sults show that LLM’s classified results achieve a
better accuracy than the judgements from the Ama-
zon Mturk experts.

Many works employ LLM augmentation for sen-
timent analysis. Mgller et al. (2023) investigate
GPT-4 and ChatGPT’s ability for generating syn-
thetic data by augmenting small sets of human-
generated training samples. Experiments on senti-
ment analysis and hate speech showcases LLM’s
great power in data augmentation on classification
tasks. Belal et al. (2023) conduct experiments test-
ing ChatGPT’s ability in annotating for sentiment
analysis task. Results show that the ChatGPT is
a good tool for sentiment analysis, and it has the
ability to understand emojis, sarcasm, and irony.

LLM is also proven to be powerful in detect-
ing fake news or human intention. To improve the
results, Smadu et al. (2023) conduct data augmen-
tation using GPT-2 to enable domain adaptation
on a fake news detection task. The augmentation
technique conditionally generates new examples
given the news types (left-wing, right-wing, and
mainstream). Fang et al. (2023) investigate Chat-
GPT’s ability as a data augmentation technique for
enhancing compositional generalization in open
intent detection tasks. Experiment results show
that ChatGPT’s paraphrases for utterances largely
outperforms the baseline.

From an application perspective, LLM augmen-
tation is also widely used in medical related clas-
sification tasks. To address the patient privacy

challenge in patient-trial matching task, Yuan et al.
(2023a) use desensitized patient data as a prompt
to guide the ChatGPT in the augmentation process
of the trial data. Given the criteria of a clinical
trial, the method generates augmented data points
adhere to its constraints. Sarker et al. (2023) ex-
plore ChatGPT for data augmentation in EHR data
analysis through prompt engineering. Experiment
results show that data augmentation based on Chat-
GPT improves performance for both medication
identification and medication event classification.

Machine Translation Machine Translation is the
process of automatically converting text or speech
from one language into another. As the LLMs be-
come more powerful, machine translation stands
as a critical application, showcasing the model’s
prowess in comprehending linguistic nuances and
producing coherent and contextually accurate trans-
lations. The importance of machine translation lies
in its ability to bridge language barriers, facilitating
global communication and information exchange
by rendering content accessible to a wider audi-
ence.

For machine translation, data augmentation
using LLMs serves two major purposes. The
first purpose is enlarge data corpus to facili-
ate training, and the second purpose is to en-
hance evaluation quality. To achieve the first
purpose, Oh et al. (2023) explore prompt-based
data augmentation approaches that leveraging Chat-
GPT. It compares three paradigms "paraphrase”,
"multi-target”, and "storytelling" and generates
synthetic data on Korean-German language pairs
from Al-hub dataset. To achieve the second
purpose, DATScore (Eddine et al., 2022) uti-
lizes augmented data translated from the source
and reference texts using ChatGPT. Experiments
on WMT17 and WMT18 shows that DATScore
correlates better with human judgements than
BLEU, BERTScore (Zhang et al., 2019), and
BARTScore (Yuan et al., 2021) on machine trans-
lation task.

Sequence Tagging Sequence tagging involves
the task of assigning specific labels or tags to indi-
vidual elements within a sequence, such as words
or tokens in a sentence. For LLMs, sequence tag-
ging is a fundamental capability that underscores
the model’s capacity to discern and annotate vari-
ous elements in a given context. The significance
of sequence tagging lies in its applications across
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diverse fields, from Named Entity Recognition in
natural language processing to part-of-speech tag-
ging in linguistic analysis, enabling more detailed
understanding of sequential data.

For sequence tagging, existing works use LLM
to generate synthetic data with two major ap-
proaches, generating spans and generating labels.

* Generating Spans: Sharma et al. (2023b) aug-
ment name entity recognition (NER) data by
paraphrasing and annotating entity spans in
generations using GPT-3 variants.

* Generating Labels: Meoni et al. (2023) pro-
pose a weak supervision technique utilizing
InstructGPT as a data augmentation tool to
predict the annotation. Experiments on a clin-
ical entity extraction showcases the high qual-
ity of the augmented data on distilling a Bert-
base model. Deng et al. (2023) propose a data
augmentation method on Universal Decompo-
sitional Semantic (UDS) Parsing. It utilizes
ChatGPT to predict the syntactic tree and POS
tag and generate pseudo labels for the unla-
beled data.

A.2 Understanding and Inference Tasks

In this subsection, we discuss the tasks that are re-
lated to text understanding and inference. Question
Answering tasks demand the models to understand
the given question and provide an accurate and
relevant answer based on the given context or ex-
ternal knowledge. Logical reasoning tasks require
the model to apply logical reasoning skills to com-
prehend and infer from given data or statements.
Natural Language Inference (NLI) tasks involve
understanding the relationship between sentences
or phrases, such as whether one statement entails,
contradicts, or is neutral to another. LLMs also
play an important role in augmenting the datasets
for these tasks involved text understanding.

Question Answering Question answering is the
cognitive process of providing relevant and accu-
rate responses to posed queries, a task that holds
immense importance within LLMs. In this con-
text, question answering demonstrates the model’s
capacity to understand complex queries, retrieve in-
formation from vast datasets, and generate coherent
and contextually appropriate answers. The signifi-
cance of question answering lies in its applications
across information retrieval systems, virtual assis-
tants, and educational tools, contributing to more
effective and efficient knowledge dissemination.

Question answering task is broad in scope and
includes multiple downstream tasks. Some QA
tasks are multiple choice based like commonsense
reasoning, and fact checking. Other QA tasks are
free-form in answer like story completing and ma-
chine reading comprehension (MRC). We find that
both types of QA tasks can be augmented by large
language model.

* Commonsense Reasoning: Automate-
CoT (Shum et al., 2023) proposes a fully
automatic pipeline for finding better chain-
of-thought prompts to solve commonsense
reasoning question answering tasks. This
pipeline leverages powerful LLMs like GPT-3
to augment reasoning paths, prune incorrect
paths, and select optimal combinations of
exemplars.

» Story Completing: Whitehouse et al. (2023)
explore the generation of synthetic data
for question answering under the multi-
lingual setting using various LLMs. This
work conducts experiments with dolly-12B,
stablevicuna-13B, ChatGPT, and GPT-4 on
three datasets that covers over 20 languages
on commonsense reasoning and story com-
pleting tasks.

* Fact Checking: SCOTT (Wang et al., 2023b)
prompts a GPT-neox-20B model to generate
annotated data to train a smaller student model
to perform QA tasks. Experiments conducted
on four QA datasets across commonsense rea-
soning and fact checking showcase the effi-
ciency of this data augmentation technique.

* MRC: Samuel et al. (2023) introduce a GPT-
4 based data augmentation technique target-
ing the low source setting on machine read-
ing comprehension task. This technique sep-
arately generates passsages, questions, and
answers using in-context learning.

* MedicalQA: Dr.LLaMA (Guo et al., 2023)
employs ChatGPT and GPT-4 to either rewrite
existing medical question-answering pairs or
generate new pairs from the training dataset
with zero-shot prompting. Such data aug-
mentation helps to train a LLaMA model spe-
cialised on medical knowledge.

Logical Reasoning Logical reasoning involves
the ability to analyze and draw conclusions based

1697



on given information, a crucial cognitive skill that
LLMs aim to master. In the context of LLMs, logi-
cal reasoning reflects the model’s aptitude for un-
derstanding and manipulating symbolic representa-
tions, solving problems, and making deductions.
The significance of logical reasoning lies in its
application across various domains, from puzzle-
solving and decision-making to complex problem-
solving tasks, showcasing the model’s capacity for
high-level cognitive functions.

Within the logical reasoning task, Chain-of-
Thought has been a popular technique that im-
proves the reasoning process for the language mod-
els. CoT is hence frequently used in data aug-
mentation for logical reasoning tasks. Fine-tune-
CoT (Ho et al., 2022) generates multiple reason-
ing solutions from LLMs like variants of GPT-
3 17B with stochastic sampling to augment the
training data for student models. This method
largely utilizes the reasoning ability of the LL.Ms.
LogiCoT (Liu et al., 2023b) is a chain-of-thought
instruction-tuning dataset designed explicitly for
logical reasoning. This dataset is augmented by
GPT-4 from high quality logical reasoning data,
and is used to fine-tune a LLaMA-7B model. Dis-
tilling step-by-step (Hsieh et al., 2023) is a new
simple mechanism for training smaller models with
less training data. It prompts PaLM-540B with log-
ical reasoning questions and extracts rationale from
it using CoT.

The reasoning ability of LLMs is proven to be
powerful, and the augmented data can be used
to improve smaller models or even LLM itself.
Orca (Mukherjee et al., 2023) is a 13B model that
learns to imitate the reasoning process of larger
models. Training data of Orca is augmented from
ChatGPT and GPT-4, including explanation traces,
step-by-step thought processes, and other complex
instructions. Instruction backtranslation (Li et al.,
2023c) uses the LLM to both augment and curate
high quality training examples to improve its own
performance. Experiments on LLaMA 7B, 33B,
and 65B showcase the efficiency of the model on
reasoning tasks. Bao et al. (2023) propose an eval-
uation benchmark of LLMs on logical reasoning
tasks. It employs logic-driven data augmentation
on ChatGPT and GPT-4 to enhance the perfor-
mance on logical reasoning tasks. The augmen-
tation parts include context, question, and option.

Data augmentation has also been employed in
LLM for science. For instance, Kieser et al. (2023)

use ChatGPT to augment data for physics educa-
tion, leveraging the LLM’s ability to solve quanti-
tative reasoning tasks in physics and concept tests
such as the Force Concept Inventory (FCI).

Natural Language Inference Natural Language
Inference (NLI) is the task of determining the log-
ical relationship between the premise and the hy-
pothesis, such as entailment, contradiction, or neu-
trality. Within LLMs, NLI represents a sophisti-
cated task that demonstrates the model’s ability to
understand two statements and infer meaningful
connections between them.

For NLI task, LLMs are powerful in generat-
ing augmented data that tackle two challenges.
The first challenge is the lack of counterfactual
examples, and the second challenge is the out-of-
distribution (OOD) or low resouce problem.

* counterfactual example: Li et al. (2023d) em-
ploy ChatGPT to generate counterfactual sam-
ples and counterfactual labels for each original
sample. By merging the original data with the
counterfactual data, an augmented dataset is
formed to enhance the small models’ perfor-
mance on the NLI task. Disco (Chen et al.,
2023e) identifies potential locations for per-
forming counterfactual perturbations on the
target instances, and then prompts GPT-3 to
generate perturbations for NLI task.

* OOD or low resource: Stacey and Rei (2023)
generate examples from a GPT-3 model to
improve performance in out-of-distribution
setting to mimic text that may appear in un-
seen genres for NLI task. By distilling a Bert
model, the performance improves on both
MNLI and SNLI settings. TDG (He et al.,
2023c) clusters NLI data into potential chal-
lenging subgroups and estimate which sub-
groups benefit from additional data. Then, it
uses GPT-3 coupled with local subgroup mod-
els to conduct data augmentation to improve
the performance for particularly challenging
subgroups.

A.3 Generation and Interaction Tasks

In this subsection, we discuss the generation and
interaction tasks. Summarization tasks involve pro-
ducing a concise and coherent summary of a longer
text while retaining the key information and overall
meaning. Data-to-text NLG tasks requires convert-
ing structured data into understandable and fluent
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natural language text. Open-ended and conditional
generation tasks require the model to generate text
based on specific conditions or prompts, including
creative and unrestricted text generation. Dialogue
tasks involve generating conversational responses
in a dialogue setting, requiring the model to main-
tain context and coherence over multiple turns of
conversation. LLMs can be helpful to not only
generate answering but also generate questions to
augment the dataset.

Summarization Text summarization is the pro-
cess of distilling the most important information
from a source text and presenting it in a condensed
form. In the realm of Large Language Models
(LLMs), summarization becomes a pivotal task, re-
flecting the model’s ability to comprehend, process,
and concisely reproduce textual information. The
significance of summarization lies in its ability to
transform extensive information into a digestible
format, aiding in efficient information consumption
and understanding. In the context of LLMs, sum-
marization is not just about reducing text length
but also about maintaining its essence, coherence,
and factual integrity. Chintagunta et al. (2021) use
GPT3 to summarize medical dialogues as labels
to train summarization models. Liu et al. (2023f)
adopt LLMs (e.g. GPT3D3, ChatGPT, and GPT4)
to evaluate the quality (i.e. quality score) of the
summarization output by a model, and design a con-
trastive learning loss function based on the quality
score to train a summarization model. Schlegel
et al. (2023) use LLMs to generate synthetic data
on summarizing patient-doctor dialogues into clin-
ical records. The synthetic data are then used to
train the PULSAR model (Schlegel et al., 2023),
enabling PULSAR to achieve high scores in the
MediQA-Sum task.

Summarization in LLMs can be broadly cate-
gorized into two types: extractive and abstractive.
Extractive summarization involves identifying key
sentences or fragments in the text and stitching
them together to form a summary. Here, the LLMs
focus on selecting the most informative parts of
the original text. In contrast, abstractive summa-
rization requires the LLM to generate new phrases
or sentences that capture the core ideas of the text,
often paraphrasing or rephrasing the content. This
demands a deeper level of understanding and lan-
guage generation capability from the model. LLMs
like GPT-3 and BERT have shown proficiency in
both types, with abstractive summarization posing

more challenges in terms of generating coherent
and contextually accurate summaries.

Data-to-Text NLG Data-to-Text Natural Lan-
guage Generation (NLG) is a subfield of artificial
intelligence that focuses on converting structured
data into coherent and readable narrative text. This
task is crucial in making data accessible and under-
standable to a broader audience, transcending the
barriers of technical expertise. The significance of
Data-to-Text NLG lies in its ability to bridge the
gap between raw data and human communication,
allowing for effective data-driven storytelling and
reporting.

Large Language Models (LLMs) approach
Data-to-Text NLG through various methodologies.
Krause et al. (2023) design a waterfall prompting
technique using a combination of both GPT-3 and
ChatGPT to enhance Data-to-Text response genera-
tion. Li et al. (2023b) use LLMs for synthetic con-
versation generation to tackle the data deficiency
problem in training information-seeking conversa-
tion models.

Open-ended and Conditional Generation
Open-ended and conditional generation in the
context of Large Language Models (LLMs)
refers to the creation of text that is not strictly
predetermined, offering a wide range of possi-
bilities based on given conditions or prompts.
This task is particularly challenging for LLMs
because it requires a blend of creativity, contex-
tual understanding, and adherence to specified
constraints or themes. Open-ended generation
pushes the model’s capabilities in producing
coherent, relevant, and often inventive content,
while conditional generation demands adherence
to specific guidelines or objectives, adding layers
of complexity to the task.

Dai et al. (2023) propose AugGPT, which is a
text data augmentation approach based on Chat-
GPT that rephrases each sentence in the training
samples into multiple conceptually similar but se-
mantically different samples. O’Neill et al. (2023)
design Semantic Text Enhancement via Embed-
ding Repositioning (STEER) that utilize LLMs to
produce text characteristic of the specific domain.
Meadows et al. (2023) utilize LLMs as a symbolic
engine to generate derivations of equations at scale.
The augmented data is tested on a finetuned TS5
model, showing superior results than GPT models.

Approaches and Techniques LLMs employ var-
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ious models and techniques for open-ended and
conditional generation:

¢ Transformer Models: These, like GPT-3, are
currently the most prominent in this field.
They use deep learning techniques to generate
text that is contextually relevant and coherent.

* Fine-tuning on Specific Data: This involves
training the LLLM on specific types of data
or genres to improve performance in certain
areas, like poetry or technical writing.

* Reinforcement Learning from Human Feed-
back (RLHF): This technique involves train-
ing models based on feedback to align the
model’s outputs more closely with human
preferences or specific task requirements.

Dialog Dialog systems, a crucial component of
human-computer interaction, are designed to en-
able effective and natural communication between
humans and machines. These systems, often man-
ifested as chatbots or virtual assistants, simulate
human-like conversation, allowing users to interact
with digital devices or services in a more intuitive
and familiar manner. The importance of dialog
systems lies in their ability to provide efficient,
user-friendly interfaces for a variety of applica-
tions, from customer service to personal assistance,
thereby enhancing user experience and accessibil-
ity.

Large Language Models (LLMs) have signifi-
cantly revolutionized the field of conversational Al
With their advanced natural language processing
capabilities, LLLMs like GPT-3 have been instru-
mental in creating chatbots and virtual assistants
that can understand and generate human-like text.
This advancement has led to more sophisticated and
versatile dialog systems capable of handling a wide
range of conversational topics and styles. LLMs
contribute to conversational Al by improving the
fluidity and relevance of interactions, making these
systems more engaging and helpful to users.

Zheng et al. (2023b) use LLMs for dialogue aug-
mentation to support emotional conversation capa-
bilities for dialogue models. Wan et al. (2022b)
use TS5 as a dialogue user simulator to generate
few-shot data augmentations for training conversa-
tion models. Li et al. (2022b) design the Dialogic,
which is a dialogue simulation method based on
large language models in-context learning to auto-
mate dataset creation. Dialogic can automatically

select in-context examples for demonstration and
prompts GPT-3 to generate new dialogues and an-
notations in a controllable way, and can further en-
hance dialogue models’ performance. Labruna et al.
(2023) utilize ChatGPT to generate goal-oriented
dialogues, showing that the ChatGPT annotations
are on par with human-generated annotations.

Case Studies and Applications LLMs have been
successfully implemented in various dialog sys-
tems, including: (1) Customer Service: Chatbots
powered by LLMs have been employed by numer-
ous businesses to provide instant customer support,
handle inquiries, and offer personalized recommen-
dations. (Soni, 2023; Roumeliotis et al., 2024,
Pandya and Holia, 2023) (2) Therapy Bots: LLMs
are being used in mental health applications, of-
fering conversational therapy and support, though
with necessary caution and oversight.(Kian et al.,
2024, Bill and Eriksson, 2023) (3) Interactive Enter-
tainment: In the gaming and entertainment industry,
LLMs have enabled the creation of interactive nar-
ratives and characters, enhancing user engagement
and experience. (Yong and Mitchell, 2023; Zhu
et al., 2023a)

A.4 Multi-Modal Tasks

Other than the pure NLP tasks, multi-modal tasks
can also be augmented with LLMs. These tasks
either involves generating texts given images or
generating images given tasks. Some examples in-
clude visual question answering, image captioning,
and other tasks.

Visual Question Answering Visual Question
Answering (VQA) is a multi-modal task where a
system provides answers to questions based on vi-
sual content, such as images or videos. This task re-
quires the integration of visual perception with lan-
guage understanding, challenging the model to in-
terpret visual data and articulate relevant responses
in natural language.

SelTDA (Khan et al., 2023) introduces a novel
approach for fine-tuning large Visual Language
Models (VLMs) on small-scale Visual Question
Answering (VQA) datasets by generating question-
answer pseudolabels for unlabeled images, ef-
fectively augmenting the original dataset. This
method enhances model robustness against adver-
sarial questions, improves domain generalization,
and retains numerical reasoning skills without need-
ing extra annotations or changes to the architec-
ture. T-SciQ (Wang et al., 2023a) enhances science
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question answering by using large language model
(LLM) insights to create detailed reasoning paths
(CoT) as educational signals. This technique trains
smaller models to tackle complex problems with
CoT reasoning and introduces a unique data mixing
strategy for better learning materials across varying
difficulty levels. Demonstrating its effectiveness,
T-SciQ sets a new record on the ScienceQA bench-
mark with a 96.18% accuracy, outdoing the top
fine-tuned baseline by 4.5%.

To tackle Visual Question Answering (VQA)
in scenarios with limited labeled data, Askarian
et al. (2022) expand the initial dataset, infusing
the VQA model with enhanced inductive biases
through newly generated questions based on image
annotations. This approach yields up to a 34% ac-
curacy improvement over baseline models trained
solely on the original labeled dataset.

VQA has practical applications in areas such
as accessibility technology, where it aids visually
impaired users in understanding their surroundings.
It’s also used in customer service to answer queries
based on product images and in educational tools
that help students learn through visual aids.

Image Captioning and Editing Image caption-
ing is a multi-modal task that involves generating
descriptive text for images. This requires a system
to not only recognize the visual elements within an
image but also to understand their context and how
they relate to each other, synthesizing this informa-
tion into coherent, natural language sentences. It
bridges the gap between visual perception and lan-
guage generation, challenging models to accurately
interpret visual data and express these interpreta-
tions as human-like captions.

ChatBridge (Zhao et al., 2023b) connects text,
images, videos, and audio using language. It lever-
ages LLM and extends their zero-shot capabilities
to incorporate diverse multi-modal inputs. The
training includes two stages, first learning to link
each modality with language, then fine-tuning with
the dataset MULTIS for specific multi-modal tasks.
Xiao et al. (2023) utilize Stable Diffusion to gen-
erate high-quality image-caption pairs for multi-
modal data augmentation, showing significant im-
provements on the MS COCO dataset, especially
with limited training data. This approach surpasses
previous unpaired image captioning methods and
further enhances training efficiency and effective-
ness through quality-based filtering of generated
data. ALIA (Dunlap et al., 2024) leverages vi-

sion and language models for automated language-
guided image editing, enriching training datasets
while preserving class-relevant information. This
method enhances dataset diversity without com-
promising visual consistency, outperforming tra-
ditional and text-to-image augmentation in fine-
grained classification tasks, improving domain gen-
eralization and reducing contextual bias.

Image captioning has diverse applications in var-
ious fields, enhancing accessibility for visually im-
paired users by providing textual descriptions of
images on the web or in digital media. It plays
a crucial role in social media, where automatic
captioning can improve user engagement and con-
tent accessibility. Furthermore, in the educational
sector, image captioning aids in creating more inter-
active and accessible learning materials, allowing
students to gain a deeper understanding of visual
content.

Other multi-modal tasks Other than visual ques-
tion answering and image captioning, some other
multi-modal tasks also use LLM to conduct data
augmentation. One example is Multi-modal Named
Entity and Relation Extraction. Chen and Feng
(2023) distill the reasoning ability of LLMs into
small student model by generating a intermedi-
ate reasoning steps (CoT). It draws out reasoning
skills from LLMs using detailed prompts that in-
clude multi-grain (noun, sentence, multi-modality)
and data augmentation (style, entity, image) dimen-
sions. The new technique simplifies the complex
reasoning into a form that smaller models can use.
Another example is tooling. GPT4Tools (Yang
et al., 2024) employs self-instruct to enable open-
source LLMs to use multi-modal tools. We will
explain this paper more in detail in the next sub-
section.

A.5 Other Tasks

Other than the above mentioned tasks, many other
NLP tasks also employ LLMs as data augmenting
tools. We will discuss them in this subsection.

Tooling Tooling tasks in the context of Large
Language Models (LLMs) refer to the application
of these models in developing tools that aid in vari-
ous aspects of programming, content creation, and
data analysis. These tasks leverage the language
understanding and generation capabilities of LLMs
to automate, optimize, and enhance various work-
flows and processes.
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One key area of data augmentation’s usage of
tooling is in code generation and assistance. LLMs
are employed to assist in writing and optimizing
code, offering suggestions, debugging help, and
even generating code snippets based on user re-
quirements. Dong et al. (2023c) explore the exist-
ing data augmentation techniques from NLP and
graph learning for enhancing training quality in
source code learning. After reviewing and catego-
rizing the literature, 11 data augmentation methods
from NLP and graph learning are identified as po-
tentially applicable to source code learning. Zhang
et al. (2023d) enhance code generation by inte-
grating tool usage information via an automated
annotation method and API search tools, showing
significant improvements in benchmarks. Despite
its smaller size, ToolCoder’s performance is com-
parable to GPT-3.5, illustrating the benefits of em-
bedding programming tools into code generation
models.

Another possible area of data augmentation us-
ing LLM is to train models as classification or de-
tection tools. For instance, (Smadu et al., 2023)
work as very good hyper-partisan news detection
tool. It employs GPT-2 employ to conditionally
generate new examples given the news types (i.e.,
left-wing, right-wing, and mainstream). Then, it
fine-tunes the GPT-2 base model on the hyperpar-
tisan Buzzfeed dataset to generate new samples.
These detection models are very useful in indus-
tries and applications.

Other than the above-mentioned tooling tasks,
LLM can also be used to augment data for set-
ting up a comprehensive benchmark for multiple
tools. GPT4Tools (Yang et al., 2024) empowers
open-source large language models like LLaMA
and OPT with tool-using abilities, leveraging Low-
Rank Adaptation (LoRA) optimization for visual
tasks using GPT-4 for augmentation. It includes a
benchmark for evaluating tool use in models, show-
ing significant improvements in both seen and un-
seen tool invocation accuracy through extensive
experiments.

The main challenges in tooling with LLMs in-
clude ensuring accuracy, maintaining context rel-
evance, and integrating seamlessly with existing
tools and workflows. Solutions involve continuous
model training, user feedback loops for model re-
finement, and developing intuitive interfaces that
facilitate easy integration and usage.

B Domains

The preceding sections have outlined prominent
data augmentation techniques applied across di-
verse tasks. In this section, we delve further into
categorizing the specific application domains of
these data augmentation methodologies. We sys-
tematically categorize these domains into distinct
areas: clinical, finance, legal and social science.

B.1 Clinical

The emergence of clinical applications powered by
LLMs is poised to transform the healthcare sys-
tem. LLMs such as GPT-4 have demonstrated a
remarkable ability to understand and generate text,
making them valuable tools for tasks ranging from
enhancing medical transcription to assisting with
medical diagnoses. Integrating these models into
clinical settings can significantly enhance the ef-
ficiency and accuracy of various healthcare pro-
cesses, but this potential is accompanied by major
challenges. For example, establishing close align-
ment of model predictions with the assessment of
medical professionals and addressing biases inher-
ent in the training data must be addressed. Navigat-
ing these challenges is essential for realizing the
full potential of large language models in health-
care and ultimately advancing the quality of patient
care and medical research.

One of the major obstacles to adapting LLMs for
clinical tasks is the scarcity of data. First, the ac-
cessibility of medical data is limited. In the United
States, for example, the distribution of medical
data must abide by HIPAAA regulations, which
protect patient information. In addition, annotation
of medical data is a time-intensive and costly un-
dertaking (Chintagunta et al., 2021; Meoni et al.,
2023), further restricting the availability of data for
Al development in the clinical domain. Together,
these limitations necessitate alternative routes to
generating large, high-quality datasets.

To this end, an emerging stream of research
is focusing on data augmentation approaches that
generate synthetic data to facilitate the adaptation
of LLMs in medical domain. Electronic Health
Records (EHRS) play a crucial role in the modern
clinical field. Several works propose data augmen-
tation approaches to facilitate the usage of LLMs
for EHR-related applications. Meoni et al. (2023)
explore annotating EHR data with InstructGPT-
3 to improve the performance of distilled BERT-
based models for multilingual clinical entity ex-
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traction. The proposed method outperforms dic-
tionary supervision in extracting clinical entities
on the E3C multilingual data set (Magnini et al.,
2022). Sarker et al. (2023) tackles the medication
identification and event classification problem in
EHRs. By prompting ChatGPT to rephrase original
sentences of the Contextualized Medication Event
Dataset, the authors enhance the performance of
different pre-trained BERT models. Yuan et al.
(2023a) prompt LLMs with desensitized patient
data to create privacy-aware supplementary data
points to comprehend EHRs for clinical patient-
trial matching. Guevara et al. (2024) utilize LM-
generated synthetic clinical text at the fine-tuning
stage to improve LMs ability on extracting social
determinants of health, such as employment sta-
tus and housing issues, from EHRs. Aside from
prompting LL.Ms to obtain synthetic data, recent
work explores generating mixed-type tabular EHRs
with diffusion models (Ceritli et al., 2023).

Medical question answering is another field of
interest. Guo et al. (2023) develop smaller efficient
language models with augmentation data generated
by LLMs on the PubMedQA dataset. The proposed
method uses GPT-3.5 Turbo and GPT-4 to rewrite
existing QA pairs or generate new pairs via zero-
shot prompting. Results show that the small fine-
tuned model with the data augmentation approach
outperforms few-shot GPT4 on the PubMedQA
dataset. For medical dialogue applications, GPT-3-
ENS is introduced to create high-quality synthetic
training data via few-shot learning and an ensemble
method. Together with the human labeled data, the
generated data help yield more performant mod-
els in terms of medical accuracy and coherency
(Chintagunta et al., 2021).

B.2 Finance

One major line of research centers on leveraging
LLM-based data augmentation for finance-related
reasoning tasks. To improve the numerical reason-
ing ability for financial question answering tasks,
Hwang et al. (2023) put forth a novel context aug-
mentation method that generates synthetic financial
contexts based on the arithmetic program and oper-
ators present in the question. To address the limited
availability of labeled datasets in financial analy-
sis and interpretation tasks, Chu et al. (2023) pro-
pose an abductive augmentation reasoning frame-
work that refines the pseudo-labels generated from
a small labeled dataset. This aims to correct noisy

labels and improve the quality of training data to
enhance the performance of the financial large lan-
guage model.

Another application is intent detection, that aims
to classify the user’s intent given an utterance. To
alleviate the problem of data scarcity, researchers
employ LLM-based data augmentation techniques
to generate synthetic training data. This involves
creating artificial utterances corresponding to given
intents. A common strategy is to construct a
data generation and filtering pipeline. Sahu et al.
(2022a) prompt GPT models to augment the train-
ing data for each intent class. Subsequently, the
same GPT model is utilized as a classifier to fil-
ter and relabel the generated data. Similarly, Lin
et al. (2023) employ GPT-3 and OPT to synthesize
new data points for each class, then apply point-
wise V-information to filter out examples that are
not relevant to the desired intent. Both methods
achieve state-of-the-art performance on Banking77
(Casanueva et al., 2020), a challenging intent de-
tection dataset with fine-grained banking-related
intents.

B.3 E-commerce

Adopting data augmentation techniques by LLMs
in E-commerce applications such as search and
recommender systems, shopping assistance, and
customer supports are prospective trends in the
development of LLMs.

Recommender systems are algorithms designed
to predict and suggest items of interest to users,
based on their preferences and behavior (Guo et al.,
2020; Gao et al., 2023; Luo et al., 2024b; Hao
et al., 2021; Zhou et al., 2020; Da’u and Salim,
2020). These systems play a crucial role in vari-
ous domains, such as e-commerce, entertainment,
and content platforms, by personalizing user ex-
periences and enhancing engagement. The combi-
nation of recommender systems with LL.Ms is an
emerging trend where LL.Ms can largely enhance
the capability of the recommender systems (Fan
et al., 2023). Cui et al. (2022); Christakopoulou
et al. (2023); Hua et al. (2023) utilize LLMs with
prompt tuning: by adding prompt tokens to LLMs
and then updating them based on task-specific rec-
ommendation datasets.

B.4 Social Sciences

Large language model (LLM)-based data augmen-
tation provides the potential for advancing scien-
tific understanding of human social and political
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behavior. Several studies have demonstrated that
LLMs serve as effective surrogates for human re-
spondents across various social science tasks. For
instance, Tornberg (2023) use ChatGPT to anno-
tate and classify Twitter messages, showcasing the
model’s ability to accurately identify political affili-
ations by reasoning based on contextual knowledge
and inferences about the author’s intentions, tradi-
tionally considered uniquely human qualities. In
addition, another study (Argyle et al., 2023) re-
veal that GPT-3 can simulate viewpoints of demo-
graphically diverse sub-populations within the U.S.
political domain. Conditioning an LLM with socio-
demographic profiles allows it to mirror responses
of humans with matching demographic traits, un-
covering patterns between ideas, attitudes, political
views, and socio-cultural contexts. This suggests
that synthetic samples generated by LLMs offer a
reliable means for researchers to explore hypothe-
ses before deploying costly studies involving hu-
man subjects in social science research. Griffin
et al. (2023) extend the scope beyond static psy-
chological modeling, illustrating LLMs’ ability to
model dynamic psychological changes in response
to influencing input.

The capability of LLMs in generating human-
like responses extends their application in data
augmentation to education research. Kieser et al.
(2023) delve into the potential of employing Chat-
GPT to synthesise data that closely resemble stu-
dents from various cohorts possessing different pre-
conceptions. These data augmentation techniques
could be of interest to education researchers as it
would save a significant amount of time and ef-
fort in the development of assessments and concept
tests.

LLMs can enhance social network analysis due
to their adeptness in modeling complex data and
extracting valuable insights (Zeng et al., 2024). So-
cial networks, both online and offline, serve as
fundamental structures for human interaction and
information dissemination. These networks encap-
sulate the intricate web of relationships between
individuals, organizations, and communities, form-
ing the basis of societal dynamics. Computational
approaches leverage techniques such as graph the-
ory, graph representation learning, and data mining
to simulate, infer, or construct social networks from
large-scale data sources (Jo et al., 2022; Luo et al.,
2023b,a; Mo et al., 2024). These generated net-
works not only provide insights into human behav-

ior and social dynamics but also facilitate various
applications such as recommendation systems, tar-
geted advertising, and sentiment analysis.

LLMs have emerged as powerful tools for gen-
erating social knowledge graphs due to their ad-
vanced natural language processing capabilities.
By analyzing vast amounts of textual data from di-
verse sources such as social media, forums, and
news articles, LLMs can extract valuable infor-
mation about relationships, entities, and events.
Through their ability to understand context, infer
semantic meaning, and detect patterns, LLMs can
construct comprehensive and accurate representa-
tions of social networks. These generated knowl-
edge graphs not only provide insights into the struc-
ture and dynamics of social interactions but also
facilitate tasks such as community detection, trend
analysis, and information retrieval. Additionally,
LLMs offer the flexibility to adapt and evolve with
changing data and can continuously refine and up-
date social knowledge graphs to reflect real-world
dynamics.

Another emergent direction of research is fo-
cused on the field of psychology. Neuman et al.
(2023) contribute to this area with a personality
data augmentation approach that combines LL.Ms
and domain expertise. Their method involves train-
ing GPT-2 to generate specific personality types by
completing sentences carefully selected by domain
experts representing the personality’s beliefs. This
approach proves particularly valuable in personal-
ity modeling tasks where there is a scarcity of large
amounts of high-quality labeled data, such as la-
beled texts from clinically diagnosed psychopaths.
Liyanage et al. (2023) focus on the challenge of
imbalanced datasets in mental wellness on Reddit
posts. They design prompt-based data augmenta-
tion methods using ChatGPT and GPT-3 models to
aid in the development of classification models for
detecting mental health issues. Meanwhile, Zhang
et al. (2023e) propose enhancing dialogue models
for mental health support through data augmenta-
tion with additional annotations that take the form
of reasoning support provided by prompt-based in-
teractions with LLM experts, aiming to improve
the robustness of the models in addressing mental
health concerns.

B.5 Legal

There is a rising interest in incorporating LL.Ms
into the legal domain to automate tasks such as
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analysis and generation of legal documents. DALE
is introduced to generate coherent and diverse aug-
mentations augmentation data for low-resource le-
gal NLP tasks (Ghosh et al., 2023). DALE uses
selective masking and conditional generation based
on a BART model on legal documents. The gener-
ated data is then utilized to enhance performance
of downstream models in low-resource Legal NLP
tasks. Kwok-Yan Lam and Yeong (2023) proposes
integrating traditional Al and generative Al tech-
niques, applying ChatGPT for contract drafting,
and evaluating Al-generated clauses with LLMs to
streamline the task for legal professionals.
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