
Findings of the Association for Computational Linguistics: ACL 2024, pages 16160–16176
August 11-16, 2024 ©2024 Association for Computational Linguistics

Can LLMs Speak For Diverse People? Tuning LLMs via Debate to
Generate Controllable Controversial Statements

Ming Li, Jiuhai Chen, Lichang Chen, Tianyi Zhou
University of Maryland, College Park

{minglii, tianyi}@umd.edu
Project: https://github.com/tianyi-lab/DEBATunE

Abstract
Making LLMs speak for different, especially
minority groups of people, and generate
statements supporting their diverse or even
controversial perspectives is critical to creating
an inclusive environment. However, existing
LLMs lack sufficient controllability to the
stance of their generated content, which
often contains inconsistent, neutral, or biased
statements. In this paper, we improve the con-
trollability of LLMs in generating statements
supporting an argument the user defined in
the prompt. We find that multi-round debates
between two LLMs with opposite stances
generate higher-quality and more salient state-
ments for each, which are important training
data to improve the controllability of LLMs.
Motivated by this, we develop a novel debate
& tuning (“DEBATUNE”) pipeline finetuning
LLMs to generate the statements obtained via
debate. To examine DEBATUNE, we curate
the largest dataset of debate topics so far, which
covers 710 controversial topics and correspond-
ing arguments for each topic. Evaluations
by the GPT-4 judge with a novel controversy
controllability metric show that LLMs’
capability of generating diverse perspectives
is significantly improved by DEBATUNE.
Moreover, such controllability can be general-
ized to unseen topics, generating high-quality
statements supporting controversial arguments.

1 Introduction

Despite the remarkable advancement of current
LLMs (Brown et al., 2020; Chowdhery et al., 2022;
Touvron et al., 2023a), and efforts to align LLMs
with human preferences and values (Weidinger
et al., 2021; Askell et al., 2021; Wang et al., 2023c).
A fact has long neglected that different people
might have distinct, diverse, or even contradicted
viewpoints on the same topic. Though recent stud-
ies (Bakker et al., 2022; Papachristou et al., 2024;
Ding and Ito, 2023) have acknowledged the inher-
ent diversity of human values, they still attempt

Figure 1: The pipeline of DEBATUNE. In the Debate
phase (top), the agents are prompted to debate upon
the given topic with an argument. After several rounds
of debate, an agent (positive in the example) concludes
the debate based on all the previous debate records.
The conclusion is a more salient, detailed, and higher-
quality statement for the agent. It will be used to train
an LLM in the Training phase (bottom) to improve
the controllability of generating statements for the given
stance (positive in the example).

to reach a consensus among various human per-
spectives, calibrating LLM responses to align with
an averaged, broadly acceptable viewpoint, poten-
tially endorsed by the majority. However, these
methods, while seeking a “safe” middle ground,
inadvertently overlook the richness and complex-
ity of diverse opinions that are fundamental to the
fabric of our society. What’s worse, exclusively
aligning LLMs with the thoughts of the majority is
unfair to minorities, who also have the right or need
more help to express their viewpoints via LLMs.

An example is showcased in Figure 2, which
contains the failure case from Vicuna 7B v1.5 (Chi-
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Figure 2: Comparing existing LLMs and DEBATUNE-trained LLMs. (a,c) Given the controversial topic,
“Organ donation should be mandatory”, and a user-defined stance (left: positive; right: negative), Vicuna 7B v1.5
cannot always generate consistent statements supporting the stance and lacks controllability. It exhibits a bias
towards the positive stance and ignores the user’s negative stance and religious concerns in (c), which may lead
to an offensive statement. (b,d) On the contrary, DEBATUNE-trained model generates higher-quality and strong
statements that strictly adhere to the user stance (positive or negative).

ang et al., 2023). Specifically, for the topic “Organ
donation should be mandatory”, towards which the
users may be positive or negative with some poten-
tial initial thoughts, thus expect to obtain control-
lable responses on either side of the topic. However,
existing LLMs lack the controllability on controver-
sial topics, and thus are not able to strictly adhere to
the given stance but wander to a safe middle ground.
Examples from Vicuna-7B v1.5 are shown in (a)(c),
where it successfully provides statements for the
positive side but fails on the negative side. Even if
the user explicitly acquires for negative stance, it
still tries to convince the user that organ donation is
good, regardless of the user’s religious concern,
which might be offensive.

In a world teeming with varied beliefs, cultures,
and ideologies, the ability to represent and respect
this diversity is not just a technical aspiration but a
societal necessity. The current trend of seeking a
singular, harmonized response in LLMs, therefore,
poses a significant limitation, which restricts the
potential breadth of LLMs’ responses especially on
controversial topics. In the desired situation, LLMs
should obtain better controllability, whichever side
the user queries, they are expected to generate cor-
responding responses that adhere to the users’ re-
quest like Figure 2 (b) and (d).

How could LLMs help people with diverse views
express their opinions better to create a more in-

clusive environment? How to improve the con-
trollability of an LLM in generating different or
even contradictory viewpoints and thereby remove
the potential bias of the pretrained LLM? To solve
these problems, we propose to utilize the debate
mechanism to enhance LLM responses for each
side with more salient viewpoints on controversial
topics. Unlike existing work utilizing debate (Du
et al., 2023; Liang et al., 2023) to improve spe-
cific instructions by converging the debating agents
into a consensus, we simulate the debating process
as it originally is, without the necessity to force
them into a consensus but generating and defend-
ing their stance and arguments as they want for
controversial debate topics.

In our proposed pipeline, “DEBATUNE”, as
shown in Figure 1, two agents are engaging in
structured debates, representing positive and neg-
ative sides facilitating more nuanced and in-depth
understanding and generation of arguments, signif-
icantly improving the response quality of LLMs
in handling polarized discussions. Then the gener-
ated debate-augmented stances and arguments will
be utilized to finetune the LLMs. Since both the
positive and negative stances and corresponding
arguments of each topic are altogether fed into the
LLM, it is enforced to perceive a supreme variety
of viewpoints for every topic, thus increasing its
diversity and controllability on the controversy.
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Moreover, due to the lack of a debating topic
dataset with a reasonable amount of topics, we col-
lect 710 controversial debate topics and manually
modify them for a clear distinction between posi-
tives and negatives. Another remaining issue is the
evaluation metric for our specific purpose. While
judging the quality of LLMs’ responses by GPT4 is
widely accepted common practice (Touvron et al.,
2023b; Chiang et al., 2023; Dettmers et al., 2023;
Liu et al., 2023b; Zheng et al., 2023; Li et al.,
2023c), it only evaluates the quality of one specific
response given the topic, stance, and argument, but
neglects the extent that LLM’s response is consis-
tent with the user query. Thus we further propose
an evaluation method utilizing GPT4 to evaluate
LLM’s controllability on controversial topics. Ex-
tensive experiments show that our method largely
improves LLM’s ability to generate responses for
controversial topics. The contributions of this paper
can be summarized as:

• While existing works focus on achieving a
consensus on divergent opinions to finetune
LLMs, we study a novel debate pipeline that
instead strengthens the statements of contro-
versial stances and uses them to improve the
controllability of LLMs in generating differ-
ent opinions of diverse people.

• We develop a dataset comprising 710 contro-
versial debate topics, and propose a novel,
debate-based methodology to enhance the
quality of LLM responses on controversial
topics, involving two models engaging in
structured debates, without the necessity to
reach a consensus.

• We are the first to evaluate several open-
sourced LLMs on controversial debate topics
and analyze the existing models’ strengths and
limitations in this specific context.

2 Debate Dataset

Instruction tuning requires plenty of training data.
However, although there are several debate-related
datasets like DebateSum (Roush and Balaji, 2020),
Change My View (Hidey et al., 2017) or SOCIAL-
CHEM101 (Forbes et al., 2020) in the community,
most of them either lack a direct topic or the top-
ics are so biased that it is not suitable to support
both sides of them1, e.g., “It is wrong to destroy
someone else’s property”.

1Detailed discussion can be found in Related Work.

Figure 3: Structure of our debate dataset. There are
710 controversial debate topics. Each topic t allows a
positive stance pt and a negative stance nt, where pt
agrees with the topic and nt is against it. We use gpt-
3.5-turbo-1106 to generate 5 one-sentence arguments
supporting each stance, e.g., apt,i is the i-th argument
for the positive stance on topic t. Given an argument
apt,i, a controllable LLM is expected to generate a sup-
porting statement spt,i with detailed explanations and
evidence.

To build a dataset with adequate debating top-
ics, we first collect topics from existing datasets
(Habernal et al., 2018; Gleize et al., 2019; Gretz
et al., 2020; Ein-Dor et al., 2020): we first filter and
modify them into approximately 200 topics. Then
we further collect approximately a thousand con-
troversial debate topics across the areas of Society,
Ethics, Environment, Technology, Education, Pol-
itics, Economics, and Health. We manually filter
out the similar ones and modify the rest to a format
that both positive and negative stances can be di-
rectly defined for each topic. Finally, we achieve
a dataset with 710 topics. We split the dataset into
a training set of 630 topics and a held-out test set
of 80 topics. To our knowledge, this is the largest
open-sourced debate dataset so far.

Our dataset structures are shown in Figure 3.
Each Topic t, e.g., “Should there be more regula-
tion on AI ethics and accountability?”, allows two
controversial stances, i.e., Positive stance pt that
agrees with the point of view in t and Negative
stance nt that disagrees with it. We utilize gpt-3.5-
turbo-1106 to generate 5 diverse seed Arguments
for each stance on every topic. Each argument is a
brief sentence, e.g., “Ensuring AI systems prioritize
human well-being and safety.” The i-th positive
or negative argument of topic t is denoted by apt,i
or ant,i. In our paper, both the stance and its argu-
ment(s) will be included in an input instruction as
the control to an LLM.

Given apt,i, a controllable LLM pθ(·) (with pa-
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rameters θ) is expected to generate a response
ypt,i ∼ pθ(y|t, pt, apt,i) that contain detailed expla-
nations, logical reasoning, and evidence adhering
to and supporting the input stance. We develop a
debate pipeline to generate 710 × 2 × 5 = 7100
ground truth Statements, each associated with an
argument-i of a stance on a topic-t. For example,
statement spt,i will be used as the ground truth of
LLM response ypt,i.

More specifically, the Argument is a brief one-
sentence summarization of an opinion. It is given in
the input to an LLM and provides specific guidance
to the generation of statements, which are expected
to support the argument. The Statement is a de-
tailed expression and expansion of an argument,
which includes detailed explanations, logical rea-
soning, and evidence adhering to the input stance
of the topic. It is a supporting statement of the
argument.

3 DEBATUNE

As shown in Figure 1, DEBATUNE has two main
phases, i.e., Debate and Training. In the debate
phase, we aim to achieve high-quality, salient,
and diverse statements (triggered by different ar-
guments) for each stance on every controversial
topic via multi-round debates. In the training phase,
DEBATUNE finetunes an LLM to fit each state-
ment giving its corresponding argument, stance,
and topic as controls in the input instruction, hence
improving the controllability of the LLM.

3.1 Debate

Despite the recent progress in LLMs, they still
struggle to encapsulate the breadth and depth of
human perspectives, particularly on divisive and
controversial topics. Debates, by their very nature,
encourage the exploration and articulation of di-
verse viewpoints, fostering a more comprehensive
understanding of subjects. By simulating a debate
scenario, where two LLMs are programmed to ar-
gue opposing sides of a topic, we aim to capture a
wider spectrum of perspectives and obtain higher-
quality stronger statements for each perspective.

Although single-round generation may not pro-
duce a strong statement, the multi-round Debate
mechanism in our method iteratively refines the
statement and can result in a salient statement sup-
porting a given minority view. Specifically, we
will set up a debating environment on the system
prompt, telling the agents (Agent 1 and Agent 2)

that they are in a debate and should follow their
given stance on the topic. After the initial genera-
tion process of Agent 1, the opponent Agent 2 is
prompted to think of the potential logical flaw of
Agent 1’s responses and contradicts it by raising
questions, providing explanations, and supporting
evidence. Then, Agent 1 has to answer the ques-
tions raised by Agent 2 and tries to refine its own
statements. During this debate-refine process, the
agent can generate more desired and less flawed
responses.

Our debate framework is different from previous
ones, in which the opponent agent is not to support
opposite stances to the other but to improve the
other’s response by identifying its weaknesses.
Hence, in previous work, both agents share
the same goal, reaching a consensus as a final
ground truth for the LLM response, which greatly
constrains LLMs’ capability to generate responses
both in breadth and depth. Moreover, reaching a
consensus is non-trivial (Chen et al., 2023a), and
always requires an additional Judge (Liang et al.,
2023), Confidence Estimator (Chen et al., 2023b)
or Summarizer (Chan et al., 2023), which not only
introduces more computation but leads to potential
instability as well. On the contrary, our pipeline
simulates real-world debates, in which two agents
holding different stances can freely question or
contrast each other and they are not required to
reach a consensus.

During the debate, two agents pθ1 and pθ2 are
prompted to debate given a specified argument
apt,i

2 of a given topic t. The two agents can share
the same model (i.e., θ1 = θ2) but are prompted
to hold opposite stances on the argument. We as-
sume that pθ1 agrees with the argument apt,i and
pθ2 is against it. They debate on the topic for m
rounds, where m is flexible and does not need to
lead to a consensus. Since the argument index i is
fixed in the debate, for simplicity, we will remove i
when elaborating on the debate procedure. In each
round, an agent is required to reply to the question-
ing of its opponent, refine its previous statement,
and question the opponent. For example, after the
first round, pθ1 is prompted to generate the initial
statement s1,1 supporting the argument apt by

s1,1 ∼ pθ1(s|t, pt, apt), (1)

while pθ,2 generates the controversial statement

2It can be apt,i or ant,i. We use apt,i as an example here.
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s2,1 based on its opponent’s statement s1,1, i.e.,

s2,1 ∼ pθ,2(s|t, pt, apt , s1,1). (2)

After m rounds of debate, the agent pθ1 is required
to summarize and refine its final statement spt,i
based on the entire debating process by

spt,i ∼ pθ1(s|t, pt, apt , s1,1, ..., s1,m, s2,m). (3)

In the training phase, spt,i will be used as the
ground truth of the controllable output ypt,i ∼
pθ(y|t, pt, apt,i) of an LLM pθ when given the
topic t, stance pt, and argument apt,i as controls.

3.2 Training
We then use the data collected via debate to build
an instruction-tuning dataset, in which (t, pt, apt,i)
is the instruction and spt,i is the corresponding
response. To improve the controllability of an LLM
pθ on generating controversial statements such as
spt,i and snt,i for different stances, we finetune pθ
on the instruction-tuning dataset by maximizing
the following objective.

max
θ

T∑

t=1

k∑

i=1

[
log pθ (spt,i|t, pt, apt,i)+

log pθ (snt,i|t, nt, ant,i)
]
, (4)

Compared to existing instruction-tuning datasets
that mainly focus on covering a broad range of
topics, we only utilize a limited number of topics
while each topic containing 2×k samples covering
k diverse arguments, 2 opposite stances per argu-
ment, and a high-quality salient statement for each
stance. As shown in the experiments, our dataset
significantly improves the LLM controllability.

4 Evaluation Metrics

We evaluate LLM’s ability to generate statements
for controversial topics on two orthogonal aspects
on our hold-out test set: the Response Quality and
Controversy Controllability. The Response Qual-
ity measures whether the LLM can generate help-
ful, relevant, accurate, and detailed statements for
an instruction, which aligns with the common re-
quirements for LLM’s responses. However, the re-
sponse quality fails to measure the extent to which
LLM’s response is stuck to the desired stances.
As illustrated previously, existing LLM tends to
generate average viewpoints endorsed by the ma-
jority and neglect the voice of the minority, which

might be graded highly by existing judging meth-
ods. Thus we propose another aspect, noted as
Controversy Controllability, which directly mea-
sures whether LLM’s response is strictly stuck to
the desired stances.

4.1 LLM Judge
Considering the large number of test samples, we
utilize GPT4 as the judge for evaluation, which
has become widely accepted, as noted in several
studies (Touvron et al., 2023b; Chiang et al., 2023;
Dettmers et al., 2023; Liu et al., 2023b; Chiang and
Lee, 2023). Research has demonstrated that the
evaluations made by GPT-4 align well with human
judgments (Zheng et al., 2023; Li et al., 2023c). 3

Response Quality:
The evaluation of Response Quality follows

Chen et al. (2023c); Li et al. (2023b, 2024b), which
involves a detailed rating system for the responses
generated by the model. This system compares
responses generated by two different LLMs on var-
ious dimensions, including helpfulness, relevance,
accuracy, and level of detail. We also address the is-
sue of positional bias in the LLM judge system, as
discussed in the studies by Ko et al. (2020); Wang
et al. (2023b) by presenting models’ responses in
two separate sequences for evaluation by the LLM
judge. We then analyze the responses for each
instruction by comparing them through a "Win-Tie-
Loss" system. Then the win score will be calcu-
lated for better comparison:

Score =
nWin − nLose

nAll
+ 1, (5)

Controversy Controllability:
For better illustration, we utilize Posi-

tive/Negative to illustrate the stance for a debate
topic as shown in Figure 3. A Positive stance
supports the topic sentence while a Negative
stance is against the topic sentence. There can
be diverse arguments under each stance. By
changing the stance and the argument in the input,
a controllable LLM should generate detailed and
strong statements supporting the given stance
and the argument, even if they only represent the
minority’s point of view. We utilize the Good/Bad
pair to illustrate the success or failure of the LLM
in generating the controllable statements. For
example, if the LLM is prompted to support a topic
and it successfully does so, then it is a good one;

3Both the detailed prompts for Response Quality and Con-
troversy Controllability can be found in Appendix A.
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if it generates responses against the topic, then it
would be a bad one.

For the evaluation of Controversy Controllabil-
ity, we prompt GPT4 to analyze the response with
the given topic without letting it know the spe-
cific stance of this response and ask it to guess and
provide the supporting versus opposing proportion
of the above arguments to the given topic. This
method serves as a relaxation that turns the original
complex problem into a problem similar to senti-
ment analysis, which is perfectly under the control
of the powerful GPT4 model. Ideally, in a good
sample, the majority proportion should be 100%
and is the same as the real given stance. Otherwise,
it means this response fails to strictly stick to the
user’s query. Then we further categorize all the
responses into Good or Bad ones and the Positive
Controversy Controllability score is defined as the
ratio of good samples in all positive samples, while
the Negative one is the ratio in all negative sam-
ples. The Overall Controversy Controllability is the
average of the Positive and Negative. The higher
score represents the more samples are strictly stuck
to their given stance, representing a better Contro-
versy Controllability.

4.2 Human Study
To further compare the Controversy Controllabil-
ity of our model and the baseline model, further
human studies are conducted. Since there are 80
topics in our test sets, each of which contains 6 dif-
ferent arguments, resulting in a total of 480 query-
response pairs, making it infeasible to manually
inspect all the samples. Moreover, we empirically
find the number of bad examples is few due to the
current strong instruction-following ability of cur-
rent LLMs, thus it is also infeasible to inspect only
the small random set of testing samples.

To overcome this problem, we utilize an LLM-
Human interactive inspection method. After uti-
lizing LLM as the Judge for the Controversy Con-
trollability evaluation, we select all the bad cases
detected by GPT4, and then randomly sample some
good cases to construct a new evaluation set with
100 instruction-response pairs. Then human partic-
ipants are queried to judge whether these responses
are strictly stuck to their given stances. There are 3
choices given, (1) Good, representing the response
is strictly stuck to the given stance; (2) Bad, rep-
resenting the response contains opposite content;
(3) Tie, representing the response is hard to judge.
We conduct this human study on both the baseline

Vicuna 7B v1.5 and our DEBATUNE-7B.

5 Experimental Result

5.1 Results on Controversial Controllability

Table 1 showcases our main evaluation results on
both the Response Quality and Controversy Con-
trollability on the hold-out test set.

In the Response Quality section, we report the
win-tie-loss statistics and corresponding win scores
between other models and DEBATUNE-7B. The
overall ranking of different models on the Response
Quality basically aligns with their performance on
common instruction-following benchmarks. For
example, the Alpaca has the lowest win score, and
commonly believed better models have relatively
higher response quality scores.

However, when it comes to Controversial Con-
trollability, which measures the extent to which
LLM’s responses are stuck to the given stances,
the results are not directly correlated to the origi-
nal ability of LLMs, which reveals an interesting
but long-neglect phenomenon. Under this setting,
LLaMA2 Chat models achieve the lowest control-
lability scores, reasonable due to their strongly con-
strained alignment. Given a controversial topic,
they have a strong tendency to refuse to answer or
to find a safe middle ground to avoid potential harm.
Though this strong alignment potentially avoids the
offensiveness, it also loses the possibility to speak
for the diverse perspectives. On the contrary, the
Alpaca model achieves the highest score on control-
lability, indicating that they can provide statements
strongly stuck to the given stances while having the
lowest response quality. However, the manual in-
spection further explains this phenomenon that it is
because of the relatively low instruction-following
ability, that Alpaca tends to repeat the given argu-
ment with only a little new content, thus leading to
high controllability and low quality.

According to the above analysis, we can see both
of these two criteria play an important role in eval-
uating the LLM’s ability to generate statements for
controversial topics. As shown in the results, our
DEBATUNE, achieves the highest scores on both
aspects compared with existing models, indicat-
ing our model’s ability to speak for the minority.
This Controversial Controllability metric proposed
by us provides another dimension to examine the
capability of current LLMs, pushing forward the
understanding of their limitation and capabilities.

In the Human Study, there are 100 samples ex-
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Response Quality (model vs. baseline) Controversy Controllability
Win↑ Tie Loss↓ Win score↑ Positive ↑ Negative ↑ Overall ↑

DEBATUNE-7B (ours, baseline) - - - 1.00 0.958 0.979 0.969
DEBATUNE-13B (ours) 43 101 16 1.17 0.950 0.946 0.948
Alpaca 7B (Taori et al., 2023) 2 1 157 0.03 0.938 0.883 0.910
WizardLM 7B (Xu et al., 2023) 3 12 145 0.11 0.833 0.704 0.768
WizardLM 13B V1.2 (Xu et al., 2023) 14 99 47 0.79 0.800 0.708 0.754
Vicuna 7B v1.5 (Chiang et al., 2023) 6 19 135 0.19 0.900 0.796 0.848
Vicuna 13B v1.5 (Chiang et al., 2023) 5 36 119 0.29 0.867 0.858 0.863
LLaMA2 Chat 7B (Touvron et al., 2023b) 1 17 142 0.12 0.196 0.429 0.313
LLaMA2 Chat 13B (Touvron et al., 2023b) 3 26 131 0.20 0.338 0.317 0.327
Zephyr 7B Alpha (Tunstall et al., 2023) 7 29 124 0.27 0.879 0.713 0.796
Zephyr 7B Beta (Tunstall et al., 2023) 12 84 64 0.67 0.942 0.733 0.838

Table 1: Response Quality (DEBATUNE-7B as the baseline) and Controversy Controllability of our models
and other LLMs on generating statements for controversial topics. DEBATUNE archives the highest quality and
controllability, indicating its effectiveness on generating controllable responses for controversial topics.

amined generated by the baseline Vicuna 7B v1.5
and our DEBATUNE-7B. For our model, 87/100
samples are inspected as Good, 2/100 as Ti.e., and
11/100 as Bad samples. For the Vicuna model,
40/100 samples are inspected as Good, 7/100 as
Ti.e., and 53/100 as Bad samples. In this human
study, we carefully examined all the GPT-4 labeled
bad examples by human experts and observed a
similar and high ratio of human-labeled bad sam-
ples within the GPT4-labeled bad samples. More-
over, we also examined a random set of 100 good
samples labeled by GPT4 and almost all of them are
indeed good samples for human experts. The large
discrepancy between Vicuna and our model fur-
ther verifies our method and the high consistency
between human evaluation and LLM evaluation
verifies the effectiveness of our evaluation method.

5.2 Ablation studies

In this section, ablation studies are conducted to
verify the configuration of our method. All exper-
iments are conducted on the LLaMA-7B model.
During the comparison, Vicuna-7B v1.5 is utilized
as the baseline model as it is trained with diverse
ShareGPT data containing real human queries. The
results are shown in Table 2.

The upper section of the table showcases the ex-
periments with different debate configurations, 3
arguments are utilized for each stance of a given
topic by default. “Topic Data without Debate” rep-
resents the model trained directly with the training
split of our controversial topics, whose response is
generated from gpt-3.5-turbo-1106 without debate.
We can observe clear improvements in both the
Response Quality and Controversy Controllability,
indicating a rise in the capability of sticking to the

given stance, which directly proves the effective-
ness of our collected data.

“x-round Debate on each Topic” represents the
model trained with debate-augmented responses
for training. From the results, we can observe that
even a one-round debate can significantly improve
our model’s capability on both two metrics. Dur-
ing the debate, the involved agent is required to
strictly stick to the given stance, otherwise will be
rebuked by the opponent. Then after rebuttal, the
agent is able to further refine its previous response.
This debate process improves the responses to con-
troversial topics in 2 aspects: 1. This process is
naturally an interactive refinement process, thus
continuously polishing the response itself, guaran-
teeing good response quality, which is proved by
Du et al. (2023); Liang et al. (2023). 2. This debate
process requires the agent to think of the potential
opposing responses and answer them in advance,
and this thinking pattern increases the controversy
controllability, similar to Mukherjee et al. (2023);
Mitra et al. (2023), which also tries to distill think-
ing patterns to student models.

In the upper section, it is observed that a 2-round
debate is the optimal setting, and thus extensive ex-
periments are conducted as shown in the lower part
aiming to find the optimal number of arguments
for each stance of the given topic. The 3-Argument
setting marginally outperforms the other options,
thus we continuously set it as our default setting.

5.3 Results on Instruction Following

In addition to the main results on our hold-out test
set, evaluating the ability to generate statements
for controversial topics, we also propose that our
method can improve the general instruction fol-
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Response Quality ( vs. Vicuna 7B v1.5) Controversy Controllability
Win↑ Tie Loss↓ Win score↑ Positive ↑ Negative ↑ Overall ↑

ShareGPT (Vicuna 7B v1.5, baseline) - - - 1.00 0.900 0.796 0.848
Topic Data without Debate (3 Arguments) 118 27 15 1.64 0.946 0.813 0.879
1-round Debate per Topic (3 Arguments) 134 19 7 1.79 0.954 0.950 0.952
2-round Debate per Topic (3 Arguments) 135 19 6 1.81 0.958 0.979 0.969
3-round Debate per Topic (3 Arguments) 135 17 8 1.79 0.967 0.963 0.965
1 Argument per Topic (2-round Debate) 135 21 4 1.82 0.946 0.921 0.933
3 Arguments per Topic (2-round Debate) 135 19 6 1.81 0.958 0.979 0.969
5 Arguments per Topic (2-round Debate) 135 18 7 1.80 0.933 0.933 0.933

Table 2: Ablation study on the number of debate rounds and the number of arguments per (topic, stance). Response
Quality (Vicuna 7B v1.5 as the baseline) and Controversy Controllability are reported. It verifies the optimality of
the default setting, i.e., 2-round debate and 3 arguments per topic.

Pair-Wise Huggingface Open LLM Leaderboard Alpaca Eval MT Bench
Win Score Average ARC HellaSwag MMLU TruthfulQA Win Rate Score

Vicuna 7B v1.5 1.000 57.95 53.24 77.39 50.82 50.33 73.10 6.07
+ 1-Arg (2-round) 1.220 58.47 54.10 77.20 51.17 51.40 79.70 5.90
+ 3-Arg (2-round) 1.257 57.77 52.56 76.54 51.08 50.91 78.76 6.13
WizardLM 7B 1.000 57.09 54.18 79.25 46.92 48.01 66.08 5.56
+ 1-Arg (2-round) 1.372 57.72 54.69 78.61 46.96 50.62 74.04 5.57
+ 3-Arg (2-round) 1.339 57.46 54.86 78.12 46.94 49.90 71.20 5.70

Table 3: Evaluation of DEBATUNE-trained models on three widely used benchmarks and pairwise comparison with
the baseline models. By using only 630 topics, DEBATUNE achieves consistent improvements on two different
base LLMs and different evaluation metrics.

lowing the ability of LLMs. To verify this, we di-
rectly finetune the Vicuna 7B v1.5 and WizardLM
7B (based on LLaMA2) models using the debate-
augmented training set, containing 630 topics, with-
out data from any other sources. Then we evaluate
our model on 4 different commonly used methods,
including Pair-Wise Comparison, Huggingface
Open LLM Leaderboard, Alpaca Eval Leader-
board and MT Bench. 4

As shown in Table 3, the model further trained
with our data outperforms the baseline models on
all of the 4 different evaluation metrics on two dif-
ferent models. It is worth noting that only 630
topics are utilized, indicating the neglectable new
knowledge involved in the training, while it causes
a consistent improvement in the general instruction-
following ability. We believe this is because of the
high-quality responses generated during the debate
mechanism. After the debate, the responses con-
tain detailed statements that are strongly aligned
with the controllable queries, this strong alignment
further catalyzes the instruction-following ability
of the models (Li et al., 2024a; Xu et al., 2024).

4The evaluation metrics will be introduced detailedly in
the Appendix C.

6 Related Work

6.1 LLM Alignment

Despite the advancements of the current LLM, a
fundamental issue with LLMs is the disjunction
between their training objectives (i.e., minimizing
contextual word prediction error), and users’ aspi-
rations for models (i.e., interpret and execute in-
structions reliably (Radford et al., 2019; Brown
et al., 2020; Fedus et al., 2022)). To reconcile this,
recent NLP research efforts focus on empowering
LLMs to understand instructions and to align with
human expectations, i.e., Instruction Tuning (Ye
et al., 2021; Wei et al., 2022; Wang et al., 2022;
Du et al., 2022; Honovich et al., 2023; Taori et al.,
2023; Chiang et al., 2023; Liu et al., 2023a).

Another significant challenge in developing lan-
guage models is ensuring that their output is use-
ful, accurate, and consistent with human ethical
standards (Kenton et al., 2021; Weidinger et al.,
2021; Askell et al., 2021; Wang et al., 2023c). A
common method to achieve this involves engaging
human raters to evaluate and compare the outputs
of these models (Bai et al., 2022a; Ouyang et al.,
2022; Stiennon et al., 2020; Ziegler et al., 2019).
This feedback is crucial for improving the model’s
effectiveness in various tasks such as following in-
structions and answering questions. Recently the
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feedback from AI (Bai et al., 2022b; Lee et al.,
2023) also benefits the alignment of LLMs. In
the case of large-scale models, this method has
been shown to enhance performance on specialized
datasets aimed at assessing model alignment.

6.2 Debate between LLMs
With the continuous revealing of the self-improving
ability (Huang et al., 2023; Madaan et al., 2023; Ye
et al., 2023; Li et al., 2023a) of LLMs, a Multiagent
Debate framework (Du et al., 2023; Liang et al.,
2023) is proposed to further improve the responses
of LLMs. The motivation of these methods is to
reach a consensus for a given instruction, thus al-
ways requiring an additional Judge (Liang et al.,
2023), Confidence Estimator (Chen et al., 2023b)
or Summarizer (Chan et al., 2023). How to effec-
tively reach the consensus in the debate framework
is non-trivial (Chen et al., 2023a) and still under
exploring. Moreover, this debate framework is fur-
ther used in the evaluation of LLMs (Wang et al.,
2023a; Chan et al., 2023), and helps non-expert
judges identify the truth (Michael et al., 2023).

6.3 Debate Datasets
The exploration of debate-related datasets NLP
has yielded significant resources, each contribut-
ing uniquely to the advancement of debating sys-
tems. DebateSum (Roush and Balaji, 2020) is a
large-scale dataset that includes a rich collection
of debate documents with high-quality arguments,
facilitating a variety of NLP tasks, especially argu-
ment mining and summarization, while the direct
debate topic is not provided. Change My View
(Hidey et al., 2017) focuses on the effectiveness of
arguments in changing viewpoints and SOCIAL-
CHEM101 (Forbes et al., 2020) focuses on social
norms, both of which are not suitable for debate.
Argument Reasoning Comprehension Task (Haber-
nal et al., 2018) focuses on identifying and recon-
structing implicit warrants in arguments. Moreover,
IBM Project Debater 5 (Shnarch et al., 2020; Ein-
Dor et al., 2020; Levy et al., 2018; Shnarch et al.,
2018; Gleize et al., 2019; Toledo et al., 2019) also
leads to the creation of diverse NLP datasets span-
ning various categories.

7 Conclusion and Future Work

Our study raises the long-neglect issue of gener-
ating controllable responses towards controversial

5https://research.ibm.com/haifa/dept/vst/
debating_data.shtml

topics, not only describing and exemplifying but
also building an evaluation pipeline for the assess-
ment and a novel method to alleviate this prob-
lem. More specifically, our DEBATUNE, is a novel
pipeline that enhances model controllability over
diverse perspectives on controversial topics. We
have curated the largest dataset of debate topics to
date and introduced a new metric for measuring
controllability. Our evaluations reveal that LLMs
can be effectively fine-tuned to represent a broader
spectrum of opinions, paving the way for more
inclusive AI-generated discourse.

In our study, it is shown that controversial ar-
guments and statements are beneficial for LLMs
in further generating diverse and high-quality re-
sponses supporting different controversial topics.
However, our current method mainly focuses on
generating desired statements by utilizing LLMs,
though effective, a better strategy would be directly
collecting high-quality human-written responses.
One potential source would be directly collecting
statements directly from the debating websites. An-
other potential source would be reforming the ex-
isting high-quality DebateSum dataset (Roush and
Balaji, 2020). As mentioned in the previous section,
DebateSum has diverse and high-quality statements
while lacking corresponding topics and stances,
thus further human annotation is required. We be-
lieve that the further collecting and combining of
human-written high-quality data can further im-
prove LLM’s controllability to generate responses
for diverse controversial topics and thus help mi-
norities to express their own opinions.

8 Ethical Concerns

To address ethical concerns, the LLMs used for
debate are required to be the ones trained by safety
alignment so they cannot generate toxic content or
content with ethical concerns. These LLMs are re-
quired to pass the safety test before being deployed
for debate. We will further apply an output filter to
the debate-generated statements to double-confirm
the safety of the finetuning data before using them
for training LLMs. This will address the ethical
concerns and meanwhile preserve the controllabil-
ity of the resulting LLM and its capability to speak
for minority groups. In addition, improving LLM’s
controllability reduces the uncertainty of LLM out-
putting unexpected harmful content so humans can
more effectively enforce the safety constraints di-
rectly through the “controls” in the input.
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Limitations

The main limitation of this work is the lack of stud-
ies on the agent used for debate. This work only
considers the setting where ChatGPTs are utilized
as the debate agents to ensure the quality of the
responses. However, it would be more interesting
to know if this debate framework can be effectively
utilized on the existing relatively weak LLMs.
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A Prompt for Evaluation

The prompts for evaluating the Response Qual-
ity and Controversy Controllability are shown in
Figure 4 and Figure 5, respectively.

Prompt for Response Quality

System Prompt
You are a helpful and precise assistant for checking
the quality of the answer.

User Prompt
[Question]
Question
[The Start of Assistant 2’s Answer]
Answer 2
[The End of Assistant 2’s Answer]
[The Start of Assistant 2’s Answer]
Answer 2
[The End of Assistant 2’s Answer]

We would like to request your feedback on the per-
formance of two AI assistants in response to the
user question displayed above.
Please rate the helpfulness, relevance, accuracy,
level of details of their responses. Each assistant re-
ceives an overall score on a scale of 1 to 10, where
a higher score indicates better overall performance.
Please first output a single line containing only two
values indicating the scores for Assistant 1 and
2, respectively. The two scores are separated by
a space. In the subsequent line, please provide
a comprehensive explanation of your evaluation,
avoiding any potential bias and ensuring that the
order in which the responses were presented does
not affect your judgment.

Figure 4: The prompt to evaluate the Response Quality.

Prompt for Controversy Controllability

System Prompt
You are a helpful and precise assistant for checking
the potential bias of arguments.

User Prompt
[Topic]
Topic
[The Start of Arguments]
Arguments
[The End of Arguments]

We would like to request your feedback on the sup-
porting versus opposing proportion of the above
arguments to the given topic. Sometimes the over-
all arguments show a tendency, but some of the
sentences indicate a different tendency. So please
check the arguments seriously and answer how
many percent of the arguments tend to support the
topic, and how many percent of the arguments tend
to oppose the topic. The scale is from 0 to 100.
Please first output a single line containing only
two values indicating the percentage of supporting
and opposing proportions, respectively. The two
scores are separated by a space. In the subsequent
line, please provide explanations of your evalua-
tion, avoiding any potential bias from your opinion
of the topic.

Figure 5: The prompt to evaluate the Controversy Con-
trollability.
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B Implementation Details

In the debate process, we utilize gpt-3.5-turbo-
1106 as the default debating agent and the number
of debating rounds is set to 2 by default. For each
stance on the topic, 3 arguments are used for the
process and for the training. We train our model
based on both initial pretrained LLaMA2 (Touvron
et al., 2023b) and Vicuna 7B v1.5 (Chiang et al.,
2023). For the LLaMA2-based model, the learn-
ing rate is set to 2 × 10−5 while 1 × 10−5 for
Vicuna-based model. The batch size is 128, steer
the training across 3 epochs with a max length of
2048. The warmup rate is set to 0.03.
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C Instruction-Following Evaluation

C.1 Pair-wise Comparison

The setting and the prompt for the pair-wise com-
parison are the same as the evaluation for Response
Quality as shown in Figure 4. The comparison
is conducted on the WizardLM dataset (Xu et al.,
2023), which contains 218 unique instructions, by
utilizing GPT4 as the judge. The detailed compari-
son results are shown in the Table 4

Win Tie Lose Win Rate
Vicuna 7B v1.5 - - - 1.000
+ 1 Arg (2-round) 98 70 50 1.220
+ 3 Arg (2-round) 99 76 43 1.257
WizardLM 7B - - - 1.000
+ 1 Arg (2-round) 119 61 38 1.372
+ 3 Arg (2-round) 111 70 37 1.339

Table 4: The pair-wise comparison between the debate-
augmented model with the baseline models.

C.2 Open LLM Leaderboard

The Hugging Face Open LLM Leaderboard repre-
sents a cutting-edge initiative designed to showcase
the performance of various LLMs across a wide
array of benchmarks (Gao et al., 2021). It functions
as a comprehensive and transparent platform where
researchers and developers can compare the capa-
bilities of different models based on standardized
testing criteria. This leaderboard not only facili-
tates an objective evaluation of models in terms of
natural language understanding, generation, and
other AI tasks but also encourages the develop-
ment of more efficient, accurate, and versatile lan-
guage models. It focuses on 4 pivotal benchmarks:
ARC (Clark et al., 2018), HellaSwag (Zellers et al.,
2019), MMLU (Hendrycks et al., 2021), and Truth-
fulQA (Lin et al., 2022).

C.3 Alapca Eval Leaderboard

The AlpacaEval Leaderboard provides a special-
ized platform for the automatic evaluation of Large
Language Models (LLMs) using the AlpacaFarm
evaluation dataset, as outlined in Dubois et al.
(2024). This system offers an efficient and reliable
method for assessing LLMs based on their abil-
ity to follow general user commands. Comparing
model outputs with standard responses provided
by Davinci003 ensures a comprehensive analysis.
The system’s effectiveness is highlighted by its
strong correlation with human expert judgments,

showcasing its accuracy in mirroring real-world
expectations and the models’ adherence to precise
user instructions.

C.4 MT-bench
MT-Bench, the Multi-turn Benchmark proposed by
Chiang et al. (2023), serves as a rigorous frame-
work for evaluating the conversational prowess of
LLMs. It aims to measure how well these models
can maintain coherent, informative, and engaging
dialogue over multiple turns of conversation. This
benchmark tests models on their ability to follow
instructions and flow naturally in conversations,
making it a crucial tool for assessing their perfor-
mance in realistic dialogue scenarios. By focusing
on the dynamic aspects of conversation, MT-Bench
addresses a critical need in the AI community for
benchmarks that can accurately reflect the capabili-
ties of LLMs in engaging with users in a manner
that mimics human conversation.
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