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Abstract

The Transformer architecture has become
prominent in developing large causal language
models. However, mechanisms to explain
its capabilities are not well understood. Fo-
cused on the training process, here we estab-
lish a meta-learning view of the Transformer
architecture when trained for the causal lan-
guage modeling task, by explicating an inner
optimization process that may happen within
the Transformer. Further, from within the
inner optimization, we discover and theoret-
ically analyze a special characteristic of the
norms of learned token representations within
Transformer-based causal language models.
Our analysis is supported by experiments con-
ducted on pre-trained large language models
and real-world data.

1 Introduction

The Transformer architecture for neural networks
is based on a self-attention mechanism (Vaswani
et al., 2017) and has been widely used in natural
language processing, computer vision, and scien-
tific discovery (Devlin et al., 2019; Radford et al.,
2019; Dosovitskiy et al., 2021; Vig et al., 2021),
among other topical areas. Causal language mod-
eling (CLM) aims to predict the next element in a
sequence in an autoregressive manner and is one
of the most important applications of the Trans-
former model. Large language models (LLMs)
based on the Transformer architecture and CLM
have shown impressive capabilities in many fields
that have been considered difficult challenges in
artificial intelligence (AI) (Liu et al., 2023; Ope-
nAl, 2023). However, the underlying mechanisms
of Transformer-based causal language models are
still not well understood.

Meta-learning seeks to learn how to learn by
leveraging common knowledge across various
tasks, often through a bi-level optimization (Ravi
and Larochelle, 2017; Finn et al., 2017; Franceschi
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et al., 2018). Within this framework, an inner pro-
cess mirrors a typical model optimization process
such as stochastic gradient descent (SGD) (Bottou,
2010), whereas an outer process is employed to
learn hyperparameters for the inner process.

Studying Transformer models from a meta-
learning perspective is an emerging research direc-
tion. Chen and Wang (2022) treat the Transformer
model as a meta-learner to learn parameters for an-
other model but did not identify a possible gradient-
based inner optimization process undergone by the
forward pass of the Transformer model, as we will
show in the sequel. Some recent works of von Os-
wald et al. (2023a); Ahn et al. (2023); von Oswald
et al. (2023b); Dai et al. (2023) have attempted to
interpret in-context learning in Transformer-based
language models from a meta-learning perspec-
tive by identifying a bi-level optimization process
within in-context learning. However, they rely ei-
ther on simplifications of the original Transformer
model such as linear attention, or on special con-
structions of parameters. We make only limited as-
sumptions to analyze a model that is as close to the
Transformer used in practice as possible. However,
we still do make some assumptions including zero
initialization and omission of the impacts of nor-
malization components, which makes the subject
of our analysis different from Transformer models
used in practice.

More importantly, rather than focusing on in-
context learning that is regarded as an emergent
capability of Transformer-based CLM models, we
explore whether we can discover a meta-learning
process within the training of Transformer-based
CLM models. We attempt to give a plausible bi-
level optimization process for a Transformer model
trained for the CLM task. Additionally, to investi-
gate the inner optimization process from the meta-
learning perspective, we visualize the evolution
of the token representations within Transformer-
based CLM models. We uncover a characteristic of
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the evolution of the norms of token representations
learned in Transformer-based CLMs, which may
indicate a special optimization trajectory. We fur-
ther theoretically analyze this characteristic using
a simplified linear model. Various linear simplifi-
cations have been used in theoretical analyses of
Transformer models (von Oswald et al., 2023a;
Ahn et al., 2023). Although the linear model is
limited in being different from practical settings, it
helps us initiate the analysis of this characteristic
in an otherwise complicated Transformer model.
We summarize our contributions as follows:

* We derive a plausible inner optimization pro-
cess for a Transformer model trained for the
CLM task and specify its objective, which is
also supported by evidence from our exper-
iments on real-world LLMs, namely GPT-2,
LLaMa-7B, and LLaMa-13B.

* Building on the inner optimization pro-
cess, we present a meta-learning view of a
Transformer-based CLM model.

* Through experimental investigation of the in-
ner optimization process, we discover a spe-
cial characteristic of norms of the token repre-
sentations learned by the Transformer-based
CLM model, which may indicate a special
optimization trajectory. We analyze this char-
acteristic and further investigate it through ex-
periments on real-world LLMs and datasets.

2 Transformer Layer may Approximate
Optimization Steps on CLM

Inspired by a bi-level optimization process dis-
covered for in-context learning, we ask whether
a bi-level optimization process also exists in train-
ing a Transformer for the CLM task. Let us first
formulate a linear projection weight matrix in a
Transformer model by expanding it via its gradi-
ent descent learning dynamics. A weight matrix
W € Rdout*din in a Transformer model trained by
standard stochastic gradient descent using 7" train-
ing inputs x1, . . ., &7 to optimize a loss function £
via backpropagation can be represented as in Irie
et al. (2023):

T
W=W-> nVyLon M

t=1

where W, € Rdeut*din is the weight initialization,
1; € R s the learning rate, y, = Wy, is the output

of the linear transformation of x; via W; at step ¢
and V,, £ ® x; is the outer product between V, £
and x;. We treat —1;V,, L ® x; as an error sig-
nal. Note that with our expression, training on one
single token corresponds to one training step.

For simplicity, we assume Wj is very small such
that we can use a zero matrix to approximate it.
Then, we have:

T
W~ — vaytﬁ ® ;. )
t=1

The assumption of zero initialization may be bet-
ter approximated by larger models. It is a common
practice to initialize weights with smaller values
for larger dimensions to control the initial variance
of the output, thereby fostering a stable learning
process and mitigating problems like exploding
gradients. Numerous initialization methods com-
monly employed, such as Xavier (Glorot and Ben-
gio, 2010) and Kaiming (He et al., 2015), incor-
porate a scaling factor proportional to the inverse
of the number of dimensions in either or both the
input and output.

A Transformer model is built from several Trans-
former layers. Each layer consists of a multi-head
self-attention (MHSA) sublayer and a feedforward
network (FFN) sublayer. We investigate them in
the following sections.

2.1 Multi-head Self-attention may
Approximate an Optimization Step

Next, we assume the dimension of a token repre-
sentation within a Transformer model to be d,;,odel-
By following Vaswani et al. (2017), we write and
expand the formulation of a multi-head attention
module for the CLM task with z € R™*9%model be-
ing the representations of current n sequential to-
kens (we omit the layer [ of each component in the
following formulations for simplicity):

H n
MHSA (21.0) = Y Wh' S ol'softmax (k") Tql);
h=1 =1

3)
where MHSA is the parameterized multi-head self-
attention module. Here, Wg € R¥modet Xdhead W(},
WI@, and Wg € RheadXdmodel gre output, value,
key, and query projection matrices of head h respec-
tively. We have d,,0de1 = Hdpeaq and H as the to-
tal number of heads. The ith value v/, key k", and
query qlh of head h are computed by vzh = W(}zi,
klh = W[h(zZ and qzh = I/ngZ respectively. Further,
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kh = [k:?, . ,kQ] is the key matrix of head h.
The ¢th element of the softmax output is denoted
softmax((k")T¢");. Throughout, we ignore the
scalar factor within the softmax attention and any
bias terms, to simplify analysis.

We expand Wg by (2) to get an approximation:

H T
MHSA(z1:0) & Y (=D VL @ 0)
Z vlsoftmax((k™)T¢");

i=1

where L is assumed to be the CLLM loss throughout
and we use - to denote something in the training
history. Here, " refers to a historical value vector
of head h at step ¢ in the training history. Note
that we omit the token positions for anything in
the training history and ¢ should not be confused
with a token position within a sequence. As before,

= W, ,0f € R¥modet and nj' is the learning rate
of the corresponding weight matrix ngt of head
h at step t.

Furthermore, by the chain rule, we have:

- (2 .. (5)
Vit =\op) Ve
where Z; is a historical token representation at step
t.

With (5), we can rewrite (4) as:

H T

95

MHSA (21.,) = ) [— > (a’ft VTV, L@ o
=1L =1 %Y

n

Z vlsoftmax((k™)T¢");

i=1

=— Z”t Zwt AL
t=1 h=1

(6)
where w]' represents a weighting factor with
wp = (OM)T S0 vlsoftmax((k")Tgh); and
A? f— (%) = Rd'modele'model IS a transforma_

tion matrlx.

We can interpret the formulation in (6) as a
key-query retrieval of a value via the softmax self-
attention and then, using the retrieved value as a
query and the historical values as keys to obtain
a weighted average of transformed historical gra-
dients with respect to the historical inputs to the
module. In principle, the weighted average of trans-
formed gradients could implement an approxima-
tion of the transformed gradient with respect to

the current input z,, by its neighborhood in a soft
manner with closeness measured by the weighting
factor. This multi-retrieval process is conducted
for different heads and the final error signal is also
aggregated over different heads. Many methods
treat a transformed gradient as a pre-conditioned
gradient that captures curvature information (Park
and Oliva, 2019; Martens and Grosse, 2015; Grosse
and Martens, 2016), such as Newton’s method for
second-order optimization (Nocedal and Wright,
2006).

We can represent the nth token representation
after the MHSA module with residual connection
as follows:

Zp & Zp + MHSA(zl‘n)

Z e Z Wl APV 5, L (7)
t=1 h=1

=z, — AV, L

where we exclude normalization components
such as LayerNorm (Ba et al., 2019) or RM-
SNorm (Zhang and Sennrich, 2019) to isolate the
core mechanisms and AV, £ is an approximation
of the transformed gradient with respect to the cur-
rent input z, based on our previous interpretation.

From (7), we can see an implementation of an
approximation of transformed gradient updates to
the current token representation for optimizing the
CLM loss L is possible from the mathematical
formulations.

2.2 Feed-forward Network may Approximate
an Optimization Step

We can perform a similar analysis of the feed-
forward network (FFN) layer. We define the FFN
module as follows:

FEN(2,) = Wad(Wi2,,) 8)

where Wy € RimodetXdif and Wy € RArs*dmodel
are weight matrices of the first and second layer
in the FFN module and ¢ is a nonlinear activa-
tion function. Some popular choices of nonlinear
activation functions are ReLLU (Nair and Hinton,
2010), GELU (Hendrycks and Gimpel, 2023), and
SwiGLU (Shazeer, 2020).

We can expand the formulation in (8) via (2) and
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chain rule:

T
FEN(20) ~ = (Y mV;, £ @ dr)an
t=1

(9a)
NP
— [Z( An)TntV2tE® as| an
i Oby
= 2z < 2zn + FEN(z,,)
T
0z (9b)
oz, — Znt( %t)TVgtE ® ag| an
= Ob
T
= 2y — BV L
z tzlmwt tViz 9¢)

= 2p — BVan

Here a,, = ¢(W12,) and L is the CLM loss, a; is a
historical output of the first layer at step t. Further,
I;t = Waas € [Rémodet and 7 is the corresponding
learning rate at step ¢, wy = (a;) " ay, is a weighting
factor, B; = (g—'g:)T € R¥model Xdmodel ig g transfor-
mation matrix, and BV, £ is an approximation of
the transformed gradient with respect to the current
input z,.

Similar to the previous analysis, we can inter-
pret the FFN module as a query-key retrieval of a
weighted average of transformed historical gradi-
ents with respect to the historical module input. In
principle, the FFN module with the residual con-
nection could approximate a transformed gradient
descent update to the current token representation
for optimizing the CLM loss L.

Overall from its mathematical formulations, a
Transformer layer can be understood as approxi-
mately performing two types of transformed gra-
dient descent updates via the MHSA and the FFN
modules, respectively. Particularly, the token repre-
sentations are normalized after each type of trans-
formed gradient descent update. Thus, based on
this understanding, the forward pass of a series of
Transformer layers trained for the CLM task min-
imizes an approximate CLM loss £ via an inner
optimization process. So far, we have shown the
plausibility of an inner optimization process within
a Transformer trained for the CLM task from its
mathematical formulations. This can serve as a first
step toward our meta-learning perspective, which
will be discussed in the following section. In Sec-
tion 5.2, we will present empirical evidence based
on real-world LLMs and data that supports this
understanding.

inner inner

inner

Figure 1: A meta-learning view of a Transformer model
trained for CLM task. 2! is the ith token representation
of the /th layer. T'L means a Transformer layer, LH
denotes a language head and M represents a predictor
model. L;,ner and Lo are an inner optimization
loss and a CLLM loss respectively.

3 A Meta-Learning View of Transformer

We generally view the meta-learning process as a
“learning to learn” process based on a variety of
tasks. The “learning to learn” process is usually
formulated as a bi-level optimization process. We
have discovered an optimization process inner to
the Transformer’s training process within its for-
ward process, which forms a bi-level optimization
process. The language data utilized for the CLM
task typically spans a broad range of topics, in-
herently encompassing various tasks. It has long
been recognized that a language model trained on
such data can proficiently undertake multiple tasks.
(Radford et al., 2019).

From our perspective illustrated in Figure 1, a
Transformer layer takes the context tokens as the
input data and uses them to form the weightings to
approximate the gradients as discussed in Section 2.
This can be considered as a way of learning by ap-
proximating the learning signal, the gradients from
close points, different from the classical stochastic
gradient descent (SGD), where the gradients are
computed from a loss. Then, the layer can work
as a meta-optimizer to learn to arrange the points
and compute the weightings based on current data
to reflect expected closeness for efficiently solv-
ing a certain task. Particularly, these close points
could potentially come from different tasks such
that ongoing learning could leverage knowledge
from other tasks. Then, the approximate gradients
are used to update the current token representation
to be a better one for minimizing the CLM loss. Par-
ticularly, a Transformer layer or a meta-optimizer
is trained using the CLM loss by the backpropaga-
tion from an outer optimization process. The token
representations can be viewed as model parame-
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ters from an optimization perspective. Through a
series of optimization steps performed by layers,
the CLM loss is expected to decrease over layers.
Particularly, we view the final layer along with the
linear language head as a predictor model that takes
a token representation as its parameter vector.

So far, we have established a meta-learning view
of the Transformer trained for the CLM task. In-
terestingly, unlike standard gradient descents com-
monly used in meta-learning, we found that in prin-
ciple, the Transformer could utilize a transformed
gradient descent within its inner optimization pro-
cess, which could be more efficient than a standard
gradient descent (Nocedal and Wright, 2006). We
will leave investigations of these differences to fu-
ture work.

4 Optimization Trajectory

In Section 2, we developed an understanding of the
forward pass of a Transformer-based CLM model
as an inner optimization process. One further ques-
tion to ask is whether there are any characteristics
of this optimization process. A token representa-
tion is continuously updated across layers, which
has a similar role to the model parameters being
updated by optimization steps. An optimization
trajectory can be characterized by the evolution of
a token representation. Many widely used learn-
ing algorithms consist of two parts: optimization
and regularization. Investigation of a single aspect
won’t give us a complete picture of the learning
algorithms. L2-norm regularization is commonly
used with SGD as a part of an optimization process.
Since the token representation is the subject of op-
timization, this inspires us to study the property of
the norm of the token representations like that of
model parameters to give a more comprehensive
view of the inner optimization process.

From the visualizations and quantitative analysis
of the intermediate token representations in Sec-
tion 5.3, surprisingly, we find the norm of a token’s
vector representation approximately follows an in-
cremental trend across layers in sequence. Notice
that the loss value has a decreasing trend at the
same time across layers in sequence based on Sec-
tion 5.2. This is interesting because it indicates the
inner optimization process may follow a specific
type of optimization trajectory in general instead of
an arbitrary one. In this section, we perform some
analysis regarding this characteristic.

We propose the following conjecture.

Conjecture 4.1 A Transformer model trained for
the causal language modeling task learns a solu-
tion such that the norm of the current token vec-
tor representation is approximately non-decreasing
with increasing layer number | in the Transformer
model (except for the last layer).

We do not consider the last layer because it is a
part of the predictor model from our meta-learning
view discussed in Section 3. This conjecture is
supported by both qualitative and quantitative anal-
ysis performed in Section 5.3. We can also study
this characteristic from a vector transformation per-
spective. Due to the complexity of the nonlinear
transformation of a Transformer layer, we initiate
studies on this characteristic by using a simplified
linear model. We begin by simplifying the softmax-
based attention mechanism as a linear attention
mechanism as done in some prior works (von Os-
wald et al., 2023a; Dai et al., 2023) such that the
MHSA module becomes:

MHSAlinear (len) -

H n
S WEY Wy zi(Wiez) W
h=1 =1

H n
=D WEWyzi(z) (W) Wz,
h=1 i=1

(10)

= WmHsAZn

by following conventions from (3). We can now
treat the MHSA module as a linear transformation
using matrix Wygsa.-

Similarly, we obtain a linear version of the FFN
module by removing its nonlinear activation func-
tion:

FFNlinear('zn) = WoWiz, = Wrenzn. (11)

We develop a linear model corresponding to a
Transformer layer by omitting the layer normaliza-
tion and combining everything and residual con-
nections:

2P = (T 4+ Wepn) (I + Wansa) 2n = Wiinear 2n
(12)

where I € R%modetXdmodel ig an identity matrix.
We view each Transformer layer as a meta-
optimizer, which should be responsible for this
special characteristic. Therefore, we conduct stud-
ies on the weight matrices of these meta-optimizers
with a focus on their eigenvalues to see if there
are any possible hidden mechanisms leading to this
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special characteristic. Then, we present the follow-
ing proposition for the norm of the current token
representations across layers in the linear model.

Proposition 1 Let W € R%in*Xdowt pe q [in-
ear transformation matrix, and x € RY%n and
y € Ré%ut be the input and output of the linear
transformation. We can have the Gram matrix
of W decomposed by eigendecomposition as
WTIW =UAU". Leta=U"zand b=U"'x.
Given Zdo“t Nia;b; > Zd"“lt a;b;, we have
, where \; is the ith eigenvalue of the
Gram matrix.

Proof 1 Since WTW is a symmetric matrix
and has non-negative real eigenvalues, we
can decompose W'W by eigendecomposition:
WTW =UAUL

Iyl = VyTy = VaTWTWz
—V2TUAU 12 = VaTAb

dou t dou t

= Z)\iaibi > Zaibi
i=1 i=1

—V2TUU o = VaTIx

(13)

— VaTz = ||z
With Proposition 1, we have another conjecture.

Conjecture 4.2 One of the intrinsic characteris-
tics of Wiinear in the aforementioned linear model
constructed from a Transformer model trained for
the CLM task is to have large enough eigenvalues
for its Gram matrix such that its output has norm
no less than that of its input.

We perform experiments to verify Conjecture 4.2
in Section 5.3 with results shown in Table 2. A
way to theoretically guarantee the non-decreasing
property of the norm is to transform the current
token representation via the linear model that we
constructed, so as to meet the condition in Proposi-
tion 1.

5 Experiments

In this section, we demonstrate experimental results
to provide evidence for our theoretical analysis
presented in Sections 2 and 4.

5.1 Experimental Setting

Our experiments are based on three popular
Transformer-based causal language models: GPT-
2 (Radford et al., 2019) (released under a modified

MIT license), LLaMa-7B, and LLaMa-13B (Tou-
vron et al., 2023; Geng and Liu, 2023; Computer,
2023) (both released under a Meta license). Their
parameter counts are 1.5 billion (GPT-2), 7 billion
(LLaMa-7B), and 13 billion (LLaMa-13B) respec-
tively. We use test sets of Wikitext-103 (Merity
et al., 2017) and 1 Billion Words (1BW) (Chelba
et al., 2013), two common language benchmark
datasets in our experiments. The wikitext-103 and
1BW datasets were constructed from Wikipedia
articles and news crawl data respectively, so they
follow different data distributions. To have enough
context for the next token prediction task, we only
keep data with lengths more than or equal to 10
words. Due to limitations on computational re-
sources, we only randomly chose 5,000 samples
from the test set of 1IBW. All experiments are per-
formed using an NVIDIA A100 GPU.

5.2 Inner Optimization Process

To investigate the possible optimization process
that we discovered in our theoretical development,
we perform experiments over all three models on
the two datasets. We attempt to study the behavior
of the inner optimization process by an approxima-
tion of the inner optimization loss with respect to
the current token representation zfl at the [th layer
as follows:

L ~

mner,n

CrossEntropy (softmax{ L H [TFL (2, )} } yn)

(14)
where L H is the linear head and TF is the last
Transformer layer, together forming a predictor
model, and y, is the true label of the current token.
Note that we assume T F only outputs the repre-
sentation for the current token z.. As discussed in
Section 2, the inner optimization loss in our under-
standing is a direct approximation of the CLM loss,
so using the CLM loss based on true labels would
be a good approximation of the inner optimization
loss of interest.

A sequence of the approximate losses for a sin-
gle token is computed for a sequence of layers up
to the L — 1 layer since the Lth layer is the last
layer and a part of the predictor. In this experiment,
we only study the fifth or later position in a textual
sequence to have enough context for the prediction
task, and due to large variances, we filter out loss
sequences with a final value greater than 1 to only
focus on those cases in which the models are able
to make a good prediction. In Figure 2, we observe
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(a) GPT-2

(b) LLaMa-7B

5 0 3 @

(c) LLaMa-13B

Figure 2: Approximate Inner Optimization Loss across Layers Based on The Wikitext-103 Dataset: The x-axis is
layer numbers and y-axis is the approximate loss. The mean is shown as a circle while the standard deviation is
shown as a vertical bar. The vertical axis is shown in a log scale to display more subtle details.

a decreasing trend of the approximate loss on both
LLaMa models across all of the datasets, mirror-
ing an optimization process. We hypothesize the
reason why GPT-2 doesn’t have a obvious decreas-
ing trend is that the zero initialization assumption
isn’t approximated well by a small model. We in-
deed observe that as the zero initialization assump-
tions better met by larger models, the larger models
show a clearer decreasing trend. This indicates the
Transformer model indeed conducts an inner op-
timization process for an objective similar to the
CLM objective layer-by-layer and gives evidence
that supports our understanding of Transformer-
based CLM models proposed in Section 2. See
more experimental results on the 1BW dataset in
the appendix.

5.3 Studies of Token-level Representation

We investigate the inner optimization trajectory by
studying how the current token vector representa-
tion evolves during the inner optimization process.
We visualize the current token vector representa-
tions across layers in sequence for different sam-
ples in a 3D space by using principal component
analysis (PCA) for dimension reduction. Note that
we do not consider the last layer here because we
treat it as a part of the predictor model as men-
tioned in Section 3. We display the optimization
paths of different samples using different colors by
connecting the token representations from neigh-
boring layers. We randomly selected 50 samples
for GPT-2 and 150 samples for LLaMa-7B and
LLaMa-13B to make the visualizations.
Surprisingly, we observe that almost all of the
samples follow a specific type of optimization
trajectory instead of arbitrary ones. From Ta-
ble 1, we find that for the majority of samples,
the norms of their current token representations are
non-decreasing along the optimization trajectory
and this characteristic is also not hard to see in the

visualizations in Figure 3. To study this characteris-
tic, we measure the percentage of the optimization
trajectories with non-decreasing norms (sequence-
level) and the percentage of pairs of token represen-
tations at neighboring layers in a sequence whose
norms are non-decreasing (pair-level). Let us as-
sume the decreasing and non-decreasing happen
uniformly at random: then the probability for a
sequence of n layers to have such non-decreasing
property is 27", Considering n = 11 for GPT-2,
n = 31 for LLaMa-7B, and n = 39 for LLaMa-
13B, the chance is exceedingly small. Across dif-
ferent models and datasets, we consistently observe
a high percentage at the sequence level compared to
the null random ensemble. Moreover, the pair-level
percentage is almost perfect. This gives strong
evidence for our Conjecture 4.1. We present ad-
ditional experimental results on the 1BW dataset
in the appendix. Based on the theoretical analysis
in Section 4, we construct the linear transforma-
tion matrices for GPT-2 for different layers and
samples. From Table 2, the eigenvalues of the
constructed matrices perfectly meet the condition
proposed in Proposition 1, which means the matrix
can effectively stretch the current vector representa-
tion resulting in an incremental norm. Note that we
only conduct this experiment on GPT-2, because
LLaMa uses a special FFN module with a gating
mechanism instead of a standard one.

6 Related Work

6.1 Meta-Learning

Meta-learning aims to acquire the skill of learning
itself by tapping into shared knowledge among dif-
ferent tasks, typically through a process involving
bi-level optimization. Many meta-learning meth-
ods have shown their great efficiency in learning
from few-shot examples (Ravi and Larochelle,
2017; Finn et al., 2017; Franceschi et al., 2018).
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(a) GPT-2 (b) LLaMa-7B (c) LLaMa-13B
Figure 3: Visuzalizations of Current Token Vector Representations for Different Models on The Wikitext-103
Dataset.
Model Wikitext-103 1BW
Sequence (%) Pair (%) Sequence (%) Pair (%)

GPT-2 924 99.3 83.2 98.4

LLaMa-7B 86.0 98.2 81.0 98.7

LLaMa-13B  79.8 99.0 73.4 99.0

Table 1: Sequence-level and Pair-level Measurements of The Non-decreasing Norm Characteristic: Sequence means
sequence-level measurement and pair refers to pair-level measurement.

1BW
100.0 %

Model
GPT-2

Wikitext-103
100.0 %

Table 2: Percentages of Eigenvalues of Constructed
Matrices Meeting The Condition in Proposition 1.

Our work focuses on studying Transformer-based
causal language models from a meta-learning per-
spective instead of developing a new meta-learning
method.

6.2 Mechanistic Interpretability

Mechanistic interpretability involves analyzing the
weights of a trained neural network to reverse en-
gineer the algorithms learned by the model (Meng
et al., 2022; Elhage et al., 2021; Nanda et al., 2023;
Ilharco et al., 2022; Conneau et al., 2018). Our re-
search also endeavors to explore the hidden mecha-
nisms of Transformer models, albeit from a distinct
perspective compared to existing studies in this
field.

6.3 Representations of Transformer Models

Many works have attempted to study various prop-
erties of internal representations learned by Trans-
former models (Thompson and Mimno, 2020;
Chen et al., 2021; Reif et al., 2019). Even though
some works (Fayyaz et al., 2021; Tenney et al.,
2019; Niu et al., 2022) have shown increasing

prediction power across Transformer layers, es-
pecially following a BERT architecture (Devlin
et al., 2019), our work attempts to provide reasons
for this phenomenon instead of simply presenting
the existence of it. Our work also studies a spe-
cial characteristic about norms of the token repre-
sentations learned by the Transformer-based CLM
model, which has not been explored by existing
works.

7 Conclusion

In this work, we show the plausibility of an in-
ner optimization process in a Transformer model
trained for the CLM task by both mathemati-
cal derivations and empirical evidence. We also
provide a meta-learning view of the Transformer
model trained for the CLM task, which may pro-
vide useful insights into the learning dynamics of
Transformer-based causal language models. In ad-
dition, from our experiments on the inner optimiza-
tion process, we discover a special characteristic
about norms of the token representations learned by
the Transformer-based CLM model and investigate
this characteristic by theoretical analysis and exper-
iments on real-world large language models. Our
overarching objective in this study is to provide a
new perspective for studying Transformer-based
CLM models as well as some empirical evidence
to encourage further research in this direction. The
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perspective may also give more insights into the
design and training of more advanced Transformer
models by having a clearer view of their internal
mechanism.

8 Limitations

This work is limited to enhancing the understand-
ing of the hidden mechanisms of Transformer-
based CLMs. More effort can be made by inspira-
tion from these understandings to improve existing
models and propose more advanced algorithms.
Our current study verifies our discovered mecha-
nisms of Transformer-based CLMs on limited mod-
els and datasets. It is interesting to study these
mechanisms in more diverse scenarios.
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A Additional Experimental Results

We show additional experimental results on the
inner optimization process and studies of token-
level representation below.
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(a) GPT-2 (b) Llama-7B (c) Llama-13B

Figure 4: Approximate Inner Optimization Loss across Layers Based on The 1BW Dataset: The x-axis is layer
numbers and the y-axis is the approximate loss. The mean is shown as a circle while the standard deviation is shown

as a vertical bar. The vertical axis is shown in a log scale to display more subtle details.

(c) LLaMa-13B

(a) GPT-2 (b) LLaMa-7B

Figure 5: Visuzalizations of Current Token Vector Representations for Different Models on The 1BW Dataset.
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