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Abstract

Psycholinguistic research suggests that humans
may build a representation of linguistic in-
put that is ‘good-enough’ for the task at hand.
This study examines what architectural features
make language models learn human-like good-
enough language processing. We focus on the
number of layers and self-attention heads in
Transformers. We create a good-enough lan-
guage processing (GELP) evaluation dataset
(7,680 examples), which is designed to test the
effects of two plausibility types, eight construc-
tion types, and three degrees of memory cost
on language processing. To annotate GELP,
we first conduct a crowdsourcing experiment
whose design follows prior psycholinguistic
studies. Our model evaluation against the anno-
tated GELP then reveals that the full model
as well as models with fewer layers and/or
self-attention heads exhibit a good-enough per-
formance. This result suggests that models
with shallower depth and fewer heads can learn
good-enough language processing.!

1 Introduction

Language models exhibit impressive performance
in various natural language understanding tasks
(Devlin et al., 2019; Brown et al., 2020; Mahowald
et al., 2023), but one common concern is that they
often rely on heuristics (Geirhos et al., 2020; Du
et al., 2023). For instance, BERT (Devlin et al.,
2019) makes predictions based on surface features,
which leads to poor results in adversarial examples
(McCoy et al., 2019). Large language models such
as GPT-2 (Radford et al., 2019) also adopt fallible
heuristics in in-context learning (Tang et al., 2023).

However, it is too hasty to view models’ reliance
on heuristics as a flaw. According to a ‘good-
enough’ theory of human sentence processing (Fer-
reira, 2003; Ferreira and Patson, 2007; Christian-
son, 2016), humans also adopt some types of heuris-
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(2) The lady scolded the man, the student
[(1) The ball kicked the bOV-] touched the professor, and the ball
kicked the boy.
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Figure 1: While algorithmic language processing in-
volves a detailed syntactic analysis, good-enough lan-
guage processing involves an incomplete one. We hy-
pothesize that humans are more likely to adopt a good-
enough strategy when processing a complex sentence
than a simple one. A human-like good-enough model
should exhibit a similar tendency.

tics.? For instance, they may build an incomplete
representation of linguistic input; as a result, they
occasionally misinterpret an impossible descrip-
tion (e.g., The ball kicked the boy; Ferreira, 2003).
The good-enough theory posits that such fallible
language processing is good-enough for everyday
communication. In addition, it allows humans to
efficiently process linguistic input by saving cogni-
tive resources as suggested by the findings that they
tend to rely on it when they face cognitive demands
(e.g., (1) vs. (2) in Figure 1; Christianson et al.,
2001, 2006, 2010; Patson et al., 2006).

In light of this cognitive background, we view
language models’ adaptation of heuristics as their
potential for human-like linguistic performance
(Linzen, 2020; Hagendorff and Fabi, 2023). An
open question here is what architectural features
make them learn human-like good-enough lan-
guage processing. To study this question, we ex-
plore how the numbers of layers and self-attention
heads affect models’ performance. Prior studies
suggest that the model depth and attention heads

Besides ‘good-enough’, the psycholinguistic literature
cited in the main text uses terms such as ‘heuristic’, ‘shal-
low’, and ‘underspecified’. We use ‘good-enough’ unless the
difference is crucial.
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Construction Implausible premise

Hypothesis (correct label)

(a) Transitive The ball kicked the boy.

(b) Passive The boy was kicked by the ball.
(c) DOC The boy gave the apple the girl.
(d) Dative The boy gave the girl to the apple.

(e) Ben. DOC The cook made the bread the man.
(f) Ben. for The cook made the man for the bread.

(g) Exp. Sub;. The book liked the girl.

(h) Exp. Obj;. The girl pleased the book.

The boy kicked the ball. (N)
The ball kicked the boy. (E)
The ball was kicked by the boy. (N)
The boy was kicked by the ball. (E)
The boy gave the girl the apple. (N)
The boy gave the apple the girl. (E)
The boy gave the apple to the girl. (N)
The boy gave the girl to the apple. (E)
The cook made the man the bread. (N)
The cook made the bread the man. (E)
The cook made the bread for the man. (N)
The cook made the man for the bread? (E)
The book liked the girl. (N)
The girl liked the book. (E)
The girl pleased the book. (N)
The book pleased the girl. (E)

Table 1: Eight constructions in GELP with example implausible premises and corresponding hypotheses. Abbrevia-
tions: Ben. = Benefactive; DOC = double object construction; Exp. = Experiencer; Obj. = Object; Subj. = Subject.

Memory load

Examples

Low (one proposition)
Medium (two propositions)
High (three propositions)

The ball kicked the boy.

The girl bought the cup and the ball kicked the boy.
The girl bought the cup, the singer broke the window, and the ball kicked the boy.

Table 2: Three degrees of memory load. The low, medium, and high memory load conditions include one, two, and

three propositions, respectively.

contribute to syntactic generalizations (Mueller and
Linzen, 2023) and parallel a human working mem-
ory system (Ryu and Lewis, 2021; Timkey and
Linzen, 2023), respectively. Considering these
findings, we hypothesize that (i) our aimed good-
enough model requires a shallow depth because
it does not have to engage in a detailed syntactic
analysis and (ii) needs a small number of heads
because a strong memory system is not necessary.

To test these hypotheses, we evaluate BERT’s
language processing capabilities through the lens
of misinterpretation of sentences. We create a good-
enough language processing (GELP) dataset with
7,680 items. GELP includes not only plausible but
also implausible items to investigate humans’ as
well as models’ misinterpretation. Additionally,
considering the prior psycholinguistic finding that
some constructions are more likely to cause mis-
interpretation than others (Gibson et al., 2013), it
targets eight types of constructions (Table 1). Fi-
nally, to examine the effect of the memory demand,
it operationalizes memory cost by including items
with one, two, or three propositions (Table 2).

We first annotate the GELP dataset and probe hu-
mans’ language processing by conducting a crowd-
sourcing experiment whose design follows previ-
ous psycholinguistic studies (Christianson et al.,

2001, 2006). Against the human data, we test
which model with different architectures behaves in
a human-like fashion. We find that among 24 vari-
ants of BERT, those with fewer layers and heads
perform in a good-enough way, similar to the full
BERT-base model. This result suggests that a deep
architecture is not necessary for a model to learn
good-enough language processing, which is consis-
tent with our hypothesis (i). In contrast, a closer
look indicates that the role of attention heads in
good-enough language processing does not confirm
our hypothesis (ii). This study modestly informs
psycholinguistics by supporting the claim that hu-
mans’ fallible language processing stems from a
shallow syntactic analysis and suggesting that it
has to do with the encoding phase of the working
memory.

2 Background and Motivation

2.1 Good-enough Theory in Psycholinguistics

A good-enough theory of language processing
posits that humans may build representations that
are good enough to achieve their communicative
goal (Ferreira, 2003; Ferreira and Patson, 2007;
Christianson, 2016). Such language processing
is fallible in language use. For instance, Ferreira
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(2003) find that humans misinterpret an implausi-
ble sentence (e.g., The professor bit the dog) as
its plausible version (e.g., The dog bit the profes-
sor). They reason that such misinterpretation re-
sults from canonical word order and plausibility
heuristics. Specifically, the plausible sentence is
consistent with canonical patterns of English (i.e.,
a noun—verb—noun order generally represents an
agent—action—patient relation) and world knowl-
edge (i.e., dogs usually bite people, but not vice
versa). Another interpretation of humans’ misin-
terpretation is that they may build a shallow rep-
resentation of linguistic input (Sanford and Sturt,
2002; Sanford and Graesser, 2006). Gibson et al.
(2013) add to Ferreira (2003)’s finding by showing
that the misinterpretation of implausible sentences
depends on types of constructions.’

Although good-enough language processing can
cause errors, it enables humans to process language
efficiently. Previous studies suggest that such lan-
guage processing is likely to take place under cogni-
tively demanding tasks such as a priming paradigm
involving both language comprehension and pro-
duction (Christianson et al., 2010) and a reading ex-
periment with structurally complex stimuli (Chris-
tianson et al., 2001; Ferreira, 2003). Additionally,
other studies indicate that a limited working mem-
ory capacity can motivate humans to rely on a good-
enough strategy (Christianson et al., 2006; Patson
et al., 2006). All of these findings are consistent
with the view that humans adopt fallible but effi-
cient good-enough language processing to reduce
cognitive costs.

Crucially, humans can build a detailed represen-
tation if necessary. For instance, misinterpretation
does not easily occur in a situation that requires
deep processing such as proofreading. Ferreira
(2003) emphasizes that humans’ language process-
ing has a good balance between robust, algorithmic
language processing and non-robust, heuristic lan-
guage processing.

2.2 Language Models’ Reliance on Heuristics

Heuristics also receive much attention in research
on natural language understanding by language
models (Geirhos et al., 2020; Du et al., 2023). Lan-
guage models are known to learn various types of
heuristics based on training data during fine-tuning

3Gibson et al. (2013) do not adopt the good-enough theory
but we introduce them because their findings are relevant to
our study regardless of the theoretical framework that they
adopt.

in natural language inference (McCoy et al., 2019;
Gururangan et al., 2018), question answering (Jia
and Liang, 2017; Sugawara et al., 2018; Lai et al.,
2021), and coreference inference (Zhao et al., 2018)
tasks. Additionally, Tang et al. (2023) find that non-
fine-tuned large language models such as GPT-2
(Radford et al., 2019) also adopt heuristics in in-
context learning, suggesting that the recent models
still suffer from the heuristics.

Despite this large body of research, it is an open
question to what extent language models’ reliance
on heuristics resembles humans’. This question is
crucial because implementing human-like heuris-
tics into language models can lead to a more ef-
ficient system in terms of resource and computa-
tional requirements (Hagendorff and Fabi, 2023).

To tackle this question, we explore what archi-
tectural features contribute to the aimed model
by focusing on the numbers of layers and self-
attention heads in Transformers (Vaswani et al.,
2017). We target these two architectural features
because of their putative resemblance to human
linguistic as well as non-linguistic cognitive sys-
tems. Mueller and Linzen (2023) show that model
depth is important for models to learn syntactic
generalizations. Assuming the psycholinguistic
claim that good-enough language processing does
not involve a detailed syntactic analysis (Sanford
and Sturt, 2002; Sanford and Graesser, 2006; Fer-
reira, 2003; Ferreira and Patson, 2007; Christian-
son, 2016), our first hypothesis (i) is that our aimed
model does not require a deep architecture. Re-
garding the self-attention heads, Ryu and Lewis
(2021) and Timkey and Linzen (2023) suggest that
a self-attention mechanism exhibits similarity to
the retrieval phase of the working memory, but it
remains open whether it also captures other phases
(i.e., encoding and maintenance). Given that adap-
tation of heuristics may result from demand on
the working memory system (Christianson et al.,
2006; Patson et al., 2006), our second hypothesis
(i1) is that models with fewer heads behave in a
human-like fashion, capturing humans’ reliance on
a good-enough strategy as a function of the mem-
ory demand.

3 Dataset Creation

To probe models’ language processing, we create
a natural language inference (NLI) dataset called
GELP, targeting two plausibility types, eight types
of constructions, and three degrees of memory load.
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In an NLI task, models predict whether a sentence
(premise) entails, contradicts, or is neutral to an-
other (hypothesis; Condoravdi et al., 2003; Bow-
man et al., 2015). For the human—-model compar-
ison discussed in Section 5.2, our labels include
entailment and non-entailment, the latter of which
covers both contradiction and neutral.

3.1 Low Memory Load Condition

We first make items in the low memory load condi-
tion. Considering the effect of construction types
on misinterpretation discussed in Section 2.1 (Gib-
son et al., 2013), GELP targets eight constructions
(e.g., (a-h) in Table 1). We select 40 verbs from
Levin (1993) for (1) transitive/passive, (2) dou-
ble object/dative, (3) benefactive double object/for,
(4) experiencer-subject, and (5) experiencer-object
constructions each (a total of 200 verbs).* These
verbs take both animate and inanimate arguments
within a single sentence, which allows us to make
implausible sentences by swapping them.

With these verbs, we create 80 plausible
premises for each construction (a total of 640 con-
texts) by giving GPT-3.5-turbo’ prompts.® We in-
struct it to make sentences with our selected verbs
by using animate and inanimate nouns in positions
of interest, which this paper indicates with red and
blue for animate and inanimate nouns, respectively
(e.g., The boy kicked the ball). We manually check
all generated sentences and correct any noticeable
errors by hand (e.g., if an animate noun appears
in an object position of kick, we change it into
an inanimate noun such as ball). Then, we swap
the animate and inanimate nouns in each premise,
creating 640 implausible premises (e.g., The ball
kicked the boy). Finally, we make two hypotheses
with entailment and non-entailment labels for each
premise. As aresult, the low memory condition has
2,560 pairs ({8 constructions } *{80 premises } *{2
plausibility types}*{2 hypothesis types}).

3.2 Medium and High Memory Load
Conditions

Using the items in the low memory condition, we
make pairs in the medium and high memory load
conditions. In doing so, we use templates, which
allow us to create a large number of items system-
atically. The medium memory load condition has
templates for a premise and hypothesis such as (1).

*The complete list of verbs appears in Appendix A.
Shttps://platform.openai.com/docs/models
SWe provide example prompts in Appendix B.

(1) a. Target and the N1 V1 the N2.
b. Entailed Hypothesis

The premise consists of two propositions coordi-
nated by one of the five connectives (and, after,
when, but, and because). One proposition is a
target sentence (i.e., Target) that corresponds to
a premise in the low memory condition, and the
other is a template-generated filler sentence (i.e.,
the N1 VI the N2). For N1, V1, and V2 in the
template, we use 201 transitive verbs and 515 an-
imate nouns from Fedorenko et al. (2020). Every
selected noun is a plausible subject or object of
every selected verb. We ensure that these lexical
items have no overlap with those used in target
premises. The target sentence either proceeds or
follows the filler (e.g., Target and Filler or Filler
and Target) to prevent one from developing a strat-
egy to identify which proposition they should fo-
cus on while ignoring the other one. A hypothesis
can be either Entailed Hypothesis or Non-entailed
Hypothesis, which correspond to hypotheses with
entailment and non-entailment labels in the low
memory condition, respectively. Combining the
five connectives, two target-filler premise orders,
and two hypothesis types results in 80 templates.

A premise in the high memory load condition
consists of three propositions coordinated by two
of the five connectives used in the medium memory
load condition. We provide an example template
for a premise in (2).

(2) Target and the N1 V1 the N2 but the N3
V2 the N4

For a hypothesis, we use the same template as in
the medium memory condition. There are 20 per-
mutation patterns of the two connectives out of the
five connectives. A target sentence appears in one
of the three positions within the premise. Com-
bining the 20 connective patterns with the three
proposition orders results in 60 templates.

Using the templates, we generate 2,560 pairs
in the medium and high memory conditions each.
Consequently, GELP has a total of 7,680 items
(2,560 pairs in three memory load conditions each).

4 Human Experiment

To annotate the GELP dataset and probe humans’
language processing, we conduct a crowdsourcing
experiment. We explore to what extent plausibility
types, construction types, and degrees of memory
load lead to good-enough language processing.
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4.1 Methods

We collect three responses per item in GELP on
Amazon Mechanical Turk.” We run our experiment
on PCIbex.® Our results include data from 304
English native speakers.

Following previous psycholinguistic research
(Christianson et al., 2001, 2006, 2017), our experi-
ment uses a yes/no question-answering task instead
of an NLI task, which our model evaluation uses.
We select this task because its procedure is simple
to understand and natural to probe humans’ lan-
guage understanding. In addition, the NLI task
and yes/no question-answering task are highly in-
terchangeable in the context of this study because
to use GELP in the human experiment, all we have
to do is to convert premises in GELP into polar
questions (e.g., Did the boy kick the ball?), and
to convert entailment and non-entailment labels
into yes and no responses, respectively. Because
of this high interchangeability, we believe that the
task difference does not hinder the human—model
comparison.

Figure 2 presents an example trial sequence in
our experiment. First, a 1,000 ms fixation occurs to
solicit workers’ attention. Then, a context, which
corresponds to a premise in GELP, appears in full.
A worker presses the spacebar to indicate that s/he
has finished reading the sentence. At this point,
the sentence disappears. After a 500 ms interval, a
yes/no question appears, which the worker answers
by pressing J or F for yes or no, respectively. A
worker repeats this procedure 96 times.’

To calculate accuracy, we first assign each item
a human answer that represents the majority of
the three responses and then determine whether it
is equal to the pre-defined correct answer. The
assignment of the human answer allows us to en-
sure that if an assigned human answer does not
match a correct answer, the difference comes from
misinterpretation rather than accident.

Given previous psycholinguistic research re-
viewed in Section 2.1, we expect that humans ex-
hibit low accuracy due to good-enough sentence
processing when they (i) process implausible de-
scriptions, (ii) face a memory demand, and (iii)
process certain implausible constructions relative
to others.

"https://www.mturk.com

8https ://farm.pcibex.net

° Appendix C reports more details about the experimental
methods.

e

The mechanic assembled the engine.

1000 ms

500 ms

Did the mechanic assemble the engine?

NO:F YES:)

Figure 2: An example trial sequence in the human ex-
periment.

4.2 Results

The gray bars in Figure 3 represent accuracy for
humans. The average accuracy is 86.6%. This
indicates that GELP is moderately challenging (cf.
accuracy = 92 and 76% on MNLI and Heuristic
Analysis for NLI Systems (HANS), respectively,
(Nangia and Bowman, 2019; McCoy et al., 2019)).

Items with the correct yes answer have higher ac-
curacy than those with the correct no answer (96.7
vs. 76.5%). We reason that humans may build a
shallow syntactic representation of contexts; con-
sequently, they tend to select yes when the context
and question exhibit word overlap.

We saw little difference between the items with
plausible contexts and those with implausible ones
(87.9 vs 85.4%), contrary to our expectation (i).
This indicates that humans do not adopt canonical
form—meaning mapping or plausibility heuristics
presumably because they adopt only the shallow
syntactic analysis throughout our experiment.

The accuracy decreases as the memory load in-
creases (92.8, 86.2, and 80.9% for low, medium,
and high memory load conditions, respectively),
confirming our expectation (ii). This result sug-
gests that shallow language processing comes from
a task-related memory demand. That is, humans
adopt a shallow processing strategy to save cogni-
tive resources so that they can memorize multiple
propositions for subsequent question answering.

A closer look reveals that the accuracy is at the
ceiling on the items with the correct yes answer
(min. = 94.5%) but decreases on those with the cor-
rect no answer. The decrease depends on the mem-
ory load (86.9, 75.4, and 67.3% for low, medium,
and high loads, respectively). This result should
not be attributable to fallible memory. This is be-
cause the accuracy on the items with the correct yes
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Figure 3: Accuracy for humans and BERT L12-A12 on GELP. The dotted lines indicate chance-level performance

(50%).

answer is high regardless of the memory cost, indi-
cating that humans can encode and store linguistic
input in memory. A more viable explanation of
the result would be that they do not engage in a
detailed syntactic analysis in the first place under
a memory-demanding situation; as a result, they
encode words but not a detailed syntactic represen-
tation in working memory.

Finally, the accuracy on each construction varies
but the variation is not specific to implausible sen-
tences, contrary to our expectation (iii). Specifi-
cally, the accuracy on target sentences with two
nouns is higher than that on those with three nouns
(91.9 vs. 81.6% on average for transitive, passive,
experiencer subject, and experiencer object con-
structions, on the one hand, and double object, da-
tive, benefactive double object, and benefactive
for constructions, on the other) regardless of plau-
sibility (93.5 vs. 82.3% and 90.2 vs. 80.5% for
plausible and implausible contexts of each group,
respectively). Unlike Gibson et al. (2013), we use
items with more than one proposition and present
the context and question separately. We reason that
the memory demand due to this task design facili-
tates a shallow syntactic analysis, which overrides
another type of language processing observed in
Gibson et al. (2013). The similarity in the accu-
racy pattern between the plausible and implausible
conditions is not surprising if humans adopt the

shallow syntactic analysis rather than other strate-
gies throughout the experiment.

In summary, we confirm our expectation (ii) that
the accuracy drops as the memory cost increases,
suggesting that humans adopt good-enough sen-
tence processing in a memory-demanding situation.
However, we do not confirm the other two expecta-
tions (i) that implausible items have lower accuracy
than plausible ones and (iii) that this difference
depends on constructions.

5 Model Evaluation

Against the annotated GELP, we evaluate models
with different architectural features. Assuming that
a good-enough model neither engages in a detailed
syntactic analysis nor needs a strong working mem-
ory, we hypothesize that our aimed model has (i)
a shallow architecture and (ii) a small number of
self-attention heads relative to the full model.

5.1 Models

We use Huggingface’s (Wolf et al., 2020) 24 BERT
miniatures (Turc et al., 2019), which cross six num-
bers of layers (L € {2,4,6,8,10,12}) with four
numbers of self-attention heads (A € {2,4, 8,12}).
Turc et al. (2019) set four hidden embedding sizes
(H € {128,256,512,768}) for each number of
heads. We hereafter denote models as BERT Ln—
An (e.g., BERT L12-A12).
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Our evaluation uses an NLI task instead of the
question-answering task because more training data
are available for the former than the latter. As
noted in Section 4.1, the task difference should not
hinder us from evaluating models’ good-enough
language processing. We finetune the 24 BERT
models on two standard NLI training datasets—
SNLI (Bowman et al., 2015) and MNLI (Williams
etal., 2018)—and a training split of HANS (McCoy
et al., 2019). The inclusion of HANS intends to
prevent the models from adopting structural heuris-
tics all the time. Without HANS, we find that the
models perform at chance on GELP by predicting
entailment most of the time due to lexical overlap
between a premise and hypothesis (e.g., 53% accu-
racy for BERT-base fine-tuned without HANS).

5.2 Evaluation Metric

Our evaluation metric is what we call a human—
model matching score. This is calculated based on
how many predicted labels match human responses.
Entailment and non-entailment labels in the model
evaluation correspond to yes and no responses in
the human experiment, respectively. This compati-
bility between NLI labels and question-answering
responses allows us to directly compare human
and model results. Importantly, the human—model
matching score is not the same as accuracy. For
instance, the human—model matching score is 0.0
while the model accuracy is 1 if the model correctly
labels the item while humans respond incorrectly.

5.3 Results

Table 3 presents the calculated human—model
matching scores for each model. Although not
perfect, the best-performed model is BERT L12—
A12 (matching score = 74.3%), which corresponds
to BERT-base. Six models with fewer layers and/or
heads (BERTs L{4, 6, 8, 12}-A{8, 12} excluding
BERTSs L4-A8, L6—A8 and L6—A12) show 70% or
higher scores (range: 70.0-73.2%). The compara-
ble performance among these models suggests that
good-enough language models do not require large
architectures, confirming our overall hypothesis.
On average, the matching score improves from
54.9 to 68.7% and from 58.7 to 64.7% as layers
and heads increase, respectively. Importantly, the
difference among Ls = 8, 10, 12 is small (63.7, 65.3,
64.7%, respectively). This suggests that a deep
architecture is not necessary for a good-enough
model, which is consistent with our expectation (i).
To explore this consideration, we finetune BERT

L24-H16, which corresponds to BERT-large, in
the same way as the 24 BERT models. We find that
the matching score and accuracy for this model are
76.7 and 73.4%, respectively. The 2.3 vs. 4.2%
improvement from BERT-base to BERT-large in
these matrices suggests that a deep architecture
contributes to the accuracy but less so to the human-
like good-enough performance. Although a more
in-depth analysis is necessary, this finding seems to
be consistent with our interpretation of the model
depth.

To analyze the effect of the number of attention
heads, we calculate the model accuracy on GELP
based on the memory cost (Table 4). We only re-
port the results for models with 8 or 12 heads be-
cause most models with fewer heads perform at
around the chance level.!” The result shows that
models exhibit decreasing accuracy as the mem-
ory cost increases. However, this accuracy pat-
tern does not depend on the number of attention
heads. For instance, the accuracy for the full BERT
L12-A12 model was 74.1, 68.3, and 65.1% on low,
medium, and high memory load conditions, respec-
tively. This suggests that the number of attention
heads does not necessarily contribute to models’
good-enough performance, which is inconsistent
with our hypothesis (ii). To further explore this
conjecture, we fine-tune BERT-large, which corre-
sponds to BERT L24-A16, in the same way as 24
BERT models. The fine-tuned BERT-large shows
a similar pattern as the BERT L12-A12: the accu-
racy decreases as the memory load increases (77.9,
77.1, and 75.0% on low, medium, and high memory
load conditions, respectively) but the decrease is
more moderate than that observed in BERT-base.
Since BERT-large differs from BERT-base in terms
of hyperparameters other than the number of heads
such as the model depth, we leave open what leads
to this moderate decrease.

BERT L12-A12 shows the best matching score,
74.3%, and we find that its accuracy based on the
pre-defined correct label is 69.2%, which is be-
low human accuracy 86.6%. To disentangle what
makes the model similar or different from the hu-
mans, Figure 3 presents the accuracy for the BERT
L12-A12 on each condition in the black bars. We
find that it performs at the ceiling on items with cor-
rect entailment (= yes) labels in a similar way as hu-
mans. However, its performance on items with cor-
rect non-entailment (= no) depends on construction

10 Appendix D presents the full results.
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L/A 2 4 8 12 Avg.
2 59.1(06) 58.6(0.6) 59.0(0.6) 57.9(0.6) 58.7(0.6)
4 57.8(0.6) 55.7(0.6) 60.0(0.6) FIOE(OSIN 59. (0.6)
6 543(0.6) 526(0.6) 653(0.5) 67.8(0.5) 60.0(0.6)
8 543(0.6) 58.9(0.6) 63.7 (0.6)
10 54.0(0.6)  65.6(0.5) 65.3(0.5)
12 49.9(0.6) 614(0.6) 64.7 (0.6)
Avg. 549(0.6) 58.8(0.6) 664 (0.6) 68.8(0.5)

Table 3: Human—model matching score for 24 BERT models with different numbers of layers (L) and self-attention

heads (A). Standard errors are in the parentheses.

L/A 8 12
Memory load Low Medium High Low Medium High
2 50.9 (2.8) 50.6(2.8) 50.2(2.8) 49.1(2.8) 50.5(2.8) 49.8(2.8)
4 547(2.8) 51.9(2.8) 52.9(2.8) [ 69.4(2:6) 64.8(2.7) 63.6(2.7)
6 59.0 (2.8) 58.0(2.8) 56.6(2.8) 62.7(2.7) 61.8(27) 61.4(2.7)
8 66.1(27) 64.8(27) 61.3(2.7) 69.2(2.6) 66.3(2.7) 64.8(2.7)
10 66.3 (2.6) 65.6(2.7) 64.6(2.7) 68.5(2.6) 64.6(2.7) 62.9(2.7)
12 69.3(2.6) 68.1(2.6) 67.7(2.6) [741(@25) 68.3(2.6) 65.1(2.7)
Avg. 61.1(2.7) 59.8(2.7) 589(2.7) | 655(2.6) 62.7(27) 61.3(2.7)

Table 4: Accuracy for BERT with 8 or 12 heads on GELP based on the three degrees of memory cost. Standard

errors are in the parentheses.

types. Specifically, BERT L12-A12 performs well
on the constructions with two-place predicates (i.e.,
transitive, experiencer subject, and experiencer ob-
ject constructions; 83.3%) but at around chance on
passives (43.5%) and poorly on constructions with
three-place predicates (double object, dative, bene-
factive for, and benefactive double object construc-
tions; 7.0%). The model’s performance in the latter
two does not resemble humans’ although they are
also not perfect (85.6 and 66.0% for passives and
three-place predicate constructions, respectively).

The models’ poor performance on passives and
three-place predicates has a broad implication. Re-
cent studies suggest that language models can learn
to be sensitive to word order (Papadimitriou et al.,
2022; Kauf et al., 2023). However, our results in-
dicate that models’ word order sensitivity can be
specific to active sentences with two-place predi-
cates. To explore whether the observed poor perfor-
mance comes from the model’s internal architec-
ture or lack of relevant examples in training data,
we retrain BERT L12-H12 on data augmented
with 800 examples similar to passives or ditran-
sitive constructions in GELP. The retrained model

achieves the 84.3% human—model matching score.
Although we cannot draw a strong conclusion be-
cause the training data that we use resembles the
items in GELP, this result suggests that use of ap-
propriate training data leads models to learn robust
syntactic generalizations (McCoy et al., 2019).

In summary, the full model as well as models
with fewer layers and/or heads show good-enough
performance. The smaller number of layers does
not considerably impair the models’ good-enough
language processing, confirming our first hypoth-
esis (i) that a shallow architecture leads to a shal-
low representation of linguistic input. In contrast,
the contribution of the number of heads is unclear,
which does not confirm our second hypothesis (ii)
that fewer heads parallel humans’ limited working
memory system.

6 Discussion

Does a shallow architecture lead to good-enough
language processing? Our first hypothesis is that
a good-enough model requires a shallow architec-
ture because it does not have to make a detailed
syntactic representation of linguistic input. We
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confirm this hypothesis by finding that the shallow
models exhibit a human-like good-enough perfor-
mance in a way similar to their deeper version.
Specifically, increasing the number of layers from
8 to 12 does not improve the models’ human-like
performance considerably.

Our results shed light on whether language mod-
els can learn the dissociation between formal lin-
guistic competence—knowledge of grammar—and
functional linguistic competence—the ability to use
language in real-world situations (Mahowald et al.,
2023). The advent of seemingly well-behaved neu-
ral language models leads to an intensive investiga-
tion of their formal linguistic competence (Marvin
and Linzen, 2018; Futrell et al., 2019; Warstadt
et al., 2019b,a, 2020). Mahowald et al. (2023) con-
clude that language models show promising results
in learning abstract linguistic rules and patterns,
but it remains to be seen whether they can learn
functional linguistic competence. Our results point
to the possibility that deep as well as shallow mod-
els can learn human-like language processing that
is good-enough for simple language use.

Do fewer heads lead to good-enough language
processing? Our second hypothesis is that the
aimed model requires fewer attention heads be-
cause it does not need a strong working memory
system. We find that among our model set, the
model with the largest number of heads (H = 12)
shows decreasing accuracy as the memory load in-
creases, in a similar way as humans. This result
does not confirm our hypothesis.

We can explain this result if the parallelism be-
tween the self-attention mechanism in Transform-
ers and the human working memory system is spe-
cific to the retrieval phase. The human working
memory system involves three phases, encoding,
storage, and retrieval, at a coarse level of gran-
ularity (Baddeley, 1986, 2000). The models as
well as humans achieve accuracy at the ceiling
on items with correct entailment/yes labels, sug-
gesting that they can store words that appear in
contexts/premises. Thus, the observed accuracy
pattern might not have to do with the storage phase
of the working memory. We then conjecture that
good-enough language processing has to do with
the encoding phase of the working memory: the
detailed syntactic analysis does not take place in
the first place due to a high memory load during
this phase, and as a result, the working memory
does not store the detailed syntactic representation.

We leave open the exact mechanism of this process
and its connection to the self-attention architecture
in Transformers for future research.

How does this study inform psycholinguistics?
Although it is hard to make a direct comparison
between humans and language models, it is worth
considering if our findings can inform psycholin-
guistics in a meaningful way. Prior psycholinguis-
tic studies postulate multiple possible sources of hu-
mans’ good-enough performance. Some represen-
tative examples are semantic or structural heuris-
tics (Ferreira, 2003), a shallow representation of
linguistic input (Sanford and Sturt, 2002; Sanford
and Graesser, 2006), and working memory burden
(Christianson et al., 2006; Patson et al., 2006). The
results from our model evaluation against human
data are at least consistent with the view that hu-
mans adopt a non-detailed syntactic analysis. As
we stipulated in the preceding paragraph, they also
point to the possibility that it is the encoding but
not storage or retrieval phase of the working mem-
ory system that is related to a source of humans’
shallow sentence processing. Combining these two
considerations suggests that the working memory
demand during the encoding phrase leads to the
shallow syntactic analysis of sentences (cf. Chris-
tianson et al., 2006).

7 Conclusion

From a cognitive perspective, we take language
models’ heuristic performance as their potential
to learn human-like good-enough performance in
language processing. This study creates a good-
enough language processing evaluation dataset,
GELP. We explore what architectural features con-
tribute to models’ good-enough language process-
ing, focusing on the numbers of layers and self-
attention heads. The model evaluation reveals that
models with fewer layers and/or heads exhibit a
good-enough performance in a similar way as a
full model. This result leads us to conclude that
the shallow architecture makes the models engage
in an underspecified syntactic analysis. In con-
trast, the role of the self-attention mechanism is
unclear. We leave open its exact role in the model’s
good-enough language processing. We hope that
this study will foster more psycholinguistically ori-
ented research on language models’ good-enough
performance.
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Limitations

This study has three limitations. First, our model
coverage is limited. We evaluate only BERT with
different architectural features. Therefore, it re-
mains to be seen whether our findings and hypothe-
ses are generalizable to other Transformer-based
models such as GPT-2.

Second, the use of templates in the dataset cre-
ation may result in unnatural sentences in an unin-
tended way such that it leads us to fail to measure
what we intend to measure (e.g., the effect of the
construction types).

Finally, this study does not test whether mod-
els can perform in a human-like way in terms of
both grammatical knowledge and good-enough lan-
guage processing. According to Ferreira (2003),
humans have a good balance between robust, algo-
rithmic language processing and non-robust, heuris-
tic language processing so that they do not always
misinterpret linguistic input. It is necessary to test
whether models can learn the human-like balance.
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A Verb Lists
We use the following verbs for creating our dataset.

Verbs for transitives/passives assemble, bend,
bite, blend, carve, chop, clean, collect, cut, de-
scribe, design, destroy, draw, flatten, fold, hack,
hammer, hit, kick, knock, make, memorize, pound,
produce, protect, punch, push, read, saw, save, shat-
ter, skip, slash, slice, smash, squash, suggest, touch,
use, waste

Verbs for DOCs/datives allocate, assign, award,
bring, email, extend, fax, feed, forward, give, grant,
hand, haul, issue, lend, lease, leave, loan, mail,
offer, owe, pass, pay, post, promise, refund, relay,
repay, sell, send, serve, ship, show, slip, smuggle,
take, teach, tell, trade, write

Verbs for benefactive DOCs/benefactive for con-
structions arrange, assemble, bake, book, boil,
build, buy, carve, cash, catch, charter, clean, com-
pile, cook, cut, design, develop, earn, find, fix, get,
grill, grow, keep, knit, make, order, paint, pick, pre-
pare, rent, reserve, roll, save, secure, set, shape,
steal, wash, write
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Verbs for experiencer subject constructions
abhor, admire, adore, appreciate, cherish, covet,
crave, deplore, desire, despise, disdain, dislike, dis-
trust, dread, enjoy, envy, exalt, execrate, favor, fear,
hate, lament, like, loathe, love, miss, mourn, need,
pity, regret, relish, resent, savor, tolerate, treasure,
trust, value, venerate, want, worship

Verbs for experiencer object constructions ag-
onize, amaze, amuse, anger, annoy, arouse, aston-
ish, bore, bother, calm, captivate, comfort, confuse,
convince, depress, devastate, disappoint, discour-
age, disgust, disturb, displease, embarrass, encour-
age, enlighten, excite, frighten, frustrate, impress,
irritate, please, puzzle, sadden, satisfy, shock, sur-
prise, terrify, threaten, thrill, upset, worry

B Example Prompts

A template for a prompt: Can you make
[CONSTRUCTION NAME] with the following
verbs?

Please...

1. Use an inanimate entity in [POSITION OF
INTEREST].

2. Use an animate entity in [POSITION OF
INTEREST].

3. Use past tense for the verb.

4. Use no pronouns.

5. Use no adjectives.

[LIST OF VERBS]

An example prompt for the creation of tran-
sitive sentences: Can you make transitive
constructions with the following verbs?

Please...

1. Use an inanimate entity in the subject.
2. Use an animate entity in the object.

3. Past tense for the verb.

4. Use no pronouns.

5. Use no adjectives.

agonize, amaze, amuse, anger, annoy, arouse,
astonish, bore, bother, calm, captivate, comfort,
confuse, convince, depress, devastate, disappoint,
discourage, disgust, disturb, displease, embarrass,
encourage, enlighten, excite, frighten, frustrate,
impress, irritate, please, puzzle, sadden, satisfy,
surprise, shock, terrify, threaten, thrill, upset,
WOrTy

C Details on Human Experiment

C.1 Participants

Using Amazon Mechanical Turk, we recruit work-
ers with the requirements of having an approval
rating of 99.0% or higher, having at least 5,000
approved tasks, and being located in the US, the
UK, or Canada. We calculate the reward as $12
per hour. We first recruit 1,200 workers for the
qualification task. The qualification task has 20
context—question pairs, which resemble items in
GELP. We take more than 70% accuracy in the
qualification task as a threshold for the invitation
to the actual experiment. Based on this exclusion
criterion, we invite 487 workers to participate in
the actual experiment. Among them, 304 workers
take part.

Our experiment collects no personal informa-
tion. By accepting PClIbex’s participation agree-
ment, workers consent to the collection and use of
non-personal data for research purposes.

C.2 List Design

In addition to critical 7,680 items in GELP, our ex-
periment includes 7,680 distractor pairs to ensure a
balanced and unbiased assessment of humans’ sen-
tence processing. They serve to mitigate potential
response strategies (e.g., paying attention to only a
target context) by masking the critical items. Con-
texts in the distractors consist of two (N = 2,560) or
three (N = 5,120) propositions, where one proposi-
tion corresponds to a target context; questions ask
about a thematic relation in filler contexts. Half
of them have a correct yes response; the other half
have a correct no response.

We divide the 15,360 context—question pairs
(7,680 targets + 7,680 distractors) into 160 lists,
each of which has 96 items. The number of items
in each list roughly follows previous psycholinguis-
tic research (Christianson et al., 2001, 2006). We
make sure that no worker sees the same list more
than one time.

C.3 Instruction

We show workers an instruction in Figure 4 be-
fore the experiment to familiarize them with the
experimental procedure.

D Model Accuracy by Memory Load

Table 5 presents full results on model accuracy by
memory load.
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Instruction

In this experiment, you will read a sentence and
answer a yes/no question about its content.

Finger position

You will use F, J, and Spacebar. During the
experiment, please put your fingers as below.

P77 spacenar N

Task

First, '+ + + + + + ' appears on the screen.

+ A+

F7 Spacenar N

Then, a sentence appears. Read it at a normal rate and
press Spacebar when you finish reading it.

The boy drunk the coke.

F7 Spacebar NN

Finally, a yes/no question appears on the screen.

Did the boy drink the coke?

F7 Soacenar NN

If your answewer to the question is yes, press J. If not,
press F.

You will repeat this procedure 96 times.

Figure 4: Instruction for the experiment.
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L/A 2 4 8 12
Memory load Low Med. High Low Med. High Low Med. High Low Med. High
2 500 500 500 500 503 502 509 506 502 49.1 505 498
4 489 50.1 505 470 504 504 547 519 529 | 694 648 63.6
6 498 505 497 480 492 502 590 580 56.6 627 618 614
8 496 500 507 536 517 518 661 648 613 692 663 648
10 503 51.8 499 625 577 543 663 656 646 685 646 629
12 499 505 500 551 514 513 693 681 677 Q4N 683 65.1
Avg. 498 504 501 527 518 514 611 598 589 655 627 613

Table 5: Accuracy for all models on GELP based on the three degrees of memory load.
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