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Abstract

We introduce NoteChat, a novel cooperative001
multi-agent framework leveraging Large Lan-002
guage Models (LLMs) to generate patient-003
physician dialogues. NoteChat embodies the004
principle that an ensemble of role-specific005
LLMs, through structured role-play and strate-006
gic prompting, can perform their assigned007
roles more effectively. The synergy among008
these role-playing LLMs results in a cohe-009
sive and efficient dialogue generation. Eval-010
uation on MTS-dialogue (Abacha et al., 2023;011
Ben Abacha et al., 2023), a benchmark012
dataset for patient-physician dialogues-note013
pairs, shows that models trained with the aug-014
mented synthetic patient-physician dialogues015
by NoteChat 1 outperforms other state-of-the-016
art models for generating clinical notes. Our017
comprehensive automatic and human evalua-018
tion demonstrates that NoteChat substantially019
surpasses state-of-the-art models like ChatGPT020
and GPT-4 up to 22.78% by domain experts in021
generating superior synthetic patient-physician022
dialogues based on clinical notes. NoteChat023
has the potential to engage patients directly and024
help clinical documentation, a leading cause of025
physician burnout (Budd, 2023).026

1 Introduction027

Clinical dialogue is an essential part of clinical028

workflow. Clinical documentation is a two-step pro-029

cess. It first engages patients through conversation030

to collect patient-specific information such as de-031

mographic information, family history of diseases,032

and signs and symptoms and then generates elec-033

tronic health records (EHRs) from the dialogues.034

Currently clinical documentation is mainly done035

by physicians at both steps, a labor intensive pro-036

cess that contributes to physician burnout, defined037

as a state of emotional, physical, and mental ex-038

1Our synthetic patient-physician dialogue data is in sup-
plementary material and will be publicly available together
with all codes and prompts upon acceptance.

haustion caused by prolonged stress in the work- 039

place (Ortega et al., 2023; Budd, 2023). In this 040

paper, we introduce NoteChat, a novel cooperative 041

multi-agent framework leveraging Large Language 042

Models (LLMs) to generate patient-physician con- 043

versations conditioned on clinical notes. NoteChat 044

has the potential to help clinical documentation at 045

both steps. 046

Ours-PMC ChatDoctor DoctorGLM Ours-MTS MTS-Dialog

#dial. 30k 112k 3.4M 20 87
#utt. 633k 224k 11.2M 1.25k 4.79k
Chat ✓ ✗ ✗ ✓ ✓

Note ✓ ✗ ✗ ✓ ✓

Syn. AI ✗ ✗ AI Human

Lang EN EN CN EN EN

# of utterances in a dialogue
Avg 21.1 2 3.3 62.5 55.1
Max 61 2 198 112 131
Min 3 2 2 22 7

Table 1: Statistics of our NoteChat dataset and related
publicly available resources: PMC-based and MTS-
based datasets (OursP and OursM, respectively) and
muti-round question answering (Chat). We use "Note"
to determine whether we can generate a full clinical
note from the data. We use "Syn" to determine whether
the data is generated (by annotators or AI).

NoteChat leverages LLMs, powerful artificial 047

intelligence (AI) systems extensively trained on 048

a large amount of textual data which represent a 049

significant breakthrough in AI (Brown et al., 2020; 050

Longpre et al., 2023). The GPT series by Ope- 051

nAI (OpenAI, 2023) have demonstrated impres- 052

sive outcomes and hold significant potential in rev- 053

olutionizing a broad range of sectors, including 054

marketing, education, and customer service. How- 055

ever, recent work (Ben Abacha et al., 2023) found 056

ChatGPT does not perform well enough in gener- 057

ating either patient-physician encounter conversa- 058

tion or its corresponding EHR notes. The explo- 059

ration of open-source LLMs (e.g., LLaMA2) (Tou- 060

vron et al., 2023; Taori et al., 2023; Chiang et al., 061

2023) in the medical field remains relatively un- 062

tapped (Gilson et al., 2023), despite their immense 063

potential for transforming healthcare communica- 064
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Clinical Note
A 74-year old, right-handed female 
presented with anxiety and depressive 
symptoms to the psychiatric ED at the 
University Hospital of Geneva (HUG, 
Switzerland) in 2012, after SA by 
abuse of acetaminophen.
...
She had suffered a circumscribed 
ischemic stroke two years earlier, 
which had left her with incomplete 
Broca’s aphasia and dysprosody. By 
“incomplete” we mean two things 
here: (i) the fact that the severity of 
the speech impairment fluctuated over 
time, leaving the patient with better 
abilities on some days and worse on 
others, and (ii) the fact that the patient 
always retained some capability to 
express very simple words and 
phrases. 
...
After hospitalization in a psychiatric 
unit, a cerebral MRI was performed, 
revealing a diffuse white matter 
high-signal hyperintensity in the left 
posteroinferior portion of the frontal 
lobe, just anterior to motor cortex.

Doctor: Hello, how can I help you today?

Patient: Hi, I've been feeling a lot of anxiety and 
depressive symptoms lately.
…
Doctor: And that stroke left you with dysprosody. Can 
you tell me more about how that affects your speech?

Patient: Well, some days I can speak better, and other 
days it's worse. But I can always say a few simple 
words and phrases.
…
Doctor: After you were hospitalized in the psychiatric 
unit, a cerebral MRI was performed. The results 
showed a diffuse white matter high-signal 
hyperintensity in the left posteroinferior portion of your 
frontal lobe, just anterior to the motor cortex. Are you 
familiar with these findings?

Patient: I remember the doctors mentioning something 
like that, but I don't fully understand what it means.

Doctor: The MRI findings suggest that there may be 
some damage to the area of your brain that controls 
your speech and language abilities. This could be 
related to your speech impairment and your anxiety 
and depressive symptoms.

Synthetic Conversation

Figure 1: An illustration of NoteChat. Apricot indicates that our pipeline can generate smooth patient-physician
conversations. Blue shows the characteristics of information seeking, where physicians can actively ask questions
to advance the conversation, thanks to 2⃝ Roleplay module. In addition, compared with the corresponding note
content, the generated utterances are more colloquial, but the key medical concepts are highly overlapped, which
reflects NoteChat’s control over factuality (mainly from 1⃝ Planning module). Lavender means that NoteChat can
generate reasonable explanations for patients, and a lot of information in the chat is reasonable imagination instead
of hallucination. The two modules of 2⃝ Roleplay and 3⃝ Polish can stimulate the imaginative potential of LLMs
and reduce unreasonable hallucination through self-examination.

tion and decision-making (Abacha and Zweigen-065

baum, 2015). We suspect that one main reason is066

the lack of high-quality medical datasets that meet067

various needs.068

Although efforts have been made to create bench-069

mark datasets, the datasets relevant to clinical doc-070

umentation are small scale (Abacha et al., 2023;071

Ben Abacha et al., 2023; Yim et al., 2023). Yunxi-072

ang et al. (2023) collected 100k real-world patient-073

physician conversations from online medical con-074

sultation websites as ChatDoctor dataset. Xiong075

et al. (2023) converted the ChatDoctor data into076

Chinese and additionally added relevant Chinese di-077

alogue (Zeng et al., 2020) and question-answering.078

However, none of the aforementioned datasets in-079

clude dialogue-note pairs. Moreover, as indicated080

in Table 1, the maximum average number of utter-081

ances in the existing datasets (Zeng et al., 2020)082

is 3.3, which is a typical representation of online083

medical consultation websites but markedly less084

than face-to-face communication between patient085

and physician encounters (Drew et al., 2001).086

The primary challenge of creating benchmark087

datasets in the clinical domain is HIPAA regulation088

(Rindfleisch, 1997; Annas, 2003). This impediment089

prevents the use of state-of-the-art LLMs, such090

as GPTs, on real patient data. NoteChat circum-091

vents it by generating high-quality synthetic patient-092

physician conversations conditioned on clinical093

notes. This synthetic dialogue data can then be 094

used to help train downstream tasks such as clinical 095

note generation conditioned on patient-physician 096

dialogues. Therefore, NoteChat helps both steps 097

of clinical documentation, this is in contrast to the 098

existing models, which mainly focused on clinical 099

dialogue generation only (Yunxiang et al., 2023; 100

Zeng et al., 2020). 101

In this study, we introduce NoteChat, which is 102

built upon a novel cooperative multi-agent frame- 103

work to generate synthetic patient-physician con- 104

versations conditioned on clinical documents (e.g., 105

HIPAA-compliant clinical notes 2 and case re- 106

ports 3). NoteChat comprises three modules: Plan- 107

ning, Roleplay, and Polish. The planning module is 108

responsible for knowledge organization, aiming to 109

decrease hallucination and enhance the consistency 110

of medical logic. The Roleplay module includes 111

two ChatGPT agents 4 take on the roles of physi- 112

cian and patient, respectively. This setup facilitates 113

the generation of interactive dialogues in a looped 114

format. The Polish module is then utilized to re- 115

fine these dialogues, ensuring they are more closely 116

aligned with the expectations and preferences of 117

medical professionals, following the feedback and 118

suggestions obtained from physicians and medical 119

2https://github.com/abachaa/MTS-Dialog
3https://github.com/zhao-zy15/PMC-Patients
4We use OpenAI’s GPT-3.5 model gpt-3.5-turbo-0613.
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students. Extensive automatic and human evalua-120

tions demonstrate the efficacy of our cooperative121

multi-agent framework and show that NoteChat122

holds great promise for promoting high-quality syn-123

thetic patient-physician conversations.124

In summary, our contributions are as follows:125
• We created a novel multiple roleplay LLMs co-126

operating framework and successfully deployed127

the framework for the task of generating patient-128

physician conversations conditioning on clinical129

notes. Although synthetic data generation is an130

active field in the clinical domain especially to131

overcome privacy concerns (Pereira et al., 2022;132

Shafquat et al., 2022; Mishra et al., 2023), to133

our knowledge, this is the first work to present134

an instance of multiple LLMs cooperating (Li135

et al., 2023a) to complete a patient-physician136

conversation conditioned on clinical notes.137

• We evaluated the quality of the synthetic patient-138

physician conversations generated by NoteChat139

with the state-of-the-art OpenAI’s ChatGPT140

and GPT-4 using extensive intrinsic and ex-141

trinsic evaluation methods. Through compre-142

hensive human evaluations, we demonstrate143

that NoteChat holds promise to generate high-144

quality synthetic patient-physician dialogues.145

• In this study, we released the first large and high-146

quality synthetic dialogue data conditioned on147

167k case reports that can be used to train both148

dialogue systems and EHR note-generation sys-149

tems using dialogues.150

2 Methods151

2.1 Data Resource and Preprocessing152

PMC-Patients is a comprehensive dataset com-153

prising 167K patient case reports and relations154

extracted from a diverse range of case reports155

available in the PubMed Central (PMC) reposi-156

tory (Zhao et al., 2023). PMC-Patient dataset en-157

compasses a vast array of case reports, many of158

which pertain to rare conditions. To maintain the159

quality of the generated dialogue in our study, we160

instruct ChatGPT to exclude exceptionally rare161

cases. Furthermore, we also instruct ChatGPT to162

omit case reports related to animal diseases, as they163

typically bear less relevance to our objective of164

focusing on human clinical dialogues.165

MTS-Dialog is a new collection (Abacha et al.,166

2023; Ben Abacha et al., 2023) of 1.7k short167

patient-physician conversations and corresponding168

summaries with section headers and contents fol- 169

lowing SOAP format (Podder et al., 2021) to foster 170

advancements in the field of automatic clinical note 171

generation from patient-physician conversations. 172

This 1.7k short version dataset has a correspond- 173

ing long version (Yim et al., 2023) of 87 complete 174

dialogues and clinical notes, all of which we use 175

for our evaluation. However, due to the API’s strin- 176

gent maximum token restriction, incorporating the 177

complete dialogue into a single prompt proved im- 178

practicable. Consequently, we implemented a strat- 179

egy that involved segmenting a clinical note into 180

several sections according to the traditional SOAP 181

format 5. We used each section header to construct 182

a distinct prompt with the corresponding content 183

in the note, thereby aiding the model in generating 184

individual chats for every section. We added a cor- 185

responding postprocessing step for MTS-Dialog 186

with the Combine Prompt in Appendix Table 14, 187

where we concatenated all the small chats from 188

different sections to create a complete dialogue. 189

2.2 NoteChat: Generating patient-physician 190

dialogues from notes in the GPT Era 191

To ensure that our synthetic datasets closely resem- 192

ble authentic dialogues, we first use the prompts 193

in Appendix A.2 to guide the roleplay of Chat- 194

GPT and GPT4 in generating high-quality data 195

as our baselines. In this section, we introduce 196

our NoteChat Framework for this task. All our 197

NoteChat experiments in this paper are based on 198

ChatGPT API (gpt-3.5-turbo), but NoteChat can be 199

used in any model that can handle the instructions. 200

2.2.1 Main dialogue generation loop 201

Planning module Typically, a physician’s diag- 202

nostic process adheres to a logical sequence, which 203

may be outlined as follows (First et al., 2013; John- 204

son, 2003; Tsichlis et al., 2021): 1) Eliciting symp- 205

toms, such as chest pain, 2) Inquiring about the 206

duration of these symptoms, 3) Obtaining medical 207

history, including personal and familial records, 4) 208

Conducting diagnostic tests, 5) Reaching a conclu- 209

sion and prescribing appropriate medication. Thus, 210

an effective dialogue dataset should accurately re- 211

flect the logical sequence of real-world interactions 212

between physicians and patients. Therefore, before 213

generating dialogues, it is crucial to ensure that 214

the model follows such logic. However, we found 215

models often tend to overlook crucial information, 216

5SOAP structure details can be found in the Appendix A.1.
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create hallucination information, or messily skip217

content that should logically be in the first half of218

the dialogue and go to generating first with con-219

tent that should logically appear later. This is of-220

ten caused by the LLMs lacking sufficient medical221

knowledge (Dave et al., 2023) or low-level plan-222

ning abilities (Valmeekam et al., 2023).223

To circumvent these issues, we first extract clini-224

cal domain-specific keywords using CUI (Clinical225

Uniform Identifier) from MedSpaCy (Eyre et al.,226

2021) with QuickUMLS (Soldaini, 2016) and re-227

quire the LLM to build dialogues around these key-228

words exclusively, where we design the prompt in229

Appendix Table 11 with the list of keywords to help230

the LLM generates the dialogue draft. With this,231

we inject external clinical knowledge resources for232

semantic grounding to reduce hallucination. The233

Planning module is responsible only for high-level234

planning, which pertains to the general distribu-235

tion of different pieces of information within the236

dialogue. However, the control of each specific237

utterance at a low level is delegated to the Roleplay238

module (2.2.1). Therefore, the output of the Plan-239

ning module is not this draft, but a checklist. Each240

CUI in the checklist is extracted in sequence from241

the generated draft. Then, the Planning module will242

accompany the entire Roleplay module. That is,243

every time the Roleplay module completes a new244

round of dialogue generation, the planning module245

will count the newly added CUIs in the dialogue246

and remove them from the checklist. Therefore,247

the Planning module not only assumes the respon-248

sibility for the correct correlation of the facts but249

also helps the entire conversation narrow in a more250

definite direction until the end.251

Roleplay module The dialogue draft we gener-252

ated in the Planning module is not high-quality dia-253

logue data. Previous work (Yunxiang et al., 2023)254

shows that dialogues generated by a single LLM255

often have issues in language diversity and role ho-256

mogeneity. These are manifestations of the short-257

comings of LLMs in handling low-level planning258

for each utterance in an entire dialogue. There-259

fore, in order to generate better quality dialogues,260

we use the checklist in the Planning module to261

generate multiple rounds of dialogues using two262

LLMs to play the roles of patients and physicians,263

respectively. This strategy enables us to use distinct264

prompts based on different requirements of the cor-265

responding role so that the physician’s responses266

appear more professional and the patient’s dialogue267

NoteChat ChatGPT GPT4

total #dial. 10k 10k 10k
avg # in a dialogue

utterance 25.4 20.5 17.4
word 534 352 390
medical. 59.70 44.5 51.2

avg # of words in an utterance
physician 30.2 25.1 33.6
patient 12.0 11.7 9.4

avg medical term density %
physician 15.3 15.0 16.9
patient 11.2 13.4 13.0

Table 2: Statistics of three synthetic patient-physician
dialogue datasets conditioned on PMC-Patient notes 6.
In the table, we bifurcated the dialogue into two con-
stituent segments: one representing the physician and
the other the patient, for which we separately computed
their corresponding scores. We computed the average
count of words in both the physician and patient ut-
terances across each dialogue in the triad of datasets.
Additionally, we derived a metric, indicated as medical
term density, which signifies the proportion of the count
of Clinical Uniform Identifier (CUI) codes encapsulated
within each utterance of physician and patient to the
overall count of words.

sounds more normal. Furthermore, we can control 268

the direction of each dialogue round by modify- 269

ing the prompts. More specifically, we determine 270

the keywords covered in each round based on the 271

current checklist, allowing two roleplay LLMs to 272

advance the dialogue further and maximize the cov- 273

erage of the keywords. We then let the Planning 274

module update the checklist. Subsequently, we let 275

the patient-LLM respond to the physician in as col- 276

loquial a manner as possible, ensuring the patient’s 277

utterance lay language style. All prompts can be 278

found in Table 12. 279

Polish module Although the two modules of 280

Planning and Roleplay bring NoteChat more 281

fine-grained control over LLM, restoring patient- 282

physician dialogue from clinical notes requires 283

LLM to balance several challenging requirements, 284

including the planning of key information in the 285

clinical note, reasonable information not occurring 286

in the note but would appear in the dialogues, the 287

language style characteristics of different roles, and 288

the authenticity after combining everything into 289

one complete dialogue. In the previous Planning 290

and Roleplay modules, LLMs will promote new di- 291

alogues based on historical dialogues. Inspired by 292

recent work of rethinking and reranking (Gabriel 293

et al., 2021; Cobbe et al., 2021; Ravaut et al., 2022; 294

Jiang et al., 2022; Shinn et al., 2023), we added 295

the Polish module to give LLM another chance for 296
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self-reflection and correction post-Roleplay mod-297

ule. To do this, we invited human experts who298

summarized the rules based on the preliminary re-299

sults of NoteChat to help our synthetic data align300

with experts’ preferences, and they came up with301

10 special rules: 1) Make the conversation as collo-302

quial as possible, 2) Increase the number of rounds303

of interaction, 3) Professional terms and vocab-304

ulary should come from the physicians, and pa-305

tients should be more colloquial, 4) Basic symp-306

toms and medical history should come from the307

patient, not the physician, 5) The patients’ self-308

reported signs and symptoms should be around the309

inputs, 6) Physician inquiries should be logical, 7)310

If there are multiple consultation records, you can311

split a conversation into multiple ones and then link312

them with transfer words (e.g., a few days later),313

8) Range of rounds of interaction, 9) Must contain314

the given keywords, 10) Do not generate duplicate315

information. Specifically, we added these require-316

ments to the Polish Prompt in Appendix Table 13317

and asked the LLM to polish the existing dialogue318

accordingly. We found that multiple iterations of319

the Polish step can improve the quality of the final320

synthetic dialogue 7.321

3 Automatic Evaluation322

MTS-Dialog provides the human-annotated ground323

truth conversation data for every clinical note, but324

the PMC-Patient dataset only has case reports. So,325

we use intrinsic evaluation for MTS-Dialog syn-326

thetic data but extrinsic and human evaluation for327

PMC-Patient synthetic data.328

3.1 Intrinsic Evaluation329

We measure this task of note-to-conversation from330

four aspects of the MTS-Dialog dataset.331

Similarity We use ROUGE-F1 scores (Lin, 2004)332

to measure the similarity of the generated conver-333

sation and the references.334

Factuality We follow recent work (Adams et al.,335

2023; Ramprasad et al., 2023) using medical con-336

cepts to evaluate factuality and make some im-337

provements. Specifically, we use QuickUMLS338

(Soldaini, 2016) to extract medical concepts from339

model-generated dialogues and ground truth di-340

alogues to get two corresponding concept lists.341

Then, we calculate the overlap of medical concept342

lists between two documents, offering insight into343

7After balancing the time, cost, and final performance, we
set the number of iterations to 2 in our experiments

the model’s grasp of medical knowledge and termi- 344

nology. In Table 3, we report the Concept-P/R/F1 345

as the Factuality metric. 346

Extractiveness We calculate the ROUGE-F1 of src- 347

>hypo (clinical note to model-generated dialogue) 348

as our extractiveness metrics to demonstrate how 349

much information in dialogue is extracted from 350

the clinical note. For AI, a shortcut to improve 351

Factuality is to improve Extractiveness. However, 352

recent work shows increasing the factuality by this 353

way might not be ideal in many scenarios (Ladhak 354

et al., 2022; Goyal et al., 2022). 355

Diversity We use Self-BLEU (SBLEU) (Zhu et al., 356

2018) to evaluate the diversity of the generated 357

conversation for the patient utterances, physician 358

utterances, and overall. 359

3.2 Extrinsic Evaluation 360

Medical Chat Assistant: We used the PMC- 361

Patient synthetic dialogues generated by ChatGPT, 362

GPT4, and NoteChat to fine-tune the LLaMA2- 363

7B 8, where we only used physician utterances as 364

the training labels. Then, we evaluated these fine- 365

tuned LLaMA2 chatbots on the ground truth dia- 366

logues from MTS-Dialog. For evaluation, recent 367

work shows a higher human evaluation correlation 368

for GPT-4 eval than traditional metrics (Liu et al., 369

2023b; Gao et al., 2023; Fu et al., 2023; Zheng 370

et al., 2023), so we also used the GPT4 preference 371

as measurements to evaluate chatbots’ response 372

quality. Specifically, we instruct GPT4 to give pref- 373

erence ranking 9 based on the conversation history 374

and the real response. We follow Yao et al. (2023) 375

to report the Mean Reciprocal Rank (MRR) (Radev 376

et al., 2002) of each model’s final ranking in Fig- 377

ure 2. Generally, a higher MRR implies that evalu- 378

ators have a better alignment with the evaluators’ 379

preferences. 380

Conversation2Note and Note2Conversation: We 381

also used the NoteChat dataset as data augmen- 382

tation for two MTS-dialog tasks. We used the 383

same evaluation metrics (ROUGE) following Ben 384

Abacha et al. (2023). 385

3.3 Automatic Evaluation Results 386

The intrinsic evaluation results, as illustrated 387

in Table 3, show that the overall similarity of 388

the conversations generated by NoteChat and Hu- 389

man (MTS-dialog ground truth) is higher than that 390

8https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
9Prompts can be found in Appendix 8.

10All experiments are done under the zero-shot setting.
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Similarity ROUGE1 ROUGE2 ROUGELsum
ChatGPT 48.56 16.74 46.36

GPT4 53.29 20.20 50.81
NoteChat 56.48 19.74 53.41
Factulity Concept-P Concept-R Concept-F1
ChatGPT 67.54 35.75 46.23

GPT4 71.46 45.69 55.17
NoteChat 48.23 51.23 49.68

Extractiveness src->hypo R1 src->hypo R2 src->hypo R-L
ChatGPT 43.73 19.72 40.54

GPT4 52.70 25.70 49.63
NoteChat 37.24 20.83 36.04
Human 35.29 14.38 32.89

Diversity all-sbleu ↓ physician-sbleu ↓ patient-sbleu ↓
ChatGPT 0.017 0.006 0.017

GPT4 0.019 0.009 0.019
NoteChat 0.014 0.007 0.014

Table 3: Intrinsic eval results on MTS-dialog 10.

Figure 2: Extrinsic eval results for Medical Chatbot task.
LLaMA2-7B is fine-tuned on different PMC-Patient
synthetic conversations, and then we use MTS-dialog as
the evaluation dataset. NoteChat has the highest score,
indicating the most preferred by GPT4.

Model ROUGE-1 ROUGE-2 ROUGE-L ROUGE-L

Note2Conversation
LLaMA2 (No Train) 24.60 9.26 16.19 22.92
LLaMA2 (Notechat only) 36.70 22.02 29.70 35.21
LLaMA2 (MTS only) 31.09 12.80 24.30 30.05
LLaMA2 (MTS+Notechat) 42.54 19.17 38.67 38.70

Conversation2Note
LLaMA2 (No Train) 22.14 7.65 15.85 16.38
LLaMA2 (Notechat only) 23.82 9.08 17.37 17.48
LLaMA2 (MTS only) 38.35 18.99 33.87 33.94
LLaMA2 (MTS+Notechat) 43.84 24.34 41.05 41.06

Table 4: Performance for LLaMA2 fine-tuned
on different dataset with Conversation2Note and
Note2Conversation extrinsic evaluation tasks.

of GPT4 and ChatGPT baselines. GPT4 outper-391

formed NoteChat and ChatGPT in both factuality392

and extractiveness metrics. NoteChat outperformed393

ChatGPT in factuality but had a lower and closer394

to human extractiveness score. In Section 4.4, we395

will discuss the impact of the different factuality396

and extractiveness scores of the three methods on397

human expert preferences on our task. Finally, we398

found that the diversity of NoteChat, especially399

for patient utterances, is significantly better than400

the baselines. The extrinsic evaluation Medical401

Chat Assistant results are illustrated in Figure 2.402

In this experiment, LLaMA2-7B is first fine-tuned403

on different PMC-Patient synthetic conversations.404

Then we use MTS-dialog as the evaluation dataset.405

NoteChat-based LLaMA2 has the highest score,406

indicating the most preferred by GPT4 when gen-407

erating real physician utterances. It is worth not-408

ing that this evaluation is also a kind of transfer409

learning because the model is only trained on dif- 410

ferent versions of PMC-Patient synthetic dialogue 411

(NoteChat, ChatGPT, GPT4) and then tested its 412

zero-shot performance on human-labeled dialogue 413

in MTS-dialog. The extrinsic evaluation Con- 414

versation2Note and Note2Conversation results 415

are illustrated in Table 4. We found that train- 416

ing on NoteChat-only can observe significant im- 417

provements in MTS-dialogue test results. The 418

best results can be obtained if NoteChat is used 419

as data augmentation of the original MTS-dialogue 420

training data. Therefore, the results of this ex- 421

trinsic evaluation show that the models trained on 422

the NoteChat dataset are generalizable to the real 423

human-annotated dataset. 424

4 Human Evaluation 425

To assess the quality of synthetic conversations 426

generated by different methods (ChatGPT, GPT-4, 427

NoteChat), we conducted a human evaluation using 428

crowd-sourcing and domain experts. 429

4.1 Human Evaluation Settings 430

The goal of expert evaluation is to have human 431

domain experts evaluate whether these machine- 432

generated conversations are comparable to real 433

patient-physician encounter conversations from a 434

professional perspective (e.g. medical common- 435

sense, knowledge, logic). To do so, we recruited 436

5 medical practitioners11, and their tasks are to 437

read clinical notes and provide qualitative feedback 438

on whether the machine-generated dialogues can 439

be defined as high-quality patient-physician inter- 440

actions in terms of factual accuracy and logical 441

coherence; if not, how should they be improved? 442

The goal of crowd evaluation is to allow the 443

general public to provide ratings for different syn- 444

thetic conversations based on their lived experi- 445

ence. Since the crowds do not have professional 446

medical knowledge, participants will first read the 447

clinical notes and medical expert annotated conver- 448

sations as references for high-quality data and then 449

rank different machine-generated conversations for 450

quantitative measurement of their preference. We 451

recruited 10 human evaluators to participate in our 452

crowd evaluation. 12 453

11Four licensed physicians and one medical student with
hospital internship experience. These experts were not in-
volved in the research, only the human evaluation.

12All the evaluators have bachelor’s degrees but do not have
any medical education background.
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4.2 Human Evaluation Measurements454

We mainly use human preference as measurements455

to evaluate synthetic conversation quality. Specif-456

ically, the participants are provided with the fol-457

lowing instructions “The following three conver-458

sations are generated by AI based on this clinical459

note. Please rank them according to the quality460

you think, from high to low.”. We collect the prefer-461

ence ranking from experts, crowds, and GPT4. We462

report the Mean Reciprocal Rank (MRR) of each463

model’s final ranking in Figure 3.464

4.3 Human Evaluation Outcome465

All the preference feedback from experts, crowds,466

and AI are shown in Figure 3. In the most crucial467

results concerning expert preferences, NoteChat’s468

MRR score significantly outperforms that of GPT4,469

indicating that from an expert’s perspective, the470

quality of dialogue data from NoteChat is higher.471

In terms of preferences among the crowds and AI,472

NoteChat also clearly surpasses GPT4, demonstrat-473

ing consistency with expert preferences. Finally,474

in all three human evaluations, both NoteChat and475

GPT4 perform better than ChatGPT.476

Figure 3: Human&AI preference for 50 samples.

4.4 Heuristic Evaluation with Experts477

We interviewed 5 medical practitioners:478

Q1) What are the shortcomings of AI syn-479

thetic conversation compared with real-world480

patient-physician encounter conversation? Ex-481

perts think that synthetic conversations cover too482

much information from the clinical note compared483

to real-world conversations, because some factual484

information is not provided to note through conver-485

sation (such as lab test results). For example, in486

Table 5 Example 1, the detailed dosage information487

will be not in the conversation. In Example 2, the488

patient acts too professionally. In the answer, a lot489

of medical knowledge that physicians will know is490

described by the patient.491

Q2) What is the difference between Chat-492

GPT, GPT4, and NoteChat synthetic conversa-493

tions? All medical practitioners believe that GPT4494

and NoteChat lead ChatGPT in terms of factual- 495

ity. Since our NoteChat is based upon ChatGPT, 496

this human observation shows that our modules 497

successfully inject medical concept knowledge to 498

improve the factuality level from ChatGPT to the 499

level of GPT4. So, as shown in Figure 3, ChatGPT 500

is ranked last in all cases. 501

Regarding the comparison between NoteChat 502

and GPT4, medical practitioners actually believe 503

that the data quality of NoteChat-synthetic conver- 504

sations is generally better than the GPT4 synthetic 505

dataset, which aligns with their expert preference 506

in Figure 3. We further conducted a heuristic eval- 507

uation to explore the reason here as well as the 508

deficiency of NoteChat and GPT4 synthetic con- 509

versations and potential improvement. We further 510

conducted a heuristic evaluation to explore the rea- 511

son here as well as the deficiency of NoteChat 512

and GPT4 synthetic conversations and potential 513

improvement. First of all, GPT4 prefers to copy 514

the information directly in the note to meet the 515

requirements of factuality, but this will make the 516

conversation unreal. In Table 5 Example 2, the 517

information is highly summarized and put together 518

on the note, but it is unnatural for the same content 519

to appear directly in the dialogue. Compared with 520

the utterance generated by GPT4, a better way is to 521

use multiple conversation rounds to obtain informa- 522

tion one by one. This is a problem common to all 523

AIs in this paper, but GPT4’s problem is most ob- 524

vious. Second, in reality, physicians are expected 525

to not only answer questions but also advance the 526

discussion by asking professional questions. We 527

observe that the physician in NoteChat is more 528

likely to advance the conversation compared to the 529

physician in GPT4 due to our Roleplay module. 530

To better control language models, it’s impor- 531

tant to specify which information is spoken by the 532

physician and which by the patient. In the Table 5 533

Example 3, GPT-4 let the patient speculate about 534

their symptoms and dismiss physical activities as a 535

cause. Using a specific prompt, the NoteChat Role- 536

play module was adjusted to ensure both the physi- 537

cian and patient roles are accurately portrayed and 538

cooperate logically. Finally, The dialogue should 539

start like a real conversation, with the patient shar- 540

ing symptoms and medical history. Usually, doc- 541

tors don’t know a patient’s history, so patients need 542

to express or be asked about their symptoms and 543

history. This approach sets the direction for tests 544

and treatment plans. In GPT-4 generated dialogues, 545

7
15189



this format should be followed, but often, the physi-546

cian character incorrectly presents this information547

first, which is not typical in real clinical settings548

(Example 5 of Table 5).549

1 Some information in the note does not come from the conversation, so it is not necessary
to mention it in the dialogue, such as dosage information.
Her medications were tab. vildagliptin/metformin (50/1000) (mg) BID, tab. amlodip-
ine/valsartan (5/160) (mg) once daily, and tab. levothyroxine 75 mcg once daily ...
(GPT4) Patient: I take vildagliptin/metformin 50/1000 mg twice a day, amlodipine/valsartan
5/160 mg once daily, and levothyroxine 75 mcg once daily.
(NoteChat) Patient: I have arterial hypertension, diabetes, and hypothyroidism. I take
vildagliptin/metformin, amlodipine/valsartan, and levothyroxine.

2 Patients sometimes act too professionally.
Two months postoperatively, the patient came to our institution and underwent MRI for
reevaluation of the cervical spine in three different positions: neutral, flexion, and extension.
While neutral MRI did not show any significant stenosis, flexion and extension MRIs ...
(GPT4) Patient: The MRI was done in three different positions: neutral, flexion, and
extension. The neutral position didn’t show any significant stenosis, but the flexion and
extension MRIs showed cervical compression due to spondylosis...
(NoteChat) physician: Thank you. Let me review your medical history records. (physician
reviews the medical history records) Based on your medical history records, it seems that
the previous surgery did not completely resolve your symptoms. We will need to perform
a reevaluation of your cervical spine to determine the cause of your symptoms.. Patient:
Okay, I understand.

3 Highly generalized sentences in notes tend to contain a lot of important information,
but in dialogues, they are usually collected by multiple rounds.
Her diagnosis at admission included a gallstone, acute attack of chronic cholecystitis, biliary
pancreatitis, septic shock, and multiple organ dysfunction syndrome ...
(GPT4) physician: So, I see from your chart that you were admitted with a gallstone,
acute attack of chronic cholecystitis, biliary pancreatitis, septic shock, and multiple organ
dysfunction syndrome. Can you tell me more about your symptoms? Patient: Well, I had
severe abdominal pain and vomiting.
(NoteChat) physician: Great, I appreciate your cooperation. Now, could you please provide
me with your medical history records? Patient: Sure, here they are. physician: Thank you.
Based on your medical history records, it seems that you were admitted with a diagnosis of
a gallstone, an acute attack of chronic cholecystitis, biliary pancreatitis...

4 The logic of the different roles in the dialogue. It is necessary to distinguish which
information will be advanced by the physician and which information will be provided
by the patient.
A 66-year-old woman presented at the emergency department of our hospital complaining
of sudden onset dizziness and fatigue over the past thirty minutes. Before her arrival, she
was at home relaxing and not engaged in any physical activity ...
(GPT4) Patient: Hi, physician. About thirty minutes ago, I suddenly started feeling dizzy
and fatigued while I was at home relaxing. I wasn’t even engaged in any physical activity.
physician: I see. Can you please tell me about your past medical history?
(NoteChat) physician: I see. Can you tell me more about your symptoms? Were you
relaxing or engaged in any physical activity before the symptoms occurred? Patient: I was
just at home relaxing before the symptoms started.

5 NoteChat handles the beginning of the conversation more naturally. So experts prefer
NoteChat when other aspects of quality are similar.
A 71-year-old man with a history of atrial fibrillation, acute appendicitis, and early
esophageal cancer treated with endoscopic submucosal dissection underwent distal pancre-
atectomy ...
(GPT4) physician: Hello, I see from your history that you have atrial fibrillation, acute
appendicitis, and early esophageal cancer. You were treated with endoscopic submucosal
dissection for esophageal cancer, correct? Patient: Yes, that’s right.
(NoteChat) Patient: physician, hello. I have an irregular posterior wall and a submucosal
tumor in the anterior wall of my gastric antrum. physician: Can you give me your medical
records? Patient: Here you go.

Table 5: Expert evaluation case study 13.

5 Related Work550

Clinical note and conversations generation: A551

task closely related to our work, but with an in-552

verse direction, is the automatic generation of clini-553

cal notes from patient-physician conversations (Kr-554

ishna et al., 2020; Song et al., 2020; Yim and555

Yetisgen-Yildiz, 2021; Su et al., 2022; Yao et al.,556

2023). Recently, the MEDIQA-Chat 2023 14 in-557

troduced tasks in both directions (Dialogue2Note558

Summarization and Note2Dialogue Generation).559

However, their dataset is either private or lim-560

ited to less than 2k examples. One of the main561

themes of recent data-centric AI is the synthetic562

data to overcome privacy concerns (Pereira et al.,563

2022; Shafquat et al., 2022; Mishra et al., 2023).564

13Due to the obvious gap in factuality of ChatGPT, our
cases focus on the difference between NoteChat and GPT4.

14https://sites.google.com/view/mediqa2023

To the best of our knowledge, we are the first to 565

introduce a large-scale publicly available patient- 566

physician conversation dataset in English, each ac- 567

companied by corresponding medical documents, 568

with an average number of utterances exceeding 569

20 rounds. In addition, our extrinsic eval shows 570

that the NoteChat can be used as auxiliary data 571

for Conversation2Note or Note2Conversation tasks 572

and can also be used as a synthetic medical dia- 573

logue dataset alone to engage patients directly and 574

help clinical documentation (Zhang et al., 2023; Li 575

et al., 2023b; Wang et al., 2023; Liu et al., 2023a; 576

Xiong et al., 2023; Zeng et al., 2020). 577

Multiple LLMs cooperation: Our work builds 578

upon the recent advances in deploying two LLMs 579

as cooperative agents (Panait and Luke, 2005) for 580

multi-round conversation generation. In particular, 581

NoteChat is inspired by CAMEL (Li et al., 2023a), 582

which assigns roles to two LLMs (e.g. student and 583

teacher) in order to facilitate conversation between 584

the two agents for a particular task (e.g. teach- 585

ing). Similar to CAMEL’s findings, we found that 586

roleplay by itself may hallucinate or generate fake 587

replies that repeat most of the previous utterances. 588

To solve this issue, we proposed a novel Planning 589

module to ground agents to certain keywords. Cho 590

et al. (2023) also addresses the challenges of us- 591

ing LLM to craft a dialogue dataset with speci- 592

fied personas. They emphasize the importance of 593

grounding and context in conversation generation. 594

Similarly, NoteChat relies on structured clinical 595

notes segmented using the SOAP format to provide 596

context for our dialogue synthesis to diagnose a 597

patient. However, their work is limited to gener- 598

ating open-domain dialogue, while we focus on 599

task-oriented dialogue. 600

6 Conclusion 601

In this study, we present NoteChat, a cooperative 602

multi-agent framework leveraging LLMs for gen- 603

erating synthetic patient-physician conversations 604

conditioned on clinical notes. NoteChat consists of 605

Planning, Roleplay, and Polish modules. Extensive 606

evaluations demonstrate that NoteChat facilitates 607

high-quality synthetic patient-physician conversa- 608

tions, underscoring the untapped potential of LLMs 609

in healthcare and offering promising avenues for 610

the intersection of AI and healthcare. 611
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7 Limitations and Ethical Considerations612

This study offers valuable insights, but with a few613

limitations, we would like to note.614

Due to cost and time constraints, we could not615

try out many possibilities and alternatives in this616

paper. First of all, the current amount of data for617

human evaluation is not particularly sufficient. We618

are conducting more human evaluations. Secondly,619

due to cost issues, we currently do not use GPT-4620

extensively to try the NoteChat pipeline. When621

OpenAI updates the Stateful API 15, we will use622

this version to generate NoteChat-GPT4. Third,623

we extracted relevant UMLS-CUI codes for our624

Planning module, aiming to guide subsequent con-625

versations around these critical terms. Such a626

checklist can help our pipeline improve factual-627

ity (Asai et al., 2023; Huang et al., 2023), and can628

be very flexibly combined with other tools to meet629

different purposes, like information retrieval (Khat-630

tab et al., 2022), entity&relation extraction (Cai631

et al., 2023), medical jargon extraction (Kwon et al.,632

2022), causal inference (Yuan et al., 2023), ev-633

idence and reasoning path retrieval (Asai et al.,634

2019, 2021), and many other knowledge injection635

ideas (Fei et al., 2021; Yao and Yu, 2021).636

Consider Privacy Implications, LLMs can637

present privacy concerns in using clinical notes to638

generate patient-physician conversation, potentially639

violating HIPAA regulations. However, in this640

study, all experiments were sourced from publicly641

available real patient data collected from research642

articles with at least CC BY-NC-SA license. We643

also present an approach for generating synthetic644

conversations from case reports in the PubMed645

Central repository.646

Consider Biases, LLMs trained on vast amounts647

of text data may inadvertently capture and repro-648

duce biases present in the data. For example, they649

may prefer certain questions related to Metformin650

or link particular health conditions to specific pop-651

ulations. Thus the physician bot trained from our652

synthetic data may perpetuate incorrect informa-653

tion or provide inaccurate answers. Moreover, the654

case reports used to generate synthetic conversa-655

tions usually focus on unusual observations and656

rare conditions. Thus the physician bot may hallu-657

cinate or overtreat patients with common diseases.658

Considering Broader Impacts, we have per-659

15https://www.reuters.com/technology/openai-plans-
major-updates-lure-developers-with-lower-costs-sources-
2023-10-11/

formed a preliminary study to generate synthetic 660

conversation from case reports within research ar- 661

ticles indexed from January 2002 to July 2022 by 662

PubMed Central. The credibility of these case re- 663

ports is ensured as they are peer-reviewed and pub- 664

lished in academic journals. Moreover, the type of 665

disease is diverse as they are sourced from various 666

hospital departments and are not limited to inten- 667

sive care units (such as MIMIC). Thus, models 668

trained using our synthetic data may benefit from 669

these characteristics. 670
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A Appendix997

A.1 SOAP Structure998

The SOAP (Subjective, Objective, Assessment, and999

Plan) structure is commonly used by providers1000

(Podder et al., 2021).1001

1. The Subjective section is a detailed report1002

of the patient’s current conditions, such as1003

source, onset, and duration of symptoms,1004

mainly based on the patient’s self-report. This1005

section usually includes chief ccomplaint, his-1006

tory of present illness and symptoms, current1007

medications, and allergies.1008

2. The Objective section documents the results of1009

physical exam findings, laboratory data, vital1010

signs, and descriptions of imaging results.1011

3. The Assessment section typically contains1012

medical diagnoses and reasons that lead to1013

medical diagnoses. The assessment is typ-1014

ically based on the content from the chief1015

complaint, and the subjective and objective1016

sections.1017

4. The Plan section addresses treatment plans1018

based on the assessment.1019

A.2 Prompts for ChatGPT&GPT41020

We use the following prompts to instruct Chat-1021

GPT and GPT4 to generate the synthetic patient-1022

physician dialogue based on the provided clinical1023

note.1024

Generate the conversation between physician1025

and patient. But for some cases, if the patient even-1026

tually dies (according to the clinical note), you can1027

add the patient’s family at the end of the conversa-1028

tion to make it more reasonable. The conversation1029

should include all the information in the following1030

note, especially paying attention to those numbers1031

and medical concepts. The conversation can be1032

more colloquial. When the physician is speaking,1033

the patient can have many modal particles (e.g.1034

hmm, yes, okay) to increase interaction. All the1035

numbers and medical concepts that appear in the1036

note should be mentioned by the physician. Pro-1037

fessional medical terms and numbers should more1038

likely occur in the physician’s utterances but not in1039

the patient’s answer. The physician may describe1040

and explain professional judgment to the patient1041

and instruct the patient on follow-up requirements1042

but not ask questions that require professional med-1043

ical knowledge to answer. The patient’s answer1044

should be succinct and accurate in a colloquial lay1045

language style. 1046

A.3 Experimental Settings 1047

In our study on generating conversation datasets 1048

using ChatGPT and GPT-4, we adopted a temper- 1049

ature setting of 0.7. This setting was consistently 1050

applied across our methodologies. For each round 1051

of dialogue, we set the max tokens for physician 1052

role-play as 200 tokens and the patient role-play as 1053

100 tokens. For the intrinsic evaluation phase, we 1054

selected a subset of 20 data points from the MT- 1055

Dialog dataset and randomly chose 100 datasets 1056

from the pmc dataset for testing. In terms of ex- 1057

ternal evaluation, we selected three random data 1058

points from each model’s output on the pmc dataset 1059

to use as few-shot examples. These were inputted 1060

into GPT-4, which then generated dialogues from 1061

clinical notes or clincal notes from conversations 1062

based 20 data sets from the MT-Dialog dataset. 1063

During the external chatbot evaluation, we used 1064

10k datasets generated by ChatGPT, GPT-4, and 1065

NoteChat-ChatGPT to fine-tune LLaMA2-7b on 1066

two A100-40g gpus. During the fine-tuning pro- 1067

cess, we used DeepSpeed Zero-2 for training, with 1068

a learning rate of 2e-5, a batch size of 16, max 1069

tokens of 4048 and 1 training epochs. We employ 1070

the same settings to train LLaMA2-7b for the gen- 1071

eration of clinical tasks from dialogues and the 1072

dialogues from clinical notes. 1073

A.4 Color for Polish Promopt 1074

We have used consistently different colors to indi- 1075

cate in the polish prompt, as shown in Table 13, 1076

which parts of our prompt have achieved these ten 1077

different functions. 1078

1. Yellow: Make the conversation as colloquial 1079

as possible 1080

2. Orchid: Increase the number of rounds of in- 1081

teraction 1082

3. Pink: Professional terms and vocabulary 1083

should come from the physicians, and patients 1084

should be more colloquial 1085

4. Gray: Basic symptoms and medical history 1086

should come from the patient, not the physi- 1087

cian 1088

5. BrickRed: The questions asked by the physi- 1089

cian should be around the case (to avoid hal- 1090

lucination) 1091

6. SkyBlue: Physician inquiries should be logi- 1092

cal 1093
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7. Emerald: If there are multiple consultation1094

records, you can split a conversation into mul-1095

tiple ones and then link them with transfer1096

words (e.g., a few days later)1097

8. BurntOrange: Range of rounds of interaction1098

9. Thistle: Must contain the given keywords1099

10. Periwinkle: Do not generate duplicate infor-1100

mation1101

Note that there are some similar and repeated1102

parts in the prompt, which are because we found1103

that mentioning a certain point multiple times in1104

different places in the prompt is more helpful for1105

LLM to avoid certain problems.1106

Group Our Score GPT-4 Score ChatGPT Score
physicians 0.78 0.80 0.93

Crowd 0.70 0.75 0.90

Table 6: To evaluate the annotation consistency of the
annotators, we calculated the agreement score (Cohen’s
kappa coefficient) for both the expert group and the
crowd group. For each group, we calculated the agree-
ment score for the annotators ranking NoteChat, GPT-4,
and ChatGPT as the first, to determine whether the an-
notators consistently labeled the same model as the best.

Comparison Win Rate
NoteChat-GPT-4 -> our 0.7

NoteChat-GPT-4 -> GPT-4 0.7
NoteChat-GPT-4 -> ChatGPT 1.0

Table 7: To empirically validate the superiority of our
approach over GPT-4, we employed the NoteChat-GPT4
version to demonstrate that our model consistently out-
performs GPT-4. After replacing the gpt3.5-turbo mod-
ule in NoteChat model with GPT-4, we generated a new
set of dialogues and compared them with NoteChat-
GPT3, GPT4, and ChatGPT respectively. For each com-
parison, we asked GPT-4 to judge and choose the best
dialogue. For the same dialogue comparison between
different models, we changed the order to avoid the or-
der influencing GPT-4’s judgment. Finally, we obtained
the win rate as shown in the experimental results:

A.5 Ablation Study for Planning Module1107

To demonstrate the importance of the planning1108

module, we designed the following experiment:1109

We conducted evaluations using both GPT-4 and1110

human assessments. In the absence of the checklist1111

and planning module, relying solely on role play1112

and polishing for dialogue generation, the results1113

were as follows:1114

• GPT-4 Evaluation Win Rate:1115

In this task, we ask for your expertise in annotating the
quality of system-generated replies by machine learning
models. Mainly we provide the history dialogue along with
system-generated replies and ask for your preference.

Output your ranking for system-generated replies.
Use the following format, and do not add any other text.

Some examples:
a > b > c > d > e
e > d > c > b > a

History Conversation:
[History Conversation]

Conversation snippet:
[utterance]

System-generated summaries:
1. [Utterance1]
2. [Utterance2]
3. [Utterance3]
4. [Utterance4]
5. [Utterance5]

Now, output your ranking:

Table 8: GPT-4 Prompt for preference ranking in extrin-
sic evaluation.

– Our model (without checklist & plan- 1116

ning): 32% 1117

– GPT-4: 68% 1118

• Human Evaluation Win Rate: 1119

– Our model (without checklist & plan- 1120

ning): 38% 1121

– GPT-4: 62% 1122

The absence of the checklist and planning mod- 1123

ule resulted in the model’s inability to ensure 1124

comprehensive coverage of necessary information. 1125

While the generated dialogues were logically co- 1126

herent, they significantly lacked informational con- 1127

tent. This deficiency is primarily attributable to our 1128

model being based on GPT-3.5, which has a sub- 1129

stantially lower capacity for information coverage 1130

compared to GPT-4. 1131

Furthermore, when relying solely on a randomly 1132

ordered checklist, the results were as follows: 1133

• GPT-4 Evaluation Win Rate: 1134

– Our model (without planning module): 1135

54% 1136

– GPT-4: 46% 1137

• Human Evaluation Win Rate: 1138
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In this task, we ask for your expertise in annotating the
quality of the system-generated dialogues by machine
learning models. Mainly we provide the ground truth
dialogue and the clinical note along with system-generated
dialogues and ask for your preference.

Output your ranking for system-generated dialogues.
Use the following format, and do not add any other text.

Some examples:
a > b > c
c > b > a

Clinical Note:
[Clinical Note]

Ground Truth Dialogue:
[dialogue]

System-generated summaries:
1. [dialogue1]
2. [dialogue2]
3. [dialogue3]

Now, output your ranking:

Table 9: GPT-4 Prompt for preference ranking in human
evaluation.

– Our model (without planning module):1139

40%1140

– GPT-4: 60%1141

These results indicate slight differences. When1142

evaluated by GPT-4, our model without the plan-1143

ning module appeared superior due to providing1144

more information in shorter dialogue turns and ex-1145

tended conversations. However, human evaluators1146

found the generated dialogues logically disorga-1147

nized, primarily due to the absence of the planning1148

module. The randomly ordered checklist led to1149

each conversational turn lacking logical progres-1150

sion, making it seem less like a real dialogue. This1151

highlights the critical importance of the planning1152

module.1153
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Section Subsection Definition

Subjective

Chief Complaint Patient’s primary motivation for the visit and type of visit

Review of Systems Patient’s report of system related health and symptoms

Past Medical History Patient’s reported diagnoses/conditions (when and what,
excluding laboratory and imaging results and surgeries)

Past Surgical History Patient’s reported prior surgeries (what, when, where)

Family Medical History Conditions affecting patient’s close genetic relatives

Social History Patient’s alcohol, tobacco, and drug related behaviors

Medications Patient’s list of medications (not prescribed during visit)

Allergies Patient’s list of allergies (primarily medicinal)

Miscellaneous Patient’s clinically relevant social and other circumstances

Objective

Immunizations Vaccination record (not frequently discussed)

Laboratory and Imaging Results Clinician’s discussion of laboratory/imaging results

Assessment

Assessment Synthesis of reason for visit and pertinent diagnosis

Plan

Diagnostics & Appointments Plan for future tests, appointments, or surgeries

Prescriptions & Therapeutics Plan for medications and therapeutics

Table 10: Details of the SOAP structure.

Planning Module

Apply the physician and Patient prompt to generate the beginning and lead the physician LLM to ask about the
medical record. Continue to generate 20 to 40 utterances conversations between physician and patient to ask
or tell the patient regarding the case(you must follow up the history conversation). The conversations you
generate must cover all the keywords I gave you. You cannot revise or eliminate any keywords and
you cannot use synonyms of the keywords. Your conversation should also include all information.
If it’s difficult to include all the information and key words, you can use the
original sentences in the clinical note.
The Clinical Note: Clinical Note
The Key Words: key1, key2,...
Your conversations must include all the keywords I provided to you, and if it’s not possible to
include them all, you can make slight modifications based on the original wording in the notes.
You cannot revise or eliminate any key words and you cannot use synonyms of the keywords.
Your conversation should also include all information. If it’s difficult to include all the information
and key words, you can use the original sentences in the clinical note. Your generation must
follow the logical sequence of a physician’s inquiry. Your conversations must follow the logical
sequence of a physician’s inquiry. For example, the general logical order of the conversation is: first
discussing symptoms, then discussing the medical history, followed by discussing testing and
results, and finally discussing the conclusion and treatment options, etc. The physician didn’t know
any information of medical history or symptoms. This information should be told by the patient

Table 11: Planning Module prompt.
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Physician Prompt

Please role-play as a physician and further generate questions or conclusion, or the test
result(such as medication test result or vital signs) based on the above dialogue and clinical
note(after mentioned examination, you have to know test results and vital signs so you shouldn’t ask
the patient about a test result or vital signs). Add ’physician:’ before each round. Your question,
answer or conclusion(tell the patient the test result) should be around the keywords (I gave you)
corresponding to the clinical note(finally, the whole conversation should include all the keywords).
the answer of your questions can be found on the clinical note. You cannot modify these key
words or use synonyms. You need to ensure the treatment plan, medication, and dosage you give to
the patient must also be totally consistent with the clinical note. Do not ask questions which
answers cannot be found in the clinical note. You may describe and explain professional judgment to
the patient and instruct the patient on follow-up requirements, but not ask questions that require
professional medical knowledge to answer. The order of the questions you ask must match the order
of the keywords I provided. If it’s not possible to include them all, you can make slight modifications
based on the original wording in the notes. If the history conversation has included
the keywords, there is no need to include them again. The treatment plan and conclusions
you provide must align completely with the clinical notes. Do not add treatment plans
that is not present in the clinical notes. You don’t know the patient’s medical history and symptoms.
You should ask or lead the patient to tell you the symptoms and his medical history, and you
don’t have any information about his medical history and symptoms. All the information of medical
history, symptoms, medication history, and vaccination history should be told by the patient. You can
tell the patient the test results, vital signs, and some conclusions.
The Clinical Note: Clinical Note
The Key Words: key1, key2,...
The History Conversation: History Dialogue
You should only generate one utterance based on history conversation. Remember, you are the physician, not the patient.
Don’t mention the information that has been mentioned in history conversation. If you feel that the patient’s
information is incomplete, you can supplement it based on the clinical note and include relevant
keywords. However, please refrain from saying, ’based on medical record or clinical note.’
Instead, you should say, ’I guess...’

Patient Prompt

Act as a patient to reply to the physician. Add ’Patient:’ before each round. Your answer should
align with the clinical notes. You are just an ordinary person. Your response should be made as
colloquial as possible. Don’t mention any experimental results, conclusions, or medical dosage.
because you’re just an ordinary person and may not understand the meaning of these results.
But you could tell the physician your medical history, medication history, or vaccination history
(medical history, medication history, or vaccination history are all long to medical history).
Your response should revolve around the physician’s words and avoid adding information that was not mentioned.
The Clinical Note: Clinical Note
The History Conversation: History Dialogue
Your reply should be succinct and accurate in a colloquial lay language style and must be aligned
with clinical notes. Don’t generate the part which should be said by the physician. Do not say all the
information unless the physician asks about it. You cannot say any information about your test result
or vital signs. Your medical history, vaccination history, and medication history all belong to
medical history. Your reply must be completely aligned with the clinical note. But you cannot say any
examination or test results because you are not a physician. You must not be able to use highly
specialized terms or medical terminology. You can only describe limited common symptoms.
You shouldn’t use the abbreviation if you know the full name(you should use the full name, not the abbreviation,
such as D9 must be day 9, D7 must be day 7

Table 12: Roleplay module prompt for physician role and patient role.
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Polish Prompt

Expand the conversation. The conversation for patient parts can be more colloquial. When the physician
is speaking, the patient can have many modal particles (e.g. hmm, yes, okay) to increase interaction.
All the numbers and medical concepts that appear in the note should be mentioned by the physician.
Professional medical terms and numbers should always occur in the physician’s utterances but not in
the patient’s answer. The physician may describe and explain professional judgment to the patient

and instruct the patient on follow-up requirements, but not ask questions that require professional
medical knowledge to answer and the question must be around the clinical note(the patient could
find the answer on the clinical note). All the information of medical history, symptoms and medication
history should be told by patient. The patient’s answer should be succinct and accurate in a
colloquial lay language style. The answer should align with the clinical notes and as colloquial
as possible. You can add some transitional phrases to make the conversation more logical.

For example:
Example 1:
Patient: I understand, please go ahead.
(After examination)
physician: The result shows....
Example 2:
Patient: Thank you for the diagnosis, physician.
(After two years)
physician: Hi...
Example 3:
Patient: Okay, I understand.
(Few days latter)
physician: Hi...
Your conversations must follow the logical sequence of a physician’s inquiry. For example, the general
logical order of the conversation is: first discussing symptoms, then discussing the
medical history, followed by discussing testing and results, and finally discussing treatment
options, conclusioin etc." If you find this conversation to be incoherent, you can try dividing it
into two separate coherent conversations. Patients should not say too much information at once.

The Clinical Note: Clinical Note
The Key Words: key1, key2,...
The History Conversation: Conversation
There are only one patient and one physician and just return the conversation. You conversation must
include all the key words I gave you.
Your conversation should also include all information. if it’s difficult to include them all, you
can use the original sentences in the notes.
The common symptoms and common medical history should be told by the patient.
Some specific symptoms and medical history should be added by the physician after the patient has
finished describing his symptoms and medical history.

For example:
physician: Can you give me your medical history record?
Patient: Here you are.
physician: Based on your medical history record...
Because after the patient has finished describing common symptoms or medical history, he will give
physician his medical history records.
After patient gives the physician his medical history record, the physician could know medical
history record. Otherwise he didn’t know any information of the medical history.
Some results should not come from history clinical note they should come from the examination.
All the examination results, history examination results, vital sigh and medical number must be told by physician.
The revised conversation should be at least around 30 to 40 utterances

(the physician or patient should say too much information at once).
The conversation must include all the information on the clinical note.
You must include all the key words I gave you. If it is difficult to include all the key words you
could use original the sentences of clinical note.
You cannot revise or eliminate any key words and you cannot use synonyms of the key words.

You shouldn’t use the abbreviation if you know the full name(you should use full name not
abbreviation, such as D9 must be day 9, D7 must be day 7. If both the full name and the abbreviation
appear, it’s better to use the full name rather than the abbreviation.
Patients must not say any highly specialized terms, medical terminology or medical dosage.
They can only describe limited common symptoms.

The physician should supplement the remaining information based on test results.
Don’t repeat the same information in long paragraphs. The utterance of the dialogue needs to be
expanded as much as possible.

Table 13: Polish prompt.
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Combine Prompt

The above two paragraphs were extracted from a complete conversation.
Please concatenate the two dialogues together. Add ’physician:’ before the physician’s words
and ’Patient:’ before the patient’s words for easier differentiation.
Please combine these two dialogues.
It means that your generation should include all the information
such as dosage of the medication which is mentioned in the clinical note
if the dosage is not mentioned in the clinical not
you should not mention it and the length should be longer than
both of these two conversations even longer than the sum of them.
You should try to ensure that the dialogue is smooth,
and don’t use any greetings such as ’Hi there’, ’how are you feeling today?’,
’Hey’, ’Hello’ or any farewells in the dialogue.
The entire conversation takes place at the same time and place,
and revolves around the same patient and physician.
Try to make the conversation smoother. Try to make these two dialogues into one dialogue
that takes place at the same time and place. Modify this conversation
by deleting all greeting sentences
such as ’Hi’, ’Hey’, ’Hi there’, ’How are you feeling today’, and ’Good Morning’.
The conversation must include these key words:key1, key2, ...
and you should also eliminate the repeat parts.

Table 14: Combine prompt.
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