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Abstract

We explore the ability of GPT-4 to perform
ad-hoc schema based information extraction
from scientific literature. We assess specifi-
cally whether it can, with a basic prompting ap-
proach, replicate two existing material science
datasets, given the manuscripts from which
they were originally manually extracted. We
employ materials scientists to perform a de-
tailed manual error analysis to assess where the
model struggles to faithfully extract the desired
information, and draw on their insights to sug-
gest research directions to address this broadly
important task.

1 Introduction

A key use case for large language models in science
is ad-hoc schema-based information extraction.
In this scenario, a scientist has a specific informa-
tion need, such as the compressive yield strength
of known multi-principal element alloys (MPEAsS),
and wants to (1) identify papers containing relevant
information instances, and (2) comprehensively ex-
tract these instances according to a desired schema,
which might include secondary information such
as testing conditions and synthesis details (Fig 1).
Such datasets are a key element of scientific in-
formatics, transforming information reported in-
consistently throughout the literature into a struc-
tured format appropriate for use in machine learn-
ing. In materials science, such datasets are used
in a wide range of applications, including model-
driven materials discovery, where they can be used
to train or warm-start surrogate models of material
properties which are then incorporated into various
kinds of discovery algorithms (Pilania, 2021).
This is a challenging extraction task. The materi-
als science literature contains a plethora of experi-
mental results, often spanning multiple decades, in
a multitude of different formats with varying physi-
cal units. Prior generations of models needed large
amounts of data to fine-tune, and were brittle and
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Figure 1: Extracting large-scale structured data from
scientific literature should be as simple as specifying a
schema, a corpus of manuscripts, and a few exemplars,
and letting the LLM perform the extraction.

non-transferable, limiting their practicality for this
type of ad-hoc, one-off extraction task. To date,
manual annotation is still the standard approach
for extraction of this type of unstructured data (Xu
et al., 2023b).

Contemporary large language models such as
GPT-4 (OpenAl, 2023) and Gemini (Team et al.,
2023) have the potential to conquer this barrier.
With the emergent few-shot capabilities of these
models, a scientist can potentially present a LLM
with a (1) collection of manuscripts, (2) a schema
defining what types of data they want to extract, and
(3) a few exemplars of performing this extraction,
and receive back a tabular dataset of information
extracted from those manuscripts, ready to use for
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their chosen purpose. This ad-hoc paradigm has
been referred to as “on-demand” information ex-
traction (ODIE) (Jiao et al., 2023) and it promises
to speed up the search for new materials with
unique properties.

We argue that this very ambitious extraction set-
ting should be a key target for LLM-driven scien-
tific information extraction, as it can potentially
allow scientists to extract a maximum of clini-
cally relevant data with a minimum of effort, both
in materials science and other domains such as
biomedicine. Two significant questions, then, are
(1) to what extent can contemporary LLMs per-
form this type of ad-hoc extraction on scientific
text, and (2) what are the major barriers imped-
ing their effectiveness?

In this paper, we explore these questions using
two manually-extracted material property datasets,
one focused on multi-principal element alloys
(MPEAs), sometimes known as high-entropy al-
loys (HEAs) (Borg et al., 2020), and one focused
on elemental diffusion in silicate melts (Zhang
et al., 2010). We use these existing datasets as
sources of schema structure and exemplars, and
evaluate whether a representative contemporary
LLM (GPT-4) is capable of replicating them given
the manuscripts from which they were originally
extracted. We perform a detailed error analysis,
including annotation by domain experts, to under-
stand where and why the model falls short, to guide
further development of LLMs to advance extraction
paradigms for materials data.

Generally, we find that the model shows great
potential for extracting information described narra-
tively or in the form of a conventionally-formatted
table. The majority of errors are attributable to fig-
ures, which our current pipeline does not address,
and PDF parsing issues. Other sources of error
include non-standard table formats, the need for
additional postprocessing of extracted values, as
well as true reading comprehension errors which
could be addressed via improved prompt engineer-
ing. All relevant code and data can be found in our
github repository .

2 Related work

Information extraction (IE) is a core NLP task with
a long history, and one of many which contempo-
rary large language models (LLMs) such as GPT-4

"https://github.com/SatanuG/ad_hoc_
information_extraction

(OpenAl, 2023) and Gemini (Team et al., 2023) are
able to perform in a zero- or few-shot setting (Xu
et al., 2023a). This few-shot extraction ability has
enabled a new extraction paradigm, involving ex-
tracting a complex schema with little or no training
data, termed “on-demand information extraction”
(ODIE) by (Jiao et al., 2023). Our task setting falls
into this paradigm.

Zero- and few-shot scientific information extrac-
tion forms a major aspect of the excitement over
LLMs’ potential for accelerating scientific discov-
ery, because of its potential to create structured
information from diffuse unstructured data sources
such as scientific papers and clinical notes (Hope
et al., 2022; Morris, 2023). Ad-hoc extraction
from scientific literature is particularly challenging
because the amount of manually-annotated data
needed to fine-tune a model to perform a particular
extraction task would constitute a significant frac-
tion of all the data in existence, obviating the ben-
efit of training such a model. Scientific literature
is also highly multimodal, with key information
presented in narrative, tabular, and visual formats.
SciDaSynth (Wang et al., 2024) approaches the
problem with an interactive QA-based interface,
evaluating based on a 12-scientist user study.

LLM-powered IE has attracted attention in ma-
terials science specifically (Olivetti et al., 2020;
Xie et al., 2023). (Polak et al., 2024) explore the
use of GPT-4 to extract bulk modulus information
from sentences extracted from scientific papers,
while (Yang et al., 2023) uses zero-shot ChatGPT
with a verification step to extract band gap infor-
mation from sentences collected in a dataset by
(Dong and Cole, 2022). (Walker et al., 2023) fine-
tunes GPT-3.5 to extract growth procedures and
outcomes for gold nanorods from paper text. (Mon-
tanelli et al., 2024) uses the Cohere model to extract
phase-property relationships from a corpus of full-
text materials papers. Finally, the A-Lab (Szyman-
ski et al., 2023) incorporates extracted synthesis
recipes into an Al-guided experimentation proto-
col. Our work differs from these recent approaches
in seeking to extract a rich, complex schema from
non-curated data in one pass with no fine-tuning,
instead of narrowly-defined tasks over carefully-
curated corpora. This is a highly ambitious and
difficult extraction task, but one that places a mini-
mum of burden on the scientist, and we see it as a
key milestone for scientific IE.
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MPEA Diffusion
# Papers 164 71
Total 4 Rows 1211 2838
. # Papers 128 55
Retrieved 4 pows 971 2359
Publication year 2004-2022  1964-2009

Table 1: Basic statistics for the two datasets, publication
year range. For both datasets, a subset of total papers
were retrieved, parsed and analyzed in this work.

3 Datasets

We experiment with two material properties
datasets, one pertaining to multi-principal element
alloys (MPEAs) (Borg et al., 2020), and one to el-
emental diffusion in silicate melts (Zhang et al.,
2010). Table 1 reports basic statistics of each
dataset, including the number of unique papers,
number of unique records (since a single paper can
yield multiple records), and publication year range.
Table 4 describes the individual columns in each
dataset.

MPEA Mechanical Properties Dataset Multi-
principal element alloys (MPEAs) are a new class
of chemically complex metallic alloys of interest
for applications in energy, defense, and transporta-
tion, distinguished from conventional alloys by hav-
ing relatively even proportions of many elements
(Miracle and Senkov, 2017; Miracle et al., 2020).
The MPEA dataset used for this analysis specif-
ically aims to record key properties reported for
MPEAs derived primarily from the refractory met-
als (Cr, Hf, Mo, Nb, Ru, Ta, Ti V, W, Zr). These
properties include yield strength, which represents
the force necessary to make a metal permanently
deform, and elongation, which represents the de-
gree to which a material can deform prior to failure.
Hardness, which represents the ability of the ma-
terial resist localized deformation, can be used to
estimate the yield strength of a material. Other
useful details recorded in the MPEA dataset where
available include the concentration of interstitial
elements present (i.e. oxygen, nitrogen, and carbon
concentrations), the method by which the mate-
rial was processed , the test temperature, and the
method of testing.

The MPEA dataset used in this study is an expan-
sion of the dataset published in (Borg et al., 2020),
which has been continually updated . Records

were taken from experimental literature published
in 2004-2022 and are identified by a Digital Object
Identifier (doi) that was assigned by the publisher.

Diffusion in Silicate Melts Dataset Our second
dataset (Zhang et al., 2010) covers the diffusion
(transport of elements) inside silicate glasses and
melts (e.g., magma), which affects many processes
in geology and materials science. The key value
in this dataset is diffusion coefficient, which is of-
ten symbolized as D and has units of m?/s. The
diffusion coefficient is a proportionality constant
that describes how rapidly one element is trans-
ported within a substance. As one may expect, the
value of D depends on what the diffusing element
is, the medium (magma) it is moving in (i.e., its
composition), and also environmental conditions
like temperature, pressure, and how much water is
present (which greatly affects magmatic structure).
The diversity of magmas found in the earth and the
elements being transported within them motivates
building and maintaining databases of diffusion
coefficients to help elucidate underlying truths.

Outside of its fundamental value, we chose this
dataset for our study because (1) diffusion as a pro-
cess is heavily sensitive to experimental conditions,
meaning value extraction is only useful with the
associated large quantity of metadata; (2) it is a
large dataset, affording sufficient measurements
and papers to draw meaningful conclusions; (3) the
multi-decade span of publication dates offers ex-
posure to a range of scientific conventions and pdf
quality levels from the perspective of typesetting,
character recognition, and table format; and (4) it
represents a field where updates occur on a decadal
basis, thus valuing a tool for automatic extraction
of new measurements.

4 Method

Our extraction pipeline consists of the following
steps: (1) retrieving and parsing source PDFs; (2)
prompting and response postprocessing; and (3)
extracted row alignment.

4.1 Retrieving and parsing source PDFs

The vast majority of PDFs available in both datasets
are not open-access, and are referred to only by
their DOI within each dataset. As a first stage, we
manually download as many PDFs as we can easily
access, resulting in 128 PDFs of the original 164
for the MPEA dataset, and 55 out of 71 for the
diffusion dataset. Our github repository includes
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the DOIs of the PDFs we downloaded but not, for
copyright reasons, the PDFs of these papers.

As of June 2024, none of the major LLM APIs
allow programmatic uploading of PDF files. There-
fore, to process PDFs at scale, they must be con-
verted to an intermediate readable format. We use
GROBID? to convert paper PDFs to XMLs. When
parsed correctly, the XML contains all textual infor-
mation from the paper, including tables and their
respective captions. However, GROBID cannot
process figures, leaving any figure-bound informa-
tion inaccessible by definition. The error analysis
presented in Section 6.2 assesses the magnitude of
this problem.

4.2 Prompting

We experiment with three basic prompting tech-
niques: zero- and one-shot prompting, and
LangChain. For each technique, we try both a
“complex” schema including all columns from the
original dataset, and a reduced “simple” schema
including only a subset of column.

Role Setting:

I am a helpful assistant capable of extracting
information from text. I will not generate any
new tokens... return the information in format
of the schema.

Exemplar:

{{Prompt instructions}}
{{Exemplar XML}}
{{Exemplar output JSON}}

Prompt:

Extract all information relating to every High
Entropy Alloys (HEA) from the following text:
{{Paper XML}} using the following schema:

{{JSON schema}}. Return a list of schemas in
JSON format for every unique compound.

Additional context: HEA composition sometimes
have variable ratio... not available then
return 'No information'.

Restriction: Do not extract any tokens if a
HEA... not available then return 'No
information'. Do not violate the schema.

Figure 2: Abbreviated one-shot prompt. The prompt
begins with role-setting, includes a single exemplar with
prompt instructions, then repeated prompt instructions
with additional context and clarifications.

Zero- and one-shot prompting Working with
the gpt-4-1106-preview GPT-4 Turbo model
variant via the OpenAl API, we use a very basic

2https ://github.com/kermitt2/grobid

and general prompting approach, illustrated in Fig.
2. Our goal is to extract all columns from a sin-
gle full paper XML at once, requesting them in
the form of a JSON. In the one-shot condition, the
prompt includes a single exemplar, selected ran-
domly to be (Long et al., 2019) and (Riissel and
Wiedenroth, 2004) for the MPEA and diffusion
dataset respectively.

We additionally make use both role-setting and
task instructions in our prompt. Role-setting has
been found to be generally helpful in prompt engi-
neering (Shanahan et al., 2023; Kong et al., 2023),
so we set various desired aspects of the LLM’s
behavior via this mechanism, i.e., extracting infor-
mation from the given text without generating new
tokens and following the provided schema (if any).
The task instructions are specific and detailed, cus-
tomized to each dataset based on expert input and
include a schema that should be followed. We add
additional context with background knowledge and
special instructions. A more complete version of
the prompt is available in the appendix (Section
A2

LangChain LangChain® is a popular open-
source framework for developing solutions that
combine LLMs with other tools. Information ex-
traction is one of the many use cases that can be
performed with LangChain. We follow the guide-
lines on their website to perform structured infor-
mation extraction for long text. In short, the LLM
is provided with a schema of various entities and
a short description of each entity. In our use case,
these entities are the column headers in the two
datases. An important distinction of this method
from basic prompting methods was chunking the
papers into smaller blocks of 2000 tokens, with
each block having a 1% overlap with the previous
one.

Postprocessing Minimal postprocessing is
needed for the model’s JSON output, which
varies slightly in format from run to run. This
includes wrapping JSON-formatted output in ¢
¢ json’ tags. The model also sometimes produces
Javascript-style ‘//° comments explaining its
extraction decisions; therefore, we use the
jstyleson Python library* to parse this JSON
output rather than the default Python json library.

Shttps://python.langchain.com/ve.2/docs/
introduction/
4https: //github.com/linjackson78/jstyleson
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Dataset  Method Matched Recall Hallucinated Precision

0-shot-simple 56 0.062 166 0.245
0-shot-complex 56 0.066 235 0.369
1-shot-simple 243 0.280 259 0.502
MPEA 1-shot-complex 174 0.202 207 0.475
langchain-simple 188 0.253 746 0.219
langchain-complex 129 0.182 564 0.213
0-shot-simple 0 0 93 0
0-shot-complex 0 0 126 0
Diffusion 1-shot-simple 2 0.001 52 0.037
1-shot-complex 23 0.013 193 0.106
langchain-simple 70 0.032 1606 0.060
langchain-complex 47 0.022 1423 0.048

Table 2: Extraction performance based on match,
missed, and hallucinated values on different variations
of dataset and methods.

4.3 Extracted row alignment

In order to evaluate our success in replicating
the original datasets, including which rows were
matched, which original rows were missed, and
which extracted rows were hallucinated, we first
need to determine which extracted row corresponds
with which original dataset row. This is nontrivial,
because the columns that define a unique record
will vary from paper to paper. One paper might
test multiple different compositions, while another
might test the same composition under different
testing conditions, while a third might perform mul-
tiple trials of the same experiment. Given that the
model will miss or hallucinate many individual cell
values, this becomes a nuanced matching task.

Our approach is to combine domain-specific min-
imum criteria for a possible match with a greedy
matching process within each paper. An extracted
row is a potential match for an original row if it
shares values for hand-chosen required columns,
which we chose to be formula and yield strength
for the MPEA dataset and diffusing element and
diffusion coefficient for the diffusion dataset. Be-
yond this minimum, match strength is determined
by proportion of shared column values between
the two rows, after which rows are greedily paired
with each other until no possible pairs remain for a
given paper. Paired rows are classified as a ‘match’,
unpaired rows from the original dataset are classi-
fied as a ‘miss’, and unpaired extracted rows are
classified as a ‘hallucination’.

5 Automated evaluation

After aligning extracted rows with dataset rows as
described above, we report the number of matches
and hallucinations in Table 2 along with the re-
call and precision. For both the datasets, two vari-
ations of schema and three types of prompting.

The only difference between simple and complex
schema is the number of properties mentioned in
each schema.

The raw performance is underwhelming. On
MPEA, the model hallucinates roughly as many
rows as it matches, and misses twice as many. We
are able to match significantly more entries using
the simple schema than the complex schema. While
using Langchain we extracted more relevant en-
tries, but we can see a drop of precision (more
hallucination). On the Diffusion dataset, we are
able to match no rows at all for 0-shot and, though
the model hallucinates at a proportionally lower
rate than for the MPEA dataset. Using Langchain
clearly improved the performance on this dataset
but the hallucinations also increased significantly.

Table 3 gives a detailed breakdown of extraction
performance for related properties (all properties
other than the ones used to match the entries), prop-
erties of high variance (experimental properties that
were subjected to change in a paper) and properties
of low variance (experimental constants). The two
different schemas present the two different notions
of information extraction: maximal and minimal.
Tasks that require less exploration of contextually
related information extraction can follow the min-
imal approach. From the results, we can see that
the extraction of fewer properties aids the model,
as it allows more useful extractions with higher re-
call (on the primary property). The precision value
gives us an idea about the hallucinated extractions,
and the simpler schema resulted in lesser hallucina-
tion compared to the complex schema. The 0-shot
prompting did not perform well for low-variance
properties, but performed much better at extract-
ing high-variance properties. Langchain performs
better than 0-shot in most cases but outperformed
by the 1-shot, considering that we cannot draw any
conclusion from the Diffusion dataset because the
number of extractions are so low.

6 Manual error analysis

To elucidate what formats key information occurs
in, and under what circumstances the model strug-
gles to extract that information, two materials sci-
ence experts hand-annotated a sample of papers and
attempted LLM extractions from each dataset, us-
ing the 1-shot prompting variant. 60 papers’ worth
of attempted extractions were annotated from the
MPEA dataset, constituting a total of 428 rows, and
40 papers from the Diffusion dataset, constituting
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0-shot 1-shot Langchain
simple complex simple complex simple complex
Recall ~ Precision  Recall — Precision Recall Precision Recall Precision Recall Precision Recall Precision

MPEA related properties 0.360 0.245 0.311 0.163 0.323 0.248 0.269 0.180 0.449 0.254 0.301 0.155
low-variance properties 0.071 0.082 0.146 0.146 0.457 0.555 0.289 0.301 0.287 0.287 0.076 0.076
high-variance properties  0.408 0.273 0.394 0.171 0.301 0.197 0.259 0.119 0.472 0.249 0.391 0.187

Diffusion related properties nomatch nomatch nomatch nomatch 0.500 0.500 0.147 0.138 0.333 0.333 0.125 0.333
low-variance properties no match nomatch nomatch nomatch 0.500 0.500 0.250 0.250 0.500 0.500 0.250 0.250
high-variance properties no match nomatch nomatch nomatch 0.500 0.500 0.112 0.104 0.250 0.250 0.083 0.500

Table 3: Extraction results for both the datasets can be found in this table. Recall and precision are calculated based
on the matched entries found in Table. 2 (if no match is found in required properties, then we cannot report any

other results).
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Figure 3: Counts of rows with key information in differ-
ent formats.

1714 rows. Both sets were sampled randomly from
the set of retrieved and parsed papers for which ex-
tractions were attempted. Each row was labeled for
the format in which the key information occurred
(table, figure, narrative text, etc). Each failure, ei-
ther missing or hallucinated rows, was annotated
for its failure reason, to the best of the annotator’s
ability to diagnose the model’s behavior by looking
at the PDF, parsed XML, and extracted JSON.

In any given paper, different values will be re-
ported in different forms, such as yield strengths
in table and testing temperature in narrative text.
Our annotators were instructed to note the format
of the majority of the “key information” for each

paper, and based their failure evaluations based on
that information.

6.1 Data format

Figure 3 summarizes the data format of key infor-
mation in both datasets, including both original
rows in the dataset and rows the model failed to
extract. Possible data formats include table, fig-
ures, narrative text, calculated, meaning manually
calculated by the creator of the dataset from other
information within the paper, and other, a miscella-
neous category.

Figure 3A shows that, while a plurality of rel-
evant MPEA data is located in tables, a signifi-
cant percentage of the data is located in figures,
which is inaccessible to any text-only extraction
method. A significant percentage of relevant in-
formation is also located in written narrative form.
Looking at the distribution of data format for rows
the LLM failed to extract, we can see that it triv-
ially misses 100% of figure-formatted data, 2/3 of
table-formatted data, and a relatively smaller 1/3
of narratively-described data. Figure 3B shows the
same numbers for the diffusion dataset, where the
vast majority of relevant data was reported in ta-
bles, which the LLM in almost every case failed to
extract.

6.2 Error analysis

Figure 4 summarizes annotated causes of error be-
tween the two datasets. It includes a separate plot
for misses and matches (covering all the original
rows in the dataset covered by the annotator), and
one for hallucinations, indicating extracted rows
that could not be matched to an original dataset row.
Reported error types include XML parsing errors,
where GROBID failed to extract key information
from the PDF; figure errors where key information
was stored in figures invisible to the model; dataset
errors where the original dataset had missing or
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W Matched - 107

mmm Comprehension - 67
W XML parsing - 48
W Figure - 112

s Dataset error - 23
W Alignment error - 6

mmm Comprehension - 59
W Dataset error - 27
XML parsing - 4

mmm Secondary source - 16
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(a) MPEA misses/matches (b) MPEA hallucinations

(c) Diffusion misses/matches

B Comprehension - 376
W Unit conversion - 284
B XML parsing - 965
mmm Matched - 8

s Figure - 5

B Comprehension - 68
[ Unit conversion - 40
mmm XML parsing - 10
mmm Confusion - 41

Bmm Alignment error - 18
mmm Unknown - 15
Dataset error - 11

(d) Diffusion hallucinations

Figure 4: Proportions of differing error reasons, divided by error type (missed row vs. hallucination) and dataset.

incorrect values which the model successfully ex-
tracted; generalized comprehension errors where
the LM overlooked key information; unit conver-
sion errors where values were reported in a differ-
ent unit from that recorded in the dataset; confu-
sion errors where the model confused one value
for another; secondary source, where the model
picked up values from other sources referred to in
passing; and alignment errors where the align-
ment algorithm described above failed to match
extracted to original rows.

MPEA dataset. Figure 4A summarizes error
causes reasons for MPEA original dataset rows
(both matched and missed). For the 368 ground-
truth entries evaluated from the MPEA dataset, a
total of 107 were matched (29.5%). Of the missed
70.5%, major sources of error were model compre-
hension problems (18.5%), key information being
presented in figures (30.9%), XML parsing prob-
lems (13.2%), and errors in the original dataset
(6%).

Thus for this dataset the model’s performance
on the extraction task was hindered more by the
form of data presentation than by limitations in
comprehension ability. The majority of annotated
entries in the MPEA set that were missed by the
model (160 of 256, or 62.5%) were entries that
were located in either a figure or a table that did
not parse properly into the XML input. For both
of these cases, it is unreasonable to expect the ex-
traction of information that was never presented to
the model in the first place, so even though these
database values could not be recreated, the failure
does not provide much insight from a text com-
prehension perspective. For the 67 missed MPEA
entries that were comprehension-related (annota-
tors manually determined that relevant information
was present in text or a table that properly parsed
into XML), 2/3 of them were values that appeared

only in tables. Cases of missed values in a table
often occurred with tables that were relatively com-
plex in structure, such as in Senkov et al. (2020),
where information on yield strength is merged in
with information on flow stress and categorized
by temperature and relative contribution from ma-
terial constituent structure—making it difficult to
directly extract the yield strength as demanded by
the dataset schema.

For values missed in the text itself, some of these
errors can be attributed to cases where the value
was mentioned in discussion around specific fig-
ure or table, making the text itself more difficult
to interpret. For example, in Hu et al. (2019), the
discussion of MPEA yield strength in the text oc-
curs in the excerpt ”’[t]he maximum compressive
strength is... for the NbZrTi and NbHfZrTi alloys,
respectively,” which is stated as part of a discus-
sion around a related figure showing that this “max-
imum compressive strength" corresponds to the
yield strength. However, without the associated fig-
ure, the text alone is difficult to properly interpret.
Still, there were apparent cases of comprehension
failure, such as in (Tseng et al., 2018), where, for
one of their target test temperatures, the authors
plainly state “the compressive yield strength was
1005 MPa,” a point which the model failed to de-
tect.

Figure 4B summarizes reasons for hallucinated
rows in the MPEA dataset. The most common
form of hallucination on the MPEA dataset were
generalized miscomprehensions (59 cases, 52.7%),
often cases where the model identified a valid com-
position but none of the other relevant properties.
The next most common form of reported hallucina-
tion (27, 25.6%) were not actually hallucinations,
but rather the model finding accurate compositions
and property values that were not collected in the
construction of the original dataset. The third most
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common type of “hallucination” were cases where
composition/yield strength combinations reported
in prior work were mentioned in the paper at hand,
and then extracted by the model. XML parsing was
not a major source of error for the MPEA dataset,
where most of the included papers are relatively
recent.

Diffusion dataset Figure 4C summarizes the per-
centage of expert-annotated error reasons for diffu-
sion dataset rows (both matched and missed).

The overall performance of the model was dis-
tinctly different for this dataset. Out of a total of
1714 dataset entries, only 23 entries were able to
be automatically aligned with original records, and
15 of these were missing so many other values as
to be effectively useless. Thus, extraction almost
completely failed for this model. By far the largest
source of error was XML parsing issues, which
were responsible for 965 misses. Errors in XML
parsing were often related to the age of the publi-
cation. Many of the older diffusion publications in
the set have outdated typesetting practices and and
non-standard table structures with multiply-merged
cells, both of which created numerous issues in the
model input information.

After XML issues, the next largest error source
was generalized model comprehension, which was
responsible for 387 (24.2%) of misses. The model
had significant difficulty correctly reporting tex-
tual values like melt descriptions, as these often
required domain knowledge connections that were
difficult to make in the context of the prompt. For
example, Alletti et al. (2007) studied diffusion in
a Hawaiitic melt, but during database compilation,
this ‘Hawaiitic’ description was instead reported as
‘basalt’ as part of a standardizing effort by Zhang
et al. (2010) to reduce the number of unique min-
eral terms in the database. When the model re-
trieved summarizing values from the abstract of
Alletti et al. (2007), the melt was labeled as “Hawai-
itic melt from Mt. Etna", which is factually cor-
rect, but does not align with the database descrip-
tion of basalt. Other key forms of miscomprehen-
sion included misreading complex table formats
like in the MPEA dataset, and erroneously prefer-
ring narratively-presented information to tabular
information. In processing (MacKenzie and Canil,
2008), for instance, the model seems to have ex-
tracted values presented in the abstract rather than
in the centerpiece tables.

Finally, unit mismatches were a significant

source of error, which were related to 17.1% of all
rows. When the database was compiled by Zhang
et al. (2010), the standard units of m? /s were cho-
sen for the diffusion coefficient, but it is not un-
common for this coefficient to also be reported in
em?/s, ym? /s, or even as a logarithm (log(D)),
depending on the context of the investigation. Unit-
based comprehension issues often involved failure
to report diffusion coefficient values in the correct
units, and failure to correctly convert logarithm-
form diffusion coefficients. Without access to an
external conversion tool, it is unreasonable to ex-
pect the LLLM to perform these unit conversions.

Figure 4D summarizes hallucinated rows for the
diffusion dataset. Of the 203 reported hallucina-
tions reported on the annotated portion of the Dif-
fusion dataset, 109 (53.6%) were annotated as com-
prehension issues, including “confusion” instances
where the model confused the desired value for
something else. An example is (Roselieb and Jam-
bon, 2002), where it incorrectly took Do values
from the abstract. Another reported type hallucina-
tion was the retrieval of simplified or summarizing
values. The remaining hallucinations were a combi-
nation of XML issues, assignment comprehension
issues, and entries not collected during dataset con-
struction.

7 Discussion

The manual error analysis identifies several major
barriers to effective ad-hoc schema-based informa-
tion extraction from scientific articles.

PDF parsing. PDF parsing is a problem for older
PDFs which, for some areas such as geology and
certain subfields of materials science, can still con-
tain valuable information worth extracting. This
suggest a need for native LM support for PDFS,
which, while present in major models such as
Claude and ChatGPT via their interfaces, is not
yet available in programmatic API form at the time
of writing.

Figure comprehension. The MPEA dataset
demonstrates that a considerable amount of valu-
able quantitative scientific information is presented
visually rather than in tabular form, suggesting a
need for vision-language models capable of reading
values from plots and figures. For tasks like deter-
mining yield strength from a load curve, a vision
model would need to be able to recognize the curve
itself and accurately read a singular specific point
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off of that curve, which may require specialized
tuning. Recent work like Shi et al. (2023) provides
a starting point for this.

Unit conversion. A characteristic problem in the
diffusion dataset is the presentation of results in
units like log(m?/s) or em? /s when the schema re-
quires m?/s. A LM capable of normalizing across
these different units would need access to external
tools capable of doing so, like ToolFormer (Schick
et al., 2023).

Table comprehension. By far the most common
format for experimental results is tables, and ta-
ble miscomprehensions, especially those associ-
ated with complex or non-standard table formats,
formed the bulk of true comprehension errors made
by the model on both datasets. Thus, a key research
direction needs to be improved table comprehen-
sion specifically.

Narrative context for tabular information.
While tabular data is typically (though not always)
the centerpiece of a given paper, narrative informa-
tion provides important context for understanding
it. Constant values such as the temperature at which
experiments were run is often presented narratively
(which we want to extract), and selected values
from a given table are often summarized narratively
(which we don’t want to extract). Secondarily-
reported values from prior work also falls into this
category, as it is often presented as context for the
primary set of results. Thus, another important
research direction toward ad-hoc scientific informa-
tion extraction is to correctly parse the relationship
between tabular and narratively-presented data, per-
haps by explicitly treating tabular data as higher
priority than narrative data when performing holis-
tic extraction.

Deeper schemas. There are also significant chal-
lenges associated with the use of scientific termi-
nology across different fields. This is particularly
apparent for the diffusion dataset, which represents
a significant effort by an experienced geologist to
compile silicate diffusion information and present
it in a form that translates across disciplines. The
result of this effort shows through particularly in
the melt and experiment descriptions in the com-
piled dataset, both of which have been standardized
as much as possible. For an IE model to accurately
recreate these types of standardized descriptions,
it would need to understand the full schema asso-

ciated with the standardization, and also be suffi-
ciently flexible to generate the unique tokens asso-
ciated with these schema labels, even when those
tokens do not occur within the text itself. Creating
a role and prompt for the model that permits this
flexibility while also mitigating hallucination is a
nontrivial task.

8 Conclusion

We perform an analysis of whether a representa-
tive contemporary large language model, GPT-4,
is capable of performing complex ad-hoc scien-
tific information extraction sufficient for replicat-
ing two materials property datasets. A detailed
manual expert error analysis shows that, while the
model shows promise for narrative and tabular data,
there are significant barriers in both modality and
comprehension ability that prevent the model from
being adequate to the task using a baseline one-shot
prompting approach. Nevertheless, our initial re-
sults on this only-recently-recognized information
extraction paradigm and our careful analysis will
help guide further work in this area.

Limitations

Our goal in this paper is to study the limitations of a
representative contemporary large language model
(GPT-4) in performing ad-hoc schema-based infor-
mation extraction. Our analysis approach has its
own limitations, however, including the assumption
of representativeness in the one model we evalu-
ate and the two materials datasets we evaluate it
on. GPT-4’s behavior may not generalize to other
models, nor do other manually-curated scientific
datasets necessarily conform to the structure of the
two that we study. There will need to be exten-
sive further experimentation with a wider variety
of model and datasets to fully characterize the re-
search frontier for this topic.
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A Appendix

A.1 Dataset column descriptions

Table 4 describes each major column in each
dataset.

A.2  Full prompt

The prompts used for both extraction tasks are
given below.

A.2.1 Role setting for both tasks

I am a helpful assistant capable of extracting in-
formation from text. I will not generate any new
tokens, only extract tokens containing information
from the text you provide. If provided with a
schema, then I will follow it and return the infor-
mation in format of the schema.

A.2.2 Prompt for MPEA extraction

Extract all information relating to every High En-
tropy Alloys (HEA) from the following text: {ex-
emplar text / other text to extract from} using
the following schema: schema. Return a list of

15119


https://doi.org/10.48550/arXiv.2302.04761
https://doi.org/10.48550/arXiv.2302.04761
https://doi.org/10.48550/arXiv.2302.04761
https://doi.org/10.1038/s41586-023-06647-8
http://arxiv.org/abs/2310.16809
http://arxiv.org/abs/2310.16809
https://doi.org/10.1038/s41586-023-06734-w
https://doi.org/10.1038/s41586-023-06734-w
https://doi.org/10.1039/D3DD00019B
https://doi.org/10.1039/D3DD00019B
https://doi.org/10.1039/D3DD00019B
https://doi.org/10.48550/arXiv.2404.13765
https://doi.org/10.48550/arXiv.2404.13765
https://doi.org/10.48550/arXiv.2404.13765
http://arxiv.org/abs/2304.02213
http://arxiv.org/abs/2304.02213
https://doi.org/10.48550/arXiv.2312.17617
https://doi.org/10.48550/arXiv.2312.17617
https://doi.org/10.1038/s41524-023-01000-z
https://doi.org/10.1038/s41524-023-01000-z
https://openreview.net/forum?id=oRKWhmtUG6
https://openreview.net/forum?id=oRKWhmtUG6
https://openreview.net/forum?id=oRKWhmtUG6
https://doi.org/10.2138/rmg.2010.72.8
https://doi.org/10.2138/rmg.2010.72.8

MPEA dataset

Diffusion dataset

Column

Definition

Column

Definition

FORMULA
PROPERTY: Microstructure
PROPERTY: Processing method

PROPERTY: BCC/FCC/other
PROPERTY: grain size (y4m)

Composition of the alloy

Crystal structure of alloy

Synthesis method (e.g. CAST, ANNEAL,
POWDER, WROUGHT, OTHER)
Categorical subset of crystal structure
Grain size within alloy

melt
diffusing species
type of diffusion

type of experiment
T(K)

Common name of substance being
diffused into (e.g. Andesite, Basalt11)
Element diffusing into melt

How atoms are diffusing into melt
(e.g. Tracer, SEBD, FEBD, self)
Physical experiment setup
Experiment temperature

PROPERTY: Exp. Density (g/cms) Experimental density of alloy P(MPa) Experiment pressure

PROPERTY: Computed Density (g/cm®) Computed density of alloy D(m2/s) Diffusivity; speed of diffusion
PROPERTY: HV Vicker’s hardness of alloy 1s error SD error in diffusivity when reported.
PROPERTY: Type of test Type of test (C=compression, T=tensile) Sio2

PROPERTY: Test temperature (°C) Testing temperature TiO2

PROPERTY: YS (MPa) Yield strength Al1203

PROPERTY: UTS (MPa) Ultimate tensile strength FeOt

PROPERTY: Elongation (%) Elastic elongation at break MnO Percentage of each compound in the
PROPERTY: Elongation plastic (%) Plastic elongation at break MgO B £ th It
PROPERTY: Exp. Young modulus (GPa) Experimental Young’s Modulus CaO composition of the me

PROPERTY: Computed Young modulus (GPa) ~ Computed Young’s modulus Na20

PROPERTY: O content (wppm) Oxgyen content K20

PROPERTY: N content (wppm) Nitrogen content P205

PROPERTY: C content (wppm) Carbon content H20t

Composition unit
dry total

Unit of compound composition
Non-H20 fraction of melt

Table 4: Descriptions of individual columns in MPEA and diffusion datasets.
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Figure 5: Plot to visualize the variance of properties found in two datasets. High variance means properties that are
altered in experiments and low variance show experimental constants.
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schemas in JSON format for every unique com-
pound.

Additional context: HEA composition some-
times has variable ratio denoted by ’x’, if so, then
replace x with a float or integer as applicable by
the information in the paper.

Restriction: Do not extract any tokens if a HEA
material does not have a property mentioned in the
schema. If a property is not available then return
’No information’. Do not violate the schema.

A.2.3 Schema for MPEA extraction

{

"high entropy alloy formula”: {"type”: "string"},
"microstructure”: {"type"”: "string"},
"processing method”: {"type"”: "string"},
"BCC/FCC/other"”: {"type": "string"},

"grain size"”: {"type": "float"},
"experimental density": {"type”: "float"},
"hardness”: {"type"”: "float"},

"type of test”: {"type": "string"},

"test temperature”: {"type": "float"},
"yield strength”: {"type"”: "float"},

"ultimate tensile strength”: {"type": "float"},
"elongation”: {"type": "float"},

"elongation plastic”: {"type": "float"},

"experimental young modulus”: {"type": "float"},
"oxygen content”: {"type"”: "float"},
"nitrogen content”: {"type": "float"},
"carbon content”: {"type": "float"}

}

A.2.4 Exemplar output for MPEA extraction

One entry from the one-shot output exemplar that
we used is given below. The actual output contains
5 of these entries in a JString list.

{
"high entropy alloy formula”: 'NbMoTaWvCr',
"microstructure”: 'BCC+Laves+Sec. ',
"processing method"”: 'POWDER"',
"BCC\/FCC\/other": 'other"',
"grain size": 0.54,
"experimental density”: 'No information',
"hardness”: 1072.0,
"type of test”:'C',
"test temperature”: 25.0,
"yield strength”: 'No information',
"ultimate tensile strength”: 'No information',
"elongation”: 'No information',
"elongation plastic”: 'No information',
"experimental young modulus”: 'No information',
"oxygen content”: 7946.0,
"nitrogen content”: 'No information',
"carbon content”: 'No information'
}

A.2.5 Prompt for Diffusion extraction

Extract all information relating to diffusion of ele-
ments into a silicate melt from the following text:
{one shot text / other text to extract from} using

the following schema: {schema}. Return a list of
schemas in JSON format for every unique com-
pound.

Additional context: there will generally be one
or multiple liquids, and one or more elements that
move through that liquid at a certain speed. That
speed is called the “diffusivity” or the “diffusion
coefficient” D(mﬁ/s). Each element will have a
unique diffusivity in each melt and temperature
and pressure, so it is important to keep track of
every combination.

Restriction: Do not extract any tokens if no rele-
vant property is present as mentioned in the schema.
If a property is not available then return ’No infor-
mation’. Do not violate the schema.

A.2.6 Schema for Diffusion extraction
{

'melt': {'type': 'string'},

'diffusing species': {'type': 'string'},
"type of experiment': {'type': 'string'},
'test temperature': {'type': 'float'},
'pressure': {'type': 'float'},
'diffusivity': {'type': 'float'},
'Si02': {'type': 'float'},

'Ti02': {'type': 'float'},

'A1203': {'type': 'float'},

'FeOt': {'type': 'float'},

'Mn0': {'type': 'float'},

'Mg0': {'type': 'float'},

'Ca0': {'type': 'float'},

'Na20': {'type': 'float'},

'K20': {'type': 'float'},

'P205"': {'type': 'float'},

'H20t': {'type': 'float'}

A.2.7 Exemplar output for Diffusion
extraction

The following is one of 21 entries in the one-shot
exemplar output. The actual output is a list of such
entries given to the model as a JString.

{
"melt”: "NCMAS6",
"diffusing species”: "Fe",
"type of experiment”: "electrochemistry”,
"test temperature”: 1573.15,
"pressure”: "No information”,
"diffusivity”: 1.35e-07,
"Si02": 80.6793201360426,

"Ti02": "No information”,
"A1203": 0.0,

"FeOt": "No information”,
"Mn0": "No information”,
"Mg0": 0.0,

"Ca0": 14.11921335907197,

"Na20": 5.201466504885413,
"K20": "No information”,
"P205": "No information”,
"H20t": "No information”
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A.2.8 Exemplar text for both tasks

The text is too long to be presented here but can be
viewed in (Long et al., 2019) (MPEA) and (Riis-
sel and Wiedenroth, 2004) (Diffusion). Input text
comprised of the abstract along with other sections
and tables (including their captions) sequentially
as present in the paper.

A.3 Illustrative examples of errors

As mentioned in the discussion section we found
errors occurring primarily due to some reasons like
table comprehension, text comprehension, ground-
truth information present in plots/images, unit con-
version problems, poor XML parsing, simplifica-
tion of information, and partial information extrac-
tion from secondary sources. We wanted to show
what those problems look like so in the subsections
below we will give an example for each of the er-
rors. We also show an example of an instance when
the model was actually correct, in-spite not being
matched with the human annotator.

A.3.1 Table comprehension

In Figure 6 taken from Senkov et al. (2018) we
found that the model was able to extract the yield
strength of three out of eight yield strength value
even when the caption clearly mentioned which
column corresponds to the true yield strength.

Todulus, £, True Yield Strengt
#) of As-Rolled and Rolled-and-An;

E (GPa) .0 (MPa)

915 1438

6 h
1100 °C. 0.5 h
1100°C. I h 92.6 1115
1100 °C. 2 h 101.3 "4

Figure 6: This is an example table that the model failed
to comprehend even when the XML parsing was perfect.

A.3.2 Text comprehension

The text in Figure 7 is a paragraph of text taken
from Couzinié et al. (2015), where the model could
not understand that the text is mentioning informa-
tion about yield strength.

A.3.3 Information in plots/images

A lot of missed extraction were due to the infor-
mation being present in plots. As the XML pars-
ing cannot process the image this information is
skipped. In Figure 8, we can see such a plot where
the information about the yield strength was present
in the plot (Chen et al., 2018).

The monotonic compressive behavior of the equimolar HEA is
illustrated by the representation of the true stress with plastic
strain or=f(gp) in Fig. 4. The micro yield stress is estimated to
820 + 20 MPa, the yield stress og> to 905 + 10 MPa, close to the
929 MPa obtained in the pioneering study of this alloy [23]. The
evolution of the work hardening @=dsr/dep with plastic strain
reveals the presence of 3 different stages. The stage 1 corresponds
to a sharp decrease of @ for low plastic strain, in the range of £p=0
up to ep~3% In stage 2, the work hardening is close to
1300 + 50 MPa, corresponding to @[u ~0.033 if one consider
p#=40GPa following Senkov and co-authors. It should be

Figure 7: This image shows the paragraph which the
model failed to comprehend and did not extract the yield
strength value (highlighted text).

Figure 8: Figure of a plot that contains information
about the relationship between yield strength and tem-
perature.

A.3.4 Unit conversion

In multiple situation of the diffusion dataset we
saw that the model extracted the correct informa-
tion as present in the paper but as the units are
not converted as the gold-extractions therefore we
could not match them. An example this error can
be found in Figure 9 from Zhang et al. (1989).

A.3.5 XML parsing

XML parsing of some older papers from the dif-
fusion dataset was not of good quality and this
contributed to some failed extraction. One such ex-
ample can be found in Figure 10 from Baker et al.
(2002). The XML created from the PDF file was
not parsed properly and the actual values in the
cells were just missed during the parsing process.
The actual table is provided in Figure 11.

A.4 Simplification

In Figure 12, we can see the abstract from Balcone-
Boissard et al. (2009), that mentions different val-
ues of diffusion rates at different temperatures. The
model extracted all the diffusion rates correctly but
missed the varying temperatures associated with
them and associated them with one temperature
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Table 6. EBDC

Run # Dyeo Dr0, Do, De.o
212(01)° 53 33 20 -
216{0L) 43 14 2.5 -
219(0L) 3.0 1.6 10 -
222(0L) 6.6 4.2 23 -
223(DI} 4.4 2.5 -~ 8.6
225(DI) 5.1 38 - 9.5
226(FO) 6.0 2.6 1.7 -
227(FO) 7.1 3.0 2.6 -
228(0L) 8.5 4.0 22 -
228(FO) 94 4.7 26 -
229(0L) 18 11 0.57 -
231(0L) 11.4 8.5 3.6 -
231(SP) 85 38 25 -
231(DI) 10 73 - 22
234(QT) 0.2 042 0.8 021
235(0L) 12 70 5.0 —
236(0L) 24 16 12 —
236(RT)* - - 5.5 -
239(0L) 20 12 94 -
242(DI) 18 10 - 26

Note: The EBDC’s are for oxide components in u2/s, Run 4 : In-
cluded in parenthesis is the crystal for which the dissolution dis-
tance is measured and near which the profile is considered. Relative
errors (at 1o level) from the curve fitting are small, usually less
than 10%. However, a more realistic measure of errors comes from
inter-run comparisons and can be estimated from Fig. 17

—— the EBDC cannot be calculated because of uphill diffusion
or because the concentration is almost constant; * Cr diffusion
coefficient is 3.6 p?/s; ® TiO, diffusion coefficient is 8.2 p?/s

Figure 9: Example of a table with failed extraction due
to unit conversion error. The table presented rate of

diffusion in y/s% whereas the gold extraction where in

m/s?.

<figure xmIns="http://www.tei-c.org/ns/1.0" type="table" xml:id="tab_2">
<head>Table 2</head>
<label>2</label>
<figDesc/>
<table>
<row>
<cell/>
<cell>tions between approximately 4 and 5 wt% (Fig. 2) and</cell>
</row>
<row>
</row>

<figure xmIns="http://www.tei-c.org/ns/1.0" type="table" xml:id="tab_4">
<head>Table 2</head>
<label>2</label>
<figDesc>and associated errors include uncertainties in temperature and diffusivity of
individual experiments. Figs. 3 and 4), and the effect of added halogens remains minor. The
Arrhenius equations describing diffusion in the melts with low H 2 O concentrations are, for LCO
with 1.7+0.2 wt% H 2 O (experiments AA-40, 41, 20, 53):</figDesc>
<table>
<row>

<row>
<cell>AA-18, 54):</cell>
<cell/>
</row>
</table>

Figure 10: The given XML text was the parsed text from
the PDF file.

value, thereby simplifying the text.

A.5 Secondary source

In Lilensten et al. (2018), we can can find values of
yield strength reported from other papers that were
reviewed by the author. The authors reported these
values as a summary of the entire paper without go-
ing into the details and that can be seen in Figure 13.
We considered these extraction as errors as they are

Table 2 Experimental conditions and results. Numbers in parcn-  the glasses. Experiments starting from AA29 were performed in a
the tandard ) base ana- pyrophyllite be: e ¢ ftext). Zircon crystals u

stralia); later experiments used zircon crystals from Colonia
Lanka)

HO" Pl c, D
(Wt%) (ppm Zr) m*s™)

AAG 1050 072(003) 30
AA32 1050 071 (0.03) 428
AA3 1,200 0.640.07) 308
AA9 1200 020 (0.02) 483
AA3T 1200 067 (0.03) 452
AA39P 1,200 020 (0.02) 448
AA3R 1200 0.73 (0.03) 468

9 1400 008 (0.01) 54
AASO 1,400 020(001) ol
AAXS 1200 070 (0.04) 041 1
AAL2 1200 0.66 (0.02) 0.56
AA4D 1,200 0.60 (0.04) 178 5
AAdL 1200 75 (0.03) 193 a
AALG 1300 044 (0.05) 0.63 6
AA20 1,400 029 (0.13) 143 5 2
AAS3 1400 054(0.03) 159 1

La
AA4 1,050 0.64 (0.05) 3.69 4.46 (1.86p<10°*
AASR 1,050 0.70 (0.04) 452 4.60 (1.74pc10 1
AAl 1.200 0.76 (0.03) 3.5 114 (0.14p<10 12
AA3L 1,200 0.69 (0.02) 49 1.48 (0.16p<10 12
AA24 1,400 0.02(0.01) 05 7.00 (1.63pc10
AASI 1,400 0.16 (0.02) 9 312 (0.60px10° 2
AAL0 1200 076 (0.02) 0.51 106 (0.30p<1074
AAX1 1200 0.65 (0.02) 091 9.97 (0.76)¢10
AA42 1.200 053 (0.05) 20 1 4.80x10'
AA28 1,400 074 (0.03) 0.66 a 1.19 (033107
AALR 1,400 0.63 (0.02) 1.20 1.09 (0.15p¢10°%
AAS4 1,400 0.70 (0.10) 0.99 8.67 (0.91pc10
MRF

AAS 1050 169 (0.02) 490 4 916 (7)
AA33 1050 176 (0.05) 508 2 )
AA2 1,200 185 (0.04) 334 3
AASY 1200 169 (0.04 2
AA2T 1400 165 (0.03) 3 2
AAS2 1,400 035 (0.02) 1 8
AAX2 1200 150 (0.03) 3 6.94 (0.08pc10°
AALL 1,200 1.78 (0.04) 3 8.38 (0.69p<10714
AAGO0 1,200 169 (0.14) 3 7pel 0714
AALS 1300 159 (0.04)
AAL9 1400 163 (0.07)
AASS 1,400 0.74(0.03)

ments performed with graphite and pyrophyllite powder
apsules (see text)

H,0 measured by ion microprobe
FNumber of traverses

Figure 11: Table that was parsed incorrectly leading to
information loss.

simultaneous diffusion of a halogen mixture (F, Cl, Br) in order to evaluate the interactions between the halogens
during diffusion. Diffusion coefficients for Frange between 2 x 10~ ' m?/sat 1250 °Cand 7x 10~ ' m?/s at 1450 °C
for the Na-rich melt and between 1 10~ " m?/s at 1250 °C and 8x 10~ "' m?/s at 1450 °C for the K-rich melt at
anhydrous conditions. Diffusion coefficients for Cl range between 2 x 10~ 2 m?/s at 1250 °Cand 1x 10~ "' m?/s at
1450 °C for the Na-rich melt and between 7 x 10~ '2 m?/s at 1250 °C and 2 x 10~ '* m?/s at 1450 °C for the K-rich

Figure 12: Example of text simplification performed by
the model.

from secondary sources. In the given example the
model extracted the value 880 MPa along with the
generic formula of TiZrNbHf as mentioned in the
text without any other information.

Possible control of the microstructure was afterwards demon-
strated, using thermo-mechanical treatments [10,11]. Some un-
common features were already reported, as for example the case of
the recrystallized quaternary bcc TiZrNbHf displaying a yield
strength of 880 MPa in tension, at room temperature [12].

Figure 13: An example of secondary information that
was collected by the model without a detailed context
around it.

A.6 Actually correct

In this example taken from Ge et al. (2020) the
model extracted correct yield strength value from
table (Figure 14) and formula as reported. The gold
extractions reported by the expert had rounded off
yield strength values and the formula was reported
as ratio of elements, leading to matching failure.

v ouaipa) oy(0Pa) =3 a0 ) )
o 9332001 32155 £ 0.0026 217279 12279 2066 3000 1173 0035 035
02 9121003 32054 £ 0.0016 736292 12020 1791 1600 16974 oo on
04 898 1 0.02 32035 + 0.0021 510085 13322 1776 1300 879 007 017
06 8791002 32014 £ 0.0010 5320277 13529 1868 2100 3227 0026 025
1 515+ 001 31998 + 0.0045 574896 13912 1436 900 1253 0033 033

Figure 14: Model extracted values from this table as
found in the paper.
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