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Abstract

Although large language models (LLMs) have
demonstrated impressive few-shot learning ca-
pabilities via in-context learning (ICL), ICL
performance is known to be highly sensitive to
the order of examples provided. To identify ap-
propriate orders, recent studies propose heuris-
tic methods to evaluate order performance us-
ing a set of unlabeled data. However, the re-
quirement of in-domain data limits their util-
ity in real-world scenarios where additional
annotated data is challenging to acquire. Ad-
ditionally, these dataset-based approaches are
prone to being sub-optimal for a lack of con-
sideration for individual differences. To ad-
dress the problems, we first analyze the prop-
erties of performant example orders at both
corpus level and instance level. Based on
the analysis we propose DEmO to adaptively
identify performant example order for each in-
stance without extra data. DEmO works by
filtering out a subset of orders featuring la-
bel fairness, then selecting the most influen-
tial order for each test instance. The employ-
ment of a content-free metric makes DEmO
independent of in-domain data. Extensive ex-
periments indicate the superiority of DEmO
over a wide range of strong baselines. Further
analysis validates the generalizability across
various settings. Our code is available on
https://github.com/GuoQi2000/DSICL.

1 Introduction

Large language models (LLMs) demonstrate im-
pressive abilities (Dong et al., 2022; Zhao et al.,
2023b; Wei et al., 2022) across a variety of natural
language processing tasks through in-context learn-
ing (ICL). In ICL, provided with prompts contain-
ing several labeled examples, models are asked to
make predictions on a new example (Brown et al.,
2020). In contrast to traditional learning paradigms
of full data fine-tuning, ICL requires no model pa-
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Figure 1: Zero-centered ICL accuracy of 50 random or-
ders on Sheared LLaMA2 1.3B (left) 2023 and LLaMA2
7B (right) 2023.

rameter update and has emerged as a prevailing
paradigm for using LLMs.

However, the performance of ICL shows no-
table differences across various prompts (Ma et al.,
2023). To enhance ICL performance, a line of stud-
ies has predominantly focused on selecting high-
quality examples from a large dataset (Li et al.,
2023; Yang et al., 2023; Wang et al., 2023; Zhao
et al., 2023a). Nevertheless, access to a large
in-domain dataset can be particularly challeng-
ing in certain fields such as medicine and finance
(Alzubaidi et al., 2023). Hence, recent studies have
focused on organizing examples in a reasonable
order since the order of ICL can highly affect the
performance (Chang and Jia, 2023). As illustrated
in Figure 1, we conduct experiments on 4 classifi-
cation task to show that the accuracy of different
orders varies a lot across different models. One
straightforward yet effective strategy is to directly
evaluate the performance of different orders on a
labeled validation set and select the most effective
one. To reduce reliance on labeled data, several
studies leverage heuristic metrics such as mutual
information (Sorensen et al., 2022), global entropy
and local entropy (Lu et al., 2022) to evaluate the
order performance on an unlabeled dataset. Nev-
ertheless, these methods still heavily rely on sup-
plementary in-domain data for order assessment
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and fail in realistic few-shot scenarios, as defined
by Perez et al. (2021), where only a handful of
examples are available. In addition, since these
methods operate at the corpus level without consid-
ering differences among instances, they tend to be
sub-optimal (Wu et al., 2023).

In this paper, we aim to identify effective ex-
ample orders for each test instance under realistic
few-shot scenarios. Initially, we explore a funda-
mental question: What constitutes a good example
order for ICL? We consider this question at both the
corpus level and the instance level. We systemati-
cally evaluate the impact of corpus-level prediction
distribution and instance-level influence on ICL
performance. Specifically, we consider 50 random
orders and evaluate them across four widely used
text classification datasets to explore the correla-
tions. Pilot experiments reveal that a reasonable
example order is supposed to ideally (1) exhibit
label fairness at the corpus level and (2) facilitate
influential prediction at the instance level. label
fairness means that the demonstration examples
will not bias models towards certain labels. influen-
tial prediction means that the test instance should
be dominant in the final prediction of models.

Motivated by these two insights, we introduce
a novel two-stage ordering framework named
DEmO (Dataset-free Example Ordering) that can
be effortlessly implemented without extra data. To
achieve label fairness while mitigating data depen-
dency, a filtering stage is applied to pick out a
candidate set of orders with balanced label distri-
butions. In this process, a content-free input that
replaces the test instance with a meaningless token
is employed as a proxy for corpus-level predic-
tion. Then to produce influential prediction at the
instance level, we adaptive select candidate order
that maximizes the output influence of the test in-
stance during inference.

To verify the effectiveness, we conduct compre-
hensive experiments and analysis across a spectrum
of established classification tasks. Experimental re-
sults reveal that our framework consistently outper-
forms existing dataset-based methods and exhibits
generalability across various settings. Furthermore,
our framework demonstrates the potential to be
enhanced with access to a labeled validation set.

To summarize, our contributions include:

• To the best of our knowledge, we first explore
the features of performant example orders at
both corpus and instance levels. We introduce

a general ordering framework to fill the gap
between corpus-level and instance-level prop-
erties under realistic few-shot scenarios.

• Extensive experiments validate the superior
performance of our framework over strong
dataset-based baselines (e.g., 9.6% relative im-
provement of accuracy across nine datasets).
With a validation set available, our framework
further boosts the performance by 2.1%.

2 Related Works

Order sensitivity is observed universally across
LLMs. With a fixed set of demonstration examples,
the performance of different orders can vary
from random guess to state-of-the-art (Lu et al.,
2022). Recently, several studies have tried to
determine performant orders. Their methods
can be roughly categorized by whether an
in-domain dataset is required. Typically, dataset-
based approaches show superior performance
to dataset-free methods by utilizing domain in-
formation but incur more computational overheads.

Dataset-free search: To counter the recency bias
in prompts (i.e. LLMs tend to repeat the answer
in the last example), Liu et al. (2022) organize
demonstration examples by their embedding space
similarity to the test instance, placing more similar
examples closer to the end of prompts. Inspired
by Solomonoff’s general theory of inference
(Solomonoff, 1964), Wu et al. (2023) employs
an information-theoretic strategy to minimize
the code length required to transmit task labels.
However, these methods are tailored to specific
demonstration selection techniques and lack
general applicability.

Dataset-based search: Sorensen et al. (2022)
opt for prompts with larger mutual information
between the input and model output, fostering
confident and diverse predictions. Lu et al. (2022)
define local entropy and global entropy metrics to
sequence examples, aiming for balanced predic-
tions across pseudo samples generated by the LLM
itself. In spite of the effectiveness of dataset-based
methods, they exhibit notable drawbacks of high
dependency on data and are limited in real-world
scenarios. Compared with them, our framework
shows superior performance without the need
for additional data. In contrast, our framework
additionally incorporates corpus-level information
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to identify performant orders.

3 What Makes a Good Order for ICL

In this section, we explore the properties of perfor-
mant orders at the corpus level and instance level
respectively. We conduct our pilot experiments
on four widely used classification datasets: SST-2
(Socher et al., 2013), Subj (Pang and Lee, 2004),
TREC (Hovy et al., 2001), and AgNews (Zhang
et al., 2015). Following a standard 4-shot setting,
we consider 50 random permutations and evaluate
them on a validation set containing 256 instances.

3.1 In-context learning Formulation
We first introduce the definition of example order-
ing in in-context learning. Given a set of demonstra-
tion examples D = {(xi, yi)}ni=1 and a n-element
permutation π = (π1, π2, . . . , πn), a context con-
taining all the examples is constructed as

Cπ = Ω(xπ1 , yπ1)⊕ . . .⊕ Ω(xπn , yπn), (1)

where ⊕ means concatenation operation and Ω(·, ·)
denotes a task-specific template that transforms
a single instance (xi, yi) into natural language.
Ω(·, ·) includes a verbalization function v(·) that
maps yi into a label word (i.e. in natural language
inference, the label "contradiction" can be mapped
to the token “no”). During inference, the label of a
test instance xt is predicted as

yt,π = argmax P (v(y)|Cπ ⊕ Ω(xt, ∗)). (2)

In the following sections, P (v(y)|Cπ ⊕Ω(x, ∗)) is
abbreviated as p(y|x,Cπ) for the sake of clarity.

3.2 Label Fairness at Corpus Level
We first explore the property at the corpus level.
Considering the situation where a set of unlabeled
data Dt = {xti}

|Dt|
i=1 is available, a balanced predic-

tion distribution is intuitively more desirable than
one skewed towards specific labels. Following (Lu
et al., 2022), we can directly leverage the concept
of global entropy to quantitatively assess the bal-
ance in label predictions. Given a permutation π,
the global entropy is defined as:

GLE(π) = −
∑

l

p̂l log p̂l, (3)

where p̂l =
1

|Dt|
∑

i I(yti,π = l). The higher the
entropy, the more evenly the predicted label distri-
bution spreads across the unlabeled data, exhibiting
label fairness at the corpus level.
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Figure 2: Each dot represents a permutation. The x-axis
represents the entropy while the y-axis represents the
average accuracy. Linear best fit lines are drawn to show
overall trends.

We explore the relationship between global en-
tropy and accuracy. As illustrated in Figure 2, a no-
table positive correlation is observed between them.
Specifically, the accuracy on SST-2 tends to in-
crease almost monotonically alongside entropy. In
contrast, this positive correlation appears less pro-
nounced on TREC. Such variation can be attributed
to the imbalanced label distribution of TREC. How-
ever, considering the absence of prior knowledge
of label distribution, the assumption of label fair-
ness at the corpus level is reasonable guidance
for order search.

3.3 Influential Prediction at Instance Level
Despite the strong positive correlation observed
above, global entropy alone is insufficient to deter-
mine the optimal order. Take AGNews as an exam-
ple: most orderings exhibit high global entropy, but
their performances vary significantly, ranging from
68% to 80%. This variability indicates that only
considering corpus-level information may lead to
sub-optimal results.

Hence we delve deeper into the factors affecting
the performance at the individual instance level.
The concepts of influence have been previously
applied in example selection scenarios (Nguyen
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Figure 3: The relations between average influence and
accuracy on the validation set.

and Wong, 2023) to measure the importance of
demonstration examples. Similarly, we define an
influence metric to quantify the impact of one test
instance on the final prediction of LLMs and inves-
tigate its relationship with ICL performance. Math-
ematically, given a permutation π, the influence of
test instance xt is defined as:

I(xt) = P (l|xt, Cπ)− Ex[P (l|xt, Cπ)], (4)

where l = argmax
y

P (y|xt, Cπ), and Ex[P (y =

l|xt, Cπ)] is approximated by p̂l.
Operating under an intuitive assumption that an

effective order should elevate the test instance’s
impact on the final prediction, we compute the
average influence I across Dt for each permutation
and note a consistent positive correlation. Orders
demonstrating a high influence per test instance
outperform those with lower average influences,
suggesting the utility of influence as an instance-
level metric for identifying effective orderings.

Rigorously, the influence metric can be defined
as the probability difference between prompts con-
taining xt and the average of all the prompts
omitting xt. To be more detailed, the first item
P (l|xt, Cπ) can be viewed as guidance to re-
duce model uncertainty, and the second item

Algorithm 1: Example Ordering
Input: examples set D = {(xi, yi)}|D|

i=1; test set
Dt; iteration num N ; candidate set size K;
template Ω(·, ·); content-free token W

Output: Predictions for Dt.

Initialize candidate set Π←{}.
for i = 1, 2, . . . , N do

randomly sample a permutation πi of D
E(πi) = −∑

y P (y|Cπi) logP (y|Cπi)

Π←Π ∪ {πi}
end
Π← the top K of Π using {E(πi)}Ni=1

Predictions ε←{}
for xt ∈ Dt do

π∗ = argmax
π∈Π

I(xt)

yt,π∗ = argmax
y

P (y|xt, Cπ∗)

ε←ε ∪ {yt,π∗}
end
Return ε

−Ex[P (l|xt, Cπ)] helps to find orders that counter
the label prior in predictions.

4 Methodology

Based on the aforementioned insights in prelimi-
nary experiments, we propose a general two-stage
ordering framework for ICL in realistic few-shot
settings. We start by employing a content-free en-
tropy metric to filter out permutations that are prone
to generating imbalanced corpus-level predictions,
yielding a refined set of candidate permutations.
Subsequently, during the inference stage, we adap-
tively select the permutation with the highest in-
fluence for each test sample. Figure 4 gives an
overview of our framework. The full algorithm is
demonstrated in Algorithm 1.

4.1 Filtering with Content-Free Entropy
In real-world few-shot scenarios (Perez et al., 2021)
where no additional data are available, it is impracti-
cal to directly apply Equation (3) to identify permu-
tations yielding balanced predictions. To address
this challenge, we turn to use a content-free output
(Zhao et al., 2021) to approximate the corpus-level
predictions:

Ex[P (y|x,Cπ)] ≈ P (v(y)|Cπ ⊕ Ω(W, ∗)), (5)

where W represents a content-free token such as
‘[MASK]’. Following Zhao et al. (2021), we select
three tokens including ‘[MASK]’, ‘[N/A]’ and ‘’.
We use the average probability of them as the ap-
proximation. By substituting the test instance with
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Figure 4: An overview of DEmO.

content-free tokens, the inference times required
for a single permutation assessment are reduced to
a constant. Let P (y|Cπ) denote the content-free
output for the sake of clarity.

Similarly, we introduce a content-free entropy
metric to evaluate a given permutation π:

E(π) = −
∑

l

P (y|Cπ) logP (y|Cπ). (6)

This metric is advantageous as it is not only inde-
pendent of additional data but also markedly re-
duces the computational cost required to assess
permutations. Guided by Equation (6), we initially
sample a large number of permutations and then
filter out those with low content-free entropy to
obtain a small candidate set Π.

4.2 Influence-Guided Assignment
After the filtering process, we adaptively select the
optimal permutation from Π for each test instance.
Specifically, we choose the permutation that can
maximize the influence of test instance xt:

π∗ = argmax
π

(I(xt)))

= argmax
π

(P (l|xt, Cπ)− P (l|Cπ)).

(7)

In an ideal scenario, P (y = l|Cπ) is a constant
for each candidate order after the filtering stage,

which is difficult to guarantee in practice. Under
such circumstances, the goal is equivalent to max-
imizing the confidence of LLMs, connecting our
method to Wu et al. (2023) that selects the orders
by minimizing the description length of labels.

In the practical implementations, such a selec-
tion process inevitably introduces additional com-
putational overhead. Hence, we set a small size
of Π to make a trade-off between cost and effec-
tiveness. The process can be accelerated via batch
inference. Our subsequent analysis in Section 6.1
validates that even a small size of Π can stabilize
the results.

5 Experiments

5.1 Setup

Dateset Following prior studies (Zhao et al.,
2021; Wu et al., 2023; Lu et al., 2022), we carry out
our experiments on nine textual classification tasks
across four task scenarios, including Sentiment
Classification: SST2 (Socher et al., 2013), CR
(Hu and Liu, 2004) and MR (Pang and Lee,
2005); Subjectivity Classification; Subj (Pang and
Lee, 2004); Natural Language Inference: SNLI
(Bowman et al., 2015) and RTE (Dagan et al.,
2005); Topic Classification: TREC (Hovy et al.,
2001), AgNews (Zhang et al., 2015) and DBPedia
(Lehmann et al., 2015).
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LLMs We run our experiments on four
sizes of LLaMA2 (1.3B, 2.7B (Xia et al., 2023),
7B, and 13B (Touvron et al., 2023) parameters).
Unless explicitly indicated, Sheared LLaMA2
1.3B is used for most analyses.

Baselines For a comprehensive evaluation, we
compare our framework against a range of existing
methods. We first consider a Zero-shot method
without in-context examples and a Random
method that randomly initiates permutations
for each dataset. For dataset-free methods, we
consider MDL (Wu et al., 2023) which picks 10
random permutations for each instance and selects
the one with a minimum codelength to compress
label information, and Similarity (Liu et al., 2022)
that arranges the examples according to their
similarity with test instance in the embedding
space. For dataset-based methods, we consider
Mutual Information (MI) (Sorensen et al., 2022),
and Global Entropy GLE (Lu et al., 2022). We
also compare with Best-of-10, a powerful baseline
that directly selects the best permutation out of
10 randomly generated permutations based on the
validation performance.

Evaluation Following previous work (Lu
et al., 2022; Xu et al., 2023), we randomly sample
a subset of the validation set containing 256
instances for each dataset to evaluate the accuracy.
All experiments are conducted using 5 fixed sets of
demonstration examples using different seeds and
the mean accuracy is reported.

Implemention Details In our framework,
we set the iteration num N = 100 and the
candidate set size K = 4. For dataset-based
methods, we randomly sample a subset containing
200 instances from the training set. We adopt
standard 4-shot settings for all the datasets except
1-shot settings for DBPedia due to the limited
context window size. For the Random baseline,
we use an ensemble of 4 random permutations to
make a stable estimation. The prompt templates
are listed in Appendix A.

5.2 Main Result

The main experiment results are depicted in
Table 1 and Figure 5. The full results are listed in
Appendix B. From the experimental results, we
have the following findings.

DEmO outperforms dataset-based methods
on most tasks. As delineated in Table 1, our
framework achieves an average enhancement
of 9.6% over the random baseline, surpassing
all the methods compared. Our framework is
especially effective on sentiment classification
tasks, where achieves 17% improvement on CR
and 22% improvement on MR. It is worth men-
tioning that the GLE method achieves the highest
accuracy on SST2, which aligns with the strong
positive correlation observed in our preliminary
experiments. Additionally, the Best-of-10 strategy
demonstrates superior performance to other meth-
ods by a large margin on TREC, indicating the
limitations of existing methods on imbalanced data.

Existing dataset-free methods fail in few-
shot settings. Although the Similarity method and
MDL method help to improve ICL performance
in previous example selection frameworks, we
observed their failure to generalize to real few-shot
scenarios: The MDL method only achieves a little
performance improvement, while the Similarity
method even leads to a performance decline of
2% on average. One possible explanation is that
example selection methods alter the distribution of
training examples, limiting the generalizability of
MDL and Similarity to the original distribution.

DEmO yields steady improvements across
different model scales. From Figure 5a we
observe a continual improvement in accuracy
with the increasing scales from 1.3B to 13B. In
addition, we find that as the model size gets
larger, the performance gap between DEmO
and other dataset-based methods is gradually
narrowing. For example, on LLaMA2 13B, the
GLE method achieves the best result. However,
since the increasing of model scales causes higher
search expenses, our framework still maintains
advantages in terms of cost.

DEmO is consistently effective with an in-
creasing number of examples. We vary the
number of demonstration examples (from 2-shots
to 8-shots) and compare the ICL performance
on CR and SNLI. We find our framework brings
consistent improvements over baselines. Note-
worthy is that while the performance on the CR
task demonstrates a persistent improvement, the
results on the SNLI exhibit obvious variability.
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Method SST2 CR MR Subj RTE SNLI AgNews TREC DBPedia Avg.

Zero-shot 55.47 50.78 51.95 44.14 53.52 31.25 25.39 37.50 10.16 40.02

Random 69.14 69.86 65.21 50.21 54.02 37.11 70.76 63.16 75.51 61.66

Best-of-10 85.16 81.72 87.03 55.08 56.33 38.20 74.77 67.97 83.05 69.92

Similarity♠ 71.33 62.27 65.47 47.73 54.53 35.39 75.08 61.72 64.38 59.77

MDL♠ 67.73 72.89 63.75 47.27 56.95 36.02 74.38 64.77 82.42 62.91

MI ♦ 74.45 82.03 81.48 51.80 55.08 36.48 72.42 63.28 83.12 66.68

GLE ♦ 85.16 80.86 87.34 55.08 57.11 39.45 74.53 65.78 80.39 69.52

DEmO (ours)♠ 82.81 86.41 87.73 61.72 58.05 40.23 76.48 64.84 82.89 71.24

Table 1: Results on Sheared LLaMA2 1.3B. We present the best results in bold and the second with underlines. ♠
and ♦ represent the dataset-free methods and dataset-based methods respectively.
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Figure 5: (a) impact of model scales across all datasets. (b,c) impact of number of examples on CR and SNLI.

We attribute the fluctuations to the inadequate
reasoning capabilities of LLMs.

6 Discussions and Analysis

6.1 Generalisation Across LLMs
To further verify the generalizability our frame-
work to LLMs beyond LLaMA2, we consider a
spectrum of representative LLMs including GPT2-
Large (0.8B) (Radford et al., 2019), GPT NEO
(1.3B) (Black et al., 2021), BLOOM (Workshop
et al., 2022) (1.7B), and OPT (1.3B) (Zhang et al.,
2022). Since the context window size of GPT2 and
OPT is limited to 1024 tokens, we choose 2-shot
settings for AgNews and SNLI, 1-shot for DBPe-
dia, and 4-shot for other tasks. As depicted in
Figure 6, we find that DEmO achieves substantial
improvements over the random baseline, show-
ing robustness across various LLMs.

6.2 Generalisation to Closed-sourced LLMs
In the main experiments, we validate the effec-
tiveness of DEmO on several open-source models.

However, since DEmO requires access to the out-
put probabilities of the model, it cannot be directly
applied to powerful closed-source models (such
as ChatGPT). Instead, we attempt to examine the
scalability of DEmO by testing the performance
of orders selected by small models on larger mod-
els. Specifically, we evaluate the orders selected by
gpt2-large 0.8b and test on Chatgpt since they share
the vocabulary. Table2 shows a slight increment in
accuracy. We note a 7.81% increase in accuracy on
the SUBJ dataset, which may be attributed to the
exclusion of extremely unreasonable orders. For
example, in the SUBJ dataset, subjective samples
clustering at the end of the prompt may bias the
prediction towards ’subjective’.

6.3 Impact of Hyperparameters

In this section, we focus on two hyperparameters
in our framework: the number of iterations N
and the size of the candidate set K. We conduct
ablation studies to explore how these parameters
influence overall performance.
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Figure 6: Average accuracy across different LLMs.

Dataset Random DEmO (ours) ∆

SST2 95.31 95.31 0
CR 87.50 88.28 0.78
SNLI 71.88 71.88 0
SUBJ 68.75 76.56 7.81

AVG. 80.86 83.01 2.15

Table 2: 4-shot accuracy on four tasks where the orders
are selected by gpt2-large (0.8B) and tested on Chatgpt
(175B).

Increasing the iteration number helps to im-
prove the ICL performance in the early stages.
We vary the number of iterations from 10 (the
same initialized permutations with dataset-based
methods) to 1000. The accuracy is reported in
Figure 7a. We observe a consistent enhancement in
accuracy when N raises from 10 to 50 and a stable
performance after approximately 100 iterations,
which indicates the widespread existence of
performant orders. Notably, DEmO shows a
similar performance (69.61%) with GLE (69.52%)
and Best-of-10 (69.92%) methods when N = 10.
This indicates that DEmO can benefit from the
increased number of searches using content-free
estimation.

Increasing the candidate set size does not
consistently lead to better ICL performance. As
illustrated in Figure 7b, DEmO is able to achieve
a stable improvement with a relatively small size
of the candidate set. Because the usage of tokens
increases linearly with K, increasing K will incur
significant computational burdens. We set K = 4
to make a balance between performance and cost.

6.4 When a Validation Set is Available
Since our framework is designed for real-world
few-shot settings and takes no label information

10 20 50 100 200 500 1000
Iteration Num

60

65

70

75

Ac
cu

ra
cy 69.61 70.23

71.32 71.24 71.02 70.86 70.90

Random
DEmO

(a)

2 4 6 8 10
Candidate Set Size

60

65

70

75

Ac
cu

ra
cy 70.25

71.24 71.05 71.13 71.39

Random
DEmO

(b)

Figure 7: (a) impact of model scales across all datasets.
(b) impact of number of examples on CR and SNLI.

into consideration, in this section we explore the po-
tential of DEmO to be enhanced with a validation-
guided search. Specifically, we additionally add
a validation stage to incorporate label information
into our framework. After the filtering stage, we
first pick 10 permutations with the highest content-
free entropy and rank them by their performance
on a validation set containing 200 instances. Then
we choose the best performant four permutations
to construct the candidate set for the subsequent
inference stage.

Table 3 shows that DEmO further achieves a
2.1% improvement in accuracy, exceeding the Best-
of-10 by 3.4% on Sheared LLaMA2 1.3B. These re-
sults demonstrate the applicability of our method
in full-data scenarios.

Method 1.3B 2.7B
Random 61.66 72.26
Best-of-10 69.92 76.42
DEmO 71.24 77.61
DEmO+Validation 73.36 78.61

Table 3: Average accuracy of Sheared LLaMA2 1.3B
and 2.7B in full-data scenarios.

6.5 Compared with Contextual Calibration

A common calibration technique is widely applied
in few-shot settings to enhance accuracy. Zhao
et al. (2021) first propose a content-free input to
measure the entire test-time distribution and use it
to calibrate the model outputs. However, several
studies show that such a post-calibration method
may fail when the prompt is of poor quality.

We compare our framework with such contex-
tual calibration method and observe that context
calibration achieves 7.6% improvement on average
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Dataset Random CC DEmO
SST2 69.14 84.26 82.81
CR 69.86 88.69 86.41
MR 65.21 85.49 87.73
SUBJ 50.21 59.45 61.72
SNLI 37.11 39.23 40.23
RTE 57.84 53.79 58.05
AGNews 70.76 73.09 76.48
TREC 63.16 60.35 64.84
DBPedia 75.51 78.93 82.89
Avg. 61.66 69.25 71.24

Table 4: Accuracy on Sheared LLaMA2 1.3B. Bold in-
dicates the best result and underline indicates the result
worse than the random baseline.

over the random baseline (Table 4). We also find
that contextual calibration performs well in binary
classification tasks like SST2 but produces lim-
ited improvement in multiclass tasks. On RTE and
TREC, contextual calibration even harms the accu-
racy, showing instability. Compared with it, DEmO
is consistently effective across different tasks and
demonstrates a higher average accuracy.

6.6 Extension to Generation Tasks

The metrics of content-free entropy and influence
are limited to tasks with discrete labels. However,
for open-ended generation, the output space is the
whole vocabulary. A straight way of extension to
generation tasks is to directly operate the first out-
put token probabilities on the output space rather
than on specific label words. Following Zhao et al.
(2021), we choose MIT Movies, a dataset of Infor-
mation Extraction tasks, and adopt the same 6-shot
setups. In Table 5, we observe an improvement in
Exact Match, showing the promise of operating
the first output token.

Method Exact Match Std.
Random 82.50 2.30
DEmO 83.91 1.75

Table 5: Average exact match along with the standard
deviation on MIT Movies.

7 Conclulsion

In this paper, we introduce DEmO, a novel and
general framework for in-context learning example
ordering. DEmO identifies candidate orders with
label fairness at the corpus level and adaptively
selects the one enabling high influence of test in-
stance. Different from existing methods that utilize
in-domain data to find performant orders, DEmO
exhibits no data dependency and can achieve im-
pressive performance under realistic scenarios. Ex-
tensive experiments and analysis demonstrate its ef-
fectiveness and robustness across various settings.

Limitations

Despite that DEmO achieves impressive results, it
still faces the following limitations: (1) Our frame-
work is limited by the lack of label information,
particularly on imbalanced datasets (2) The metrics
of content-free entropy and influence are designed
for classification tasks. More reasonable metrics
rather than naive operation on the the first token
are supposed to be explored.
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A Prompt Template

Table 8 shows prompt templates used for different
datasets in this paper.

B Full Results on LLaMA2

The full results under 4-shot settings are listed in
Table 9.

C Complexity Analysis

Time complexities of different baselines are shown
in Table 6. In addition, we further quantify the cost
by comparing the token usage of different methods
on SST2 (the same setup in main experiments) in
table 7. As seen, our method is superior or on par
to previous methods.
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Method Complexity Remark
ICL O(N) N : number of test instances
Similarity O(KN) K: number of demonstration examples
MDL O(LN) L: number of random orders
GLE O(LM +N) M : size of validation set
MI O(LM +N) M : size of validation set

DEmO O(L+KN)
L: number of random orders
K: size of candidate set

Table 6: Time complexities analysis of different methods.

Dataset-based methods (GLE, MI) MDL DEmO(ours)

Before Inference 1, 029, 740 0 153,712
During Inference 278, 312 1, 391, 560 556,624

Total 1, 308, 052 1, 391, 560 710,336

Table 7: Token usage of different methods on SST2.

Task Prompt Label Names

SST2 Review:[x]\nSentiment:[y] negative, positive

CR Review:[x]\nSentiment:[y] negative, positive

MR Review:[x]\nSentiment:[y] negative, positive

Subj Input:[x]\nLabel:[y] objective, subjective

RTE Premise: [pre]\n Hypothesis: [hyp]\nAnswer:[y] yes, no

SNLI Premise: [pre]\n Hypothesis: [hyp]\nAnswer:[y] yes, maybe, no

AgNews Article:[x]\nAnswer:[y] World, Sports, Business, Technology

TREC Question:[x]\nAnswer:[y]
Number, Location, Person,
Description, Entity, Abbreviation

DBPedia Article:[x]\nAnswer:[y]

Company, School, Artist,
Athlete, Politician, Transportation,
Building, Nature, Village, Animal,
Plant, Album, Film, Book

Table 8: The template adopted for text classification. The right column shows the label names. We adopt the
greedy-decoding method to check the probability for these tokens
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Model Method SST2 CR MR Subj RTE SNLI AgNews TREC DBPedia Avg.

2.7B

Random 93.11 89.26 87.99 53.26 65.74 52.29 78.54 60.37 73.95 72.72
Similarity 94.14 90.55 88.05 54.61 68.91 55.16 79.22 60.94 77.50 74.34

MDL 94.14 90.55 88.05 54.61 68.91 55.16 79.22 60.94 77.50 74.34
MI 93.59 91.95 90.78 53.44 66.02 53.36 80.70 58.67 78.67 74.13

GLE 94.30 91.41 91.41 64.84 69.45 54.77 80.70 59.38 84.06 76.70
Best-of-10 94.30 91.02 91.64 64.16 68.75 54.84 80.81 61.09 81.19 76.42

DEmO 94.69 91.8 92.27 66.88 68.36 52.42 81.48 63.67 86.80 77.61

7B

Random 94.98 92.46 93.24 59.73 70.66 62.81 83.32 76.21 75.20 78.61
Similarity 95.39 90.78 94.69 61.17 71.09 61.64 84.14 77.03 73.53 78.96

MDL 95.47 92.58 95.00 59.14 72.43 65.86 83.11 76.95 77.28 79.76
MI 96.09 92.27 95.47 62.66 73.59 65.16 83.91 77.03 72.50 79.85

GLE 94.92 92.50 95.47 63.42 72.03 65.19 83.91 76.56 75.73 79.96
Best-of-10 95.23 92.27 95.39 69.14 74.77 66.88 84.53 78.67 87.28 82.68

DEmO 92.81 92.89 95.55 67.50 73.91 69.30 83.67 77.42 90.55 81.51

13B

Random 95.06 90.76 95.41 74.12 80.9 77.73 83.22 81.37 88.69 85.25
Similarity 95.00 90.55 95.08 78.98 80.23 75.55 83.12 79.45 86.88 84.98

MDL 96.09 91.17 95.70 76.17 80.73 79.38 83.77 81.33 90.62 86.10
MI 95.55 91.95 95.16 81.80 80.16 78.05 83.91 80.00 91.56 86.46

GLE 95.23 91.02 94.61 81.95 83.44 78.75 84.92 80.86 91.48 86.91
Best-of-10 95.08 91.41 96.09 84.30 82.27 80.23 84.77 82.97 92.27 87.71

DEmO 94.69 91.56 94.53 81.66 81.72 78.12 83.12 81.64 91.64 86.52

Table 9: 4-shot full results.
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