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Abstract

Tuning-based large language models for ma-
chine translation (aka large translation model,
LTM) have demonstrated significant perfor-
mance in the field of machine translation. De-
spite their success, these models often face dif-
ficulties in leveraging demonstrations to fur-
ther improve their performance. To tackle
this challenge, we introduce a novel approach
that integrates demonstration-aware training
and inference strategies within the framework
of tuning-based LTMs, hereby referred to as
demonstration-aware LTMs. During training,
we enrich the model’s learning process by in-
corporating both sentence- and document-level
demonstrations derived from its original train-
ing dataset. During inference, the model syn-
ergizes its own contextual translations with
retrieved high-quality demonstrations, lead-
ing to more precise and contextually appro-
priate outputs. Empirical results reveal that
our demonstration-aware LTM not only miti-
gates the negative impacts traditionally associ-
ated with demonstrations but also secures sub-
stantial improvements in translation accuracy,
particularly in domain-specific and document-
level translation tasks. Source code and scripts
are freely available at https://github.com/
ChenLi0620/Demo-Aware-LLM-MT.

1 Introduction

Large language models (LLMs) (Robinson et al.,
2023; Touvron et al., 2023) have demonstrated
significant advancements in the field of machine
translation (MT). The current state-of-the-art in-
volves LLMs for machine translation (aka large
translation model, LTM) that leverage LLMs, cat-
egorized into prompting-based and tuning-based
approaches. Prompting-based LTMs (Zhang et al.,
2023a; Zhu et al., 2023; Lu et al., 2023; Peng
et al., 2023; He et al., 2024) initiate translations
by appending examples to a base LLM, offering
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a training-free method that allows for swift cus-
tomization to specific translation needs, such as
domain-specific translations. However, this ap-
proach is constrained by static parameters, limiting
its adaptability and translation depth. In contrast,
tuning-based LTMs (Jiao et al., 2023; Zhang et al.,
2023b; Zeng et al., 2023; Xu et al., 2024; Mao
and Yu, 2024; Wang et al., 2024) enhance transla-
tion capabilities through supervised fine-tuning on
MT-specific datasets, resulting in improved perfor-
mance due to parameter updates. Yet, this method
tends to overlook the model’s ability to leverage in-
context learning, particularly in scenarios beyond
zero-shot sentence-level translation.

Acknowledging the advantages and limitations
of both LTM types, we propose the demonstration-
aware LTM, which is developed by lightweight
LoRA (Hu et al., 2022) fine-tuning on the samples
with demonstrations. To cover possible transla-
tion scenarios during training, we propose a mix-
ture of demonstration types, which determines the
demonstration type of a training sample by ran-
domly choosing either the sentence pairs from the
training set as sentence-level demonstrations or
the contiguous contextual text as document-level
demonstrations. We also design different strate-
gies during the inference phase. For the domain
translation, we use only sentence-level demonstra-
tions and retrieve high-quality samples from the
training data as demonstrations. When switching
to the document-level translation, to ensure the spe-
cific information (e.g., style), we propose using hy-
brid demonstrations that concatenate the document-
level and retrieval-based demonstrations.

Our experimental findings highlight that vanilla
tuning-based LTMs may not effectively learn
to utilize demonstrations. Conversely, our
demonstration-aware LTM consistently outper-
forms a strong tuning-based LTM in demonstration-
utilizing scenarios (e.g., domain-specific transla-
tion and document-level translation), underscoring
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the synergistic potential of combining prompting
and tuning-based approaches. Additionally, our
analysis corroborates the utility of demonstrations
in facilitating the translation of rare words. How-
ever, it also brings to light a critical challenge: mit-
igating the detrimental effects of noisy demonstra-
tions, which can compromise the translation quality
of medium- or high-frequency words.
The main contributions are as follows:

* We identify a key limitation in tuning-based
LTMs, specifically their inadequate utilization
of demonstration knowledge. To overcome
this, we introduce a demonstration-aware
LTM that incorporates lightweight LoRA fine-
tuning on samples with demonstrations, en-
hancing the model’s learning efficiency.

* We innovate by integrating both sentence-
level and document-level demonstrations dur-
ing training. This dual-level approach pro-
vides a comprehensive coverage of potential
translation scenarios, significantly enriching
the model’s contextual understanding.

* We design a demonstration-aware model in-
ference strategy by amalgamating retrieval-
based examples with model-generated con-
textual data as demonstrations. This hybrid
approach significantly increases translation
accuracy in document-level translation.

2 Related Work

Prompting-based LTM Prompting-based LTM
has demonstrated substantial significant ICL capa-
bilities, where carefully crafted prompts can yield
remarkable outcomes in MT tasks (Bang et al.,
2023). Optimal selection of context examples
is pivotal, as it can activate the intrinsic mecha-
nisms of prompting-based LTMs to produce the
anticipated outputs, as evidenced by Brown et al.
(2020). Consequently, there has been considerable
research focused on optimizing prompting strate-
gies for LTMs in MT, encompassing the develop-
ment and evaluation of prompt templates (Zhang
et al., 2023a; Hendy et al., 2023), the curation of
demonstration sets (Agrawal et al., 2022), and the
in-depth exploration of the models’ capacity to
learn from such demonstrations (Tan et al., 2023;
Peng et al., 2024). Further investigations have ex-
plored the method of using a pre-trained neural
retriever to retrieve knowledge from databases and
integrate external knowledge sources into LTMs to

elevate translation accuracy (Lewis et al., 2020; Lu
et al., 2023; He et al., 2024).

Despite the demonstrated efficiency in domain
adaptation and ease of utilization, prompting-based
LTMs have not yet achieved the general translation
efficacy of their tuning-based counterparts, as high-
lighted by comparative analyses (Zhu et al., 2023).
This limitation somewhat constrains their broader
applicability in MT contexts.

Tuning-based LTM Tuning-based LTMs fine-
tune foundational LLM models on machine trans-
lation datasets, adjusting parameters to better per-
form on specific translation tasks. With the ad-
vent of open-source large models, research into
tuning-based LTM (Mishra et al., 2022; Wei et al.,
2022) increasingly gains attention. To rapidly adapt
models to the translation domain, researchers have
constructed numerous instruction-tuning datasets
for MT (Xu et al., 2023; Taori et al., 2023; Zheng
et al., 2023). To enhance the translation capabilities
of LTM, Zeng et al. (2023) incorporate additional
training data to improve tuning-based LTM perfor-
mance. Given that most current large models are
primarily based on English as the basic language,
there has been research aimed at optimizing trans-
lations from English to other languages (Zhang
et al., 2023b). Additionally, novel tuning meth-
ods have been designed. Xu et al. (2024) focus
on models primarily on tuning from extensive mul-
tilingual non-parallel corpora. Their method in-
volves two stages: initial fine-tuning on monolin-
gual data followed by fine-tuning on a small set
of high-quality parallel data. Mao and Yu (2024)
propose a tuning-based LTM for low-resource lan-
guages and introduce contrastive alignment instruc-
tions to enhance cross-lingual supervision. Koneru
et al. (2023) try adapting LTM as automatic post-
editors for document-level translation, showing that
fine-tuning for automatic post-editors significantly
improves translation metrics. Wang et al. (2024)
propose a two-stage generation LTM through self-
reflection, where the LTM first generates the initial
translation, then conducts self-assessments, and re-
fines the translation in the next stage based on the
evaluation results. While these advancements have
significantly elevated translation capabilities, they
often overlook the potential of integrating prompt-
ing strategies during the inference stage.

This paper endeavors to amalgamate the
strengths of prompting-based LTMs with those of
tuning-based LTMs, aiming to endow the result-
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ing model with superior demonstration learning
capabilities while ensuring exemplary translation
performance.

3 Demonstration-Aware LTM

3.1 Motivation

Current LTMs are typically trained with supervised
fine-tuning methods, employing simple instruc-
tions along with source and target sentence pairs for
training, achieving commendable results. Numer-
ous studies have demonstrated these large language
models’ robust ICL capabilities, which can enhance
translation performance through the provision of
relevant examples. However, after fine-tuning for
machine translation, there’s a noticeable decline
in the models’ ICL ability. During demonstration-
aware inference, even when provided with high-
quality demonstrations, the improvement in trans-
lation performance is not significant and may even
diminish. This paper explores how to better inte-
grate both approaches, ensuring that the model fully
acquires translation knowledge during the training
phase while also possessing superior demonstra-
tion learning capabilities during the inference stage,
thereby achieving improved translation outcomes.
Table 1 presents our proposed four types of demon-
strations. Appendix A.1 details the specific prompt
forms for these four types of demonstrations for
the model training and inference processes.

3.2 Demonstration-Aware Model Training

Before introducing the types of demonstrations in
training, we formulate the general ICL for machine
translation scenarios. With K '-shot demonstrations
C*, the probability of target sentence vy is:

T

plyle,C*) =T p(ulz. y,,C) (D)
t=1

Sentence-level Demonstrations The sentence-
to-sentence translation is the basic setting of MT.
Therefore, we illustrate the formulation of sentence-
level demonstrations for translation tasks. Specif-
ically, the K-shot sentence-level demonstrations
Cfg( is concatenated by K sentence-pairs as:

qu( = |t(:c1,y1);...;t(mK,yK)\ 2)

where ¢ denotes the format of one written demon-
stration and ““;” denotes the separator between
demonstrations. Accordingly, the probability of
translation is p(y|z, C5). During training, the

sentence-level demonstrations are randomly sam-
pled from the whole training data.

Document-level Demonstrations Sentence-
level demonstrations may limit the use of the
demonstration-aware MT model on document-level
translation since sentence-level demonstrations
lack contextual information. Therefore, we intro-
duce document-level demonstrations, which are the
continuous sentence pairs in a document. The orga-
nization format of document-level demonstrations
follows the sentence-level demonstrations.

However, different from the sentence-level
demonstrations, the composition of the ¢-th in-
stance (x*,y") in document-level demonstrations
should be the continuous span within a specific
document:

CibK = |t(mi_K,yi_K); ...;t(mi_l,yi_lﬂ 3)
Mixture of Two Types Since we propose to con-
sider both the sentence-level and document-level
demonstrations for different settings of transla-
tion, the training data should include two types of
demonstrations. We consider randomly choosing
one type of demonstration for the training sam-
ple (z,y). Specifically, the choosing process of
demonstrations C'X follow Bernoulli distribution:

ck, ¢
ck =725 4
{CK’ e

where ¢ is the probability of choosing sentence-
level demonstrations C fg( during the training pro-

cess. The probability of choosing document-level
demonstrations C% is 1 — ¢.

Lightweight LoRA Fine-tuning In this pa-
per, we introduce extra modules for continually
lightweight finetuning. Given the parameters 6 of
the base model, we add extra tunable parameters
0, into the model. Consequently, the training loss
of training sample (x, y) is:

LC@ = —10gp(y|$,CJ,9*,0m) (5)

where J ~ Uniform{1,2,..., K}, and % denote
that the parameters of a well-trained LTM @ is
frozen during training. As we use the light-weight
LoRA finetuning, the comparison of parameter size
between ¢ and 6,,, should satisfy:

O < 0 (6)

More importantly, the vanilla sentence-level trans-
lation performance will not be affected by the
newly introduced demonstration-aware translation
knowledge by parameter deactivation.
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Role Example

EN: It’s been a long day without you, my friend

Demonstrations C'*

ZH: SCHERIRRIRETE B T REERK

EN: And I'll tell you all about it when I see you again

ZH: 5 {REEZI TR HOT D RRBFTE

ZH: [R]SkEE FofT T8 e B KRR

Target Sentence y°

Demonstration Type = Example

EN: The moon shines on my bed brightly

Sentence-level C%

ZH: JRETEH At

EN: East or west, home is the best

ZH: RLF, P, iR

EN: It’s been a long day without you, my friend

Document-level C iI’)K

ZH: LR ERARHIREHE H T ERE K
EN: And I'll tell you all about it when I see you again

ZH: 5/REEZ B TR MO ORI

EN: We’ve come a long way from where we started

Retrieval-based C%

ZH: TN TEL N WIHIE 5 E T IR H

EN: Reflecting on how far from where we began

ZH: BT SR T Zix

EN: We’ve come a long way from where we started

Hybrid C*X

ZH: BN 12N E IR 15E T 1R B
EN: And I'll tell you all about it when I see you again

ZH: 51REEZ B B MO ORBORTHE

Table 1: Our proposed four types of demonstrations for the given example (x*, y*). Model Training: C? are
demonstrations we randomly select from training dataset, and CBK are demonstrations that precede (z*,y")

according to the sentence order. Model Inference: C g refers to the demonstrations selected through retrieval
methods for their high similarity to the (*,y*). C “K is a hybrid of demonstrations based on similarity retrieval
and self-generated contextual demonstrations at inference stage.

3.3 Demonstration-Aware Model Inference

After demonstration-aware training, the model has
enhanced its ability to understand context. Through
ICL and the use of appropriate samples, we can
make the model applicable to a wider range of
scenarios. For this purpose, we have considered
two scenarios.

Domain Translation Typically, translation mod-
els are trained on limited data, often restricted to
a specific domain, leading to sub-optimal perfor-
mance in other domains. Even with ICL, it might
not yield satisfactory results and could even have
negative effects. We use the R-BM25 (Agrawal
et al., 2022) method to select translation pairs with
high domain similarity to the sentence to be trans-
lated as our distractions. R-BM25, a method based
on n-gram matching for linguistic similarity, en-
ables the selection of superior data as few-shot
examples. Subsequently, utilizing our enhanced

model for inference, we could further enhance do-
main translation. Superficially, we use retrieval-
based demonstrations for domain translation, sat-
isfying the equation C¥ = Cg . With retrieving
scoring function R and the retrieving corpus Z, the
retrieved R-BM25 demonstrations is:

Ch = top-K {R(z,z.)} (7)
(x2y.)€Z

Document-level Translation Document-level
translation often involves significant associations
between sentences, yet leveraging their contextual
relationships for inference can be challenging. To
address this, we introduce an online adaptation ap-
proach where we use the sentences immediately
preceding the source sentence and their transla-
tions generated by LTM within the same document
as document-level demonstrations for ICL. when
translating a new sentence. However, the effec-
tiveness of using self-generated sentences as few-
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shot prompts can be significantly influenced by
the model’s translation capabilities, which might
not effectively grasp the document’s translation
style. To mitigate this issue, we further augment
the model inference with additional retrieval-based
demonstrations. This assists the model in achiev-
ing better translations. By combining these two
types of demonstrations, which we call it hybrid
demonstrations, LTM can leverage the document’s
contextual information and ensure translation qual-
ity with specific information. With hybrid demon-
strations C** | the translation @’ of i-th sentence
x' is generated as:

@i = arg max p(y[:ni, Ci’K) )
y

The hybrid demonstrations are concatenated by the
retrieval-based demonstrations C'%, and document-
level demonstrations C'},. Therefore, the final de-
coding criterion with hybrid demonstration is:

cik = cb.ch 9)

where u and v represent the number of sentence-
level and document-level demonstrations respec-
tively. Given the number of total demonstrations
K, we have K = U + V. Finally, by utilizing
our enhanced model with hybrid demonstrations
for inference, we achieve better document-level
translation.

3.4 Discussion

Our approach employs lightweight LoRA training,
facilitating easy deployment on current LTM. For
training data, we exclusively reconstruct the orig-
inal dataset used during the model’s initial train-
ing phase, without introducing any additional data.
This method not only optimizes the use of existing
training data but also simplifies implementation.

4 Experiments

4.1 Data

Training and Development Data In our exper-
iments, there is no need to introduce additional
data during training and we simply utilize the
training dataset used for instruction fine-tuning
of the LTM models. Following the approach of
ALMA (Xu et al., 2024), during the instruction fine-
tuning phase, we employed training data from the
WMT’ 17 to WMT’ 20 test datasets, along with the
development and test sets from Flores-200. This

includes 58,702 training examples across 10 trans-
lation directions: cs-en, de-en, is-en, zh-en, ru-en.
Test data from WMT’21 are used for the develop-
ment dataset.

Test Data of Domain Translation For evalu-
ating domain translation, we utilized the multi-
domain German-English corpus introduced by
Koehn and Knowles (2017), encompassing textual
data across five distinct domains: subtitles, medical,
law, Koran, and IT.

Test Data of Document-Level Translation For
the evaluation of document-level translation, we
employed two datasets. The Fiction dataset, de-
rived from mZPRT (Xu et al., 2022), consists of
24 chapters across five genres of books, sourced
from Chinese and English Webnovel websites.
These chapters have been manually aligned to cre-
ate parallel Chinese-English sentence pairs. The
GuoFeng (Wang et al., 2023) dataset is a Web-
novel Corpus, comprising works originally written
in Chinese by novel writers and subsequently trans-
lated into English by professional translators. This
dataset encompasses 22,567 continuous chapters
from 179 web novels, spanning 14 genres, includ-
ing fantasy science and romance.

4.2 Model Configuration

We selected the prompting-based LTMs
ParroT-7B' and BayLing-13B2, and the tuning-
based LTMs LLaMA-2-783 and ChatGLM3-6B* (Du
et al., 2022) to evaluate the performance of LTM in
domain and document-level translation, as well as
their ability to perceive demonstrations. We used
the representative tuning-based LTM ALMA> as our
backbone models due to its effectiveness. ALMA
is an LTM based on the MT-centered instruction
tuning of LLaMA-2-7B and 13B, undergoes
an initial fine-tuning process on monolingual
data, followed by further fine-tuning on a small
set of high-quality parallel data and has good
multilingual translation capabilities.

4.3 Training

During our training process, we implemented the
methodology described in §3.2, constructing the

"https://huggingface.co/wxjiao/ParroT-7b
Zhttps://huggingface.co/ICTNLP/bayling-13b-v1.1
3https://huggingface.co/meta-llama/Llama-2-7b
*https://huggingface.co/THUDM/chatglm3-6b
>https://huggingface.co/haoranxu/ALMA-7B
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Domain Document-level

Model

Medical Law Koran Subtitles IT Avg. Fiction GuoFeng Avg.
Prompting-based LTM
LLaMA-2-7B 82.58 82.73  70.58 7849 8136 79.15 14.56 19.55 17.06
w/ Demonstrations 8491 8527 71.68 78.74 85.15 8l1.15 14.95 2440 19.68
ChatGLM3-6B 81.00 80.15 67.88 75.94 80.45 77.08 14.96 22.55 18.76
w/ Demonstrations 83.11 8344 71.21 75.62 8296 79.27 15.67 23.89 19.78
Tuning-based LTM
ParroT-7B 82.39 8232  70.28 7779 79.75 78.51 12.55 15.19 13.87
w/ Demonstrations 80.16 7946  64.03 72.73 81.16 75.50 9.94 10.90 10.42
BayLing-13B 81.67 81.99  69.90 7777 7923 78.11 12.66 18.55 15.61
w/ Demonstrations 84.26 85.78  72.52 77.50 84.55 80.92 13.44 17.85 15.65
Our Recipe with Base Model: ALMA-7B
Vanilla LTM-7B 83.30 83.40 71.92 79.52  82.09 80.05 17.08 22.51 19.80
w/ Demonstrations 84.49 85.69 7144 79.15 8545 81.24 15.50 20.96 18.23
" Demonstration-Aware LTM ~ 85.10 86.48 72.79  79.97 8596 82.06 18.86  23.02 20.94
Our Recipe with Base Model: ALMA-13B
Vanilla LTM-13B 83.58 84.09 72.59 79.67 8229 80.44 16.68 23.62  20.15
w/ Demonstrations 8495 8593 71.02 79.19 8536 81.29 19.84 22.79 2132
" Demonstration-Aware LTM ~ 85.06 86.66 72.73  80.00 86.22 8213  20.15  24.15 2215

Table 2: COMET scores for domain translation and d-BLEU scores for document-level translation of prompting-
based LTM, tuning-based LTM and our demonstration-aware LTM. We use 5-shot retrieval-based demonstrations
for domain translation and 5-shot hybrid demonstrations for document-level translation.

sentence-level demonstrations and the document-
level demonstrations for the original training data.
We set the parameter g to 0.5, opting for an equal
probability in selecting demonstrations, before
training with the newly constructed data as our final
training dataset. We employed lightweight LoRA
technique and set the hyperparameters of LoRA
(r,a) to (16, 32), updating 0.1% of the parameters.
The batch size is 256, the warm-up ratio is 0.01,
and the max-tokens are 1,280. The model under-
went training for 1 epoch, which was sufficient to
observe significant convergence. This training was
conducted on 8 Nvidia A800 GPUs, utilizing Deep-
Speed ZeRO stage 2 for model parallel training.

4.4 Evaluation

During the inference phase, to assess the ICL capa-
bilities of the LTM, we engaged in both zero-shot
and few-shot translation. Utilizing the methodol-
ogy delineated in §3.3, we crafted demonstrations
for reasoning. For all few-shot reasoning activ-
ities, we standardized the number of demonstra-
tions K to 5. Within the realm of domain transla-
tion, due to the test data’s absence of logical con-
textual linkage, we selected the top five demon-
strations with the highest R-BM25 scores as our
few-shot examples. For the document-level Trans-
lation, we adjusted U to 2 and V to 3, thereby

opting for 2 retrieval-based demonstrations along-
side 3 document-level demonstrations. To generate
the most optimal outcomes, we employed beam
search, setting the beam size at five. In evaluat-
ing the inference results, we follow the common
practice of adopting COMET (Rei et al., 2020) for
appraising the quality of domain translation and
utilized document-level sacreBLEU (d-BLEU, Liu
et al., 2020) for measuring the outcomes of our
document-level translation efforts.

4.5 Results

Table 2 displays the main results of demonstrations-
Aware LTM and Vanilla LTM. According to the
main results, we have several findings:

Performance of tuning-based LTM may be hurt
by demonstrations. Comparing the performance
of zero-shot LTM and LTM with demonstrations,
we observe that prompting-based LTM can effec-
tively utilize demonstrations to improve transla-
tion performance. However, demonstrations signifi-
cantly affect the performance of tuning-based LTM
on almost all datasets, except for the IT dataset.
This suggests that although tuning-based LTM im-
proves translation through parameter adjustments
during training, the inclusion of demonstrations
during inference can introduce biases, leading to
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Number of Demonstrations

Figure 1: COMET scores across different quantities
of demonstrations in the domain translation for Vanilla
LTM-7B and Demonstration-Aware LTM.

performance degradation. These results indicate
a critical limitation of tuning-based LTMs in their
ability to effectively leverage demonstrations.

Demonstrations-aware LTM can learn from
demonstrations significantly and stably. The
demonstration-aware LTM consistently outper-
forms baseline models on all datasets, demonstrat-
ing significant and stable improvements in ICL
ability brought by demonstrations. In domain
and document-level translation, the demonstration-
aware LTM effectively integrates high-quality re-
trieved examples with self-generated contextual
translations, resulting in more accurate and con-
textually appropriate outputs. This demonstration-
aware model training strategy enriches the LTM’s
ICL ability, enabling it to better utilize demonstra-
tions during inference.

Demonstrations-aware LTM boost in-context
ability across different model sizes. We observe
that demonstrations-aware LTM beat vanilla LTM
on both the 7B variant and the 13B variant on all
the datasets. These results demonstrate the stable
superiority of demonstrations-aware LTM across
different model sizes.

5 Analysis

5.1 Performance across X-Shot
Demonstrations

Since the number of demonstrations may vary ac-
cording to different conditions, here arises a ques-
tion: Can demonstration-aware LTM achieve con-
sistent performance gains on different numbers
of demonstrations? To answer this question, we
conducted tests with 1 to 5 demonstrations in the
domain translation. Figure 1 displays the results

of the comparison between Vanilla LTM-7B and
Demonstration-Aware LTM at the 7B scale across
1 to 5-shot demonstrations. We can observe that
Vanilla LTM-7B equipped with the 1-shot demon-
stration would even drop the performance in con-
trast to the zero-shot Vanilla LTM-7B, indicating
the failures of Vanilla LTM-7B when exploiting
ICL. Demonstration-aware LTM outperforms the
Vanilla LTM-7B on all settings, indicating that
demonstration-aware LTM can boost translation
quality consistently on different numbers of demon-
strations. To provide a more comprehensive anal-
ysis, we further evaluated the domain translation
scores across all possible combinations of Vanilla
LTM-7B with 1 to 5-shot demonstrations. The
averaged COMET scores across all five domains
are reported in Appendix A.2, offering detailed
insights into the performance variations.

5.2 Effect of Mixing Two Types of
Demonstrations during Training

Models Domain Document

Sentence 82.00 20.62
_Document  81.16 2021

Mixture 82.06 20.94

Table 3: COMET and d-BLEU scores on models using
different training data with diverse types of demonstra-
tions. “Mixture” represents our proposed method that
mixing both the sentence and document-level demon-
strations during training.

To validate the effect of mixing sentence-level
and document-level demonstrations, we trained
demonstration-aware LTMs using each type of
demonstration independently and assessed the dif-
ferences in model performance. Table 3 displays
the results. We can observe that the model trained
with only sentence-level demonstrations outper-
forms the model trained only with document-level
demonstrations. However, the model trained with
the mixture of two types of demonstrations per-
forms better than the model trained with a single
type of demonstration, indicating that mixing two
types of demonstrations during training could help
the training process. This could be explained as
that the mixture of two types of demonstrations
could prevent the model from over-optimizing to
only one type of demonstration.
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Models Domain Document
5-shot 0-shot 5-shot 0-shot
(Full - 8208 8016 2104 19.64
LoRA 82.06 80.05 2094 19.80

Table 4: COMET and d-BLEU scores for full training
and LoRA training.

5.3 Full Fine-tuning vs. LORA

To confirm the efficiency brought by lightweight
modular LoRA, we also implement the variant
of demonstration-aware LTM trained with full-
parameter fine-tuning. Table 4 shows that the
LoRA variant achieves competitive performance
compared to the full-tuned variant with slight score
differences, indicating that the LoRA variant is effi-
cient enough. Therefore, we recommend the LoRA
variant as our default method.

5.4 Necessity of Using Hybrid Demonstrations
on Document-Level Translation

Models Fiction GuoFeng

Retrieval-based 18.14 22.93
_Document-level _ 17.73 __ 2147

Hybrid 18.86 23.02

Table 5: d-BLEU scores for document-level translation
using various types of demonstrations. “Hybrid” repre-
sents our proposed method that concatenate the retrieval-
based demonstrations and document-level demonstra-
tions during inference.

To ensure the necessity of introducing retrieval-
based demonstrations for document-level transla-
tion, we conducted tests on document-level trans-
lation using retrieval-based and document-level
demonstrations of the same length separately. The
results in table 5 display that our hybrid demon-
strations are the optimal choice. Using only the
document-level demonstrations falls behind the
retrieval-based demonstrations, which could be at-
tributed to the document-level demonstration’s lack
of specific information to guarantee the transla-
tion quality. We conclude that introducing hybrid
demonstrations is important for document-level
translation.

5.5 Robustness of Tolerating Noisy
Demonstrations

The robustness of models should be paid attention
to since noisy demonstrations may damage the per-

formance of demonstration-aware model inference.
We test models in the medical domain and simu-
late the noisy demonstrations with random word
substitution. Accordingly, the clean demonstra-
tions are the original demonstrations. Besides, we
also implement the model variants trained with
consistency loss with data augmentation since con-
sistency loss is a widely used method to enhance
the robustness of prior works. Specifically, the
consistency loss with data augmentation on demon-
strations could be formulated as:

1 ~ K
Lcon = 5KL(p(y|m,CK)Hp(y|:v, C ))+

1 ~ K
S K L(p(yle, C)lp(yle, C))
(10)
~ K

where C' represents the demonstrations processed
by data augmentation. With weight « for consis-
tency loss, the final training criterion with consis-
tency loss is:

Lfinal = Lce + CVLcon (1)
Considering the possible data augmentations, we
implement three types of models trained with con-

sistency loss and present specific examples for each
type of data augmentation in Appendix A.3:

* Token Augmentation is the model variant aug-
mented by token-level substitution on demonstra-
tions. After tokenizing the data, we create a copy
for noise addition purposes. For the word vectors
corresponding to the positions of demonstrations,
we randomly replace word vectors based on a
Bernoulli distribution with a 1% probability, re-
sulting in approximately 10% of the data being
altered. Considering the magnitudes of our cross-
Entropy loss and consistency loss, we set o to
0.02 to maintain a reasonable loss ratio.

* Sentence Augmentation is the model variant
trained with sentence replacement on demon-
strations. To achieve sentence-level robustness,
we create a copy of the original demonstration
data, in which 10% of the target sentences in
the demonstrations are replaced with either their
source sentences or randomly with other target
sentences. We then feed both sets of data into
the model for training. Considering the signif-
icant difference in data distribution caused by
sentence-level noise, we set the parameter « to
0.001 for consistency learning.
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Koran

Subtitles

EZA Vanilla
E=E Vanilla+Demo
¥ Demo-Aware

Low Mid High

Figure 2: Word translation accuracy versus frequency on domain translation.

Models Clean Noisy
Vanilla LTM-7B 83.30 -
+ Demonstrations 84.49 7537

" Token Augmentation 84.90 7572
Sentence Augmentation 84.72 75.16
Shot Augmentation 84.97 75.28

" Demonstration-Aware LTM ~ 85.10  75.73

Table 6: Evaluating the performance and robustness of
models using COMET scores across various approach
variants on the medical domain translation task.

* Shot Augmentation is the model trained to be
consistent among samples equipped with differ-
ent numbers of demonstrations. We set the pa-
rameter « to 0.0001 for consistency learning.

According to the results in Table 6, by compar-
ing the decrease in COMET scores when using
noisy demonstrations, we find that only the token
augmentation LTM, which shows a decrease of
9.18 points, exhibits a slight improvement in robust-
ness compared to our demonstration-aware LTM,
which shows a decrease of 9.38 points. However,
this improvement comes at the cost of overall trans-
lation performance. Additionally, training with
these augmentation methods proves to be more
complex and time-consuming. Overall, our pro-
posed demonstration-aware LTM strikes the right
balance between performance and practicality.

5.6 Performance Stability across Word
Frequency

To understand the improvement brought by our
method, we divided the word frequency into three
intervals: Low ([0, 50)), Middle ([50, 1000)), and
High ([1000, + inf)). The word frequency is cal-
culated from the training set of the WMT19 De-
En translation benchmark, which is treated as the
general domain data. We display the statistics of
word translation accuracy versus word frequency
of the domain translation in Figure 2. We find
that incorporating demonstrations helps translate

rare words according to the behaviors on the Low
bucket. This phenomenon may be due to the neces-
sary specific information provided by demonstra-
tions when translating rare words. We can also
observe that Vanilla LTM-7B’s performance issues
due to demonstrations mostly occur with middle
and high-frequency word translations, especially
in the Koran and Subtitles datasets. In contrast,
the demonstration-aware LTM avoids these perfor-
mance issues and shows consistent improvements
across all word frequencies and datasets.

6 Conclusion

To enhance the demonstration learning capability
of tuning-based LTM, this paper introduces the
demonstration-aware LTM. We crafted sentence-
level and document-level demonstrations to bet-
ter enable the LTM to perceive and utilize demon-
strations. Following these developments, we also
employed retrieval and self-generation techniques
to create high-quality demonstrations that fully
leverage the LTM’s capacity for model inference.
Our experimental results in domain translation and
document-level translation demonstrate that our
proposed method enables tuning-based LTM to
learn from demonstrations significantly and stably.

Limitation

While the proposed demonstration-aware LTM can
effectively enhance the model’s ability to perceive
demonstrations, leading to improved translation
performance, it still has some limitations: (1) For
the selection of the two types of demonstrations in
the training data, we merely mixed them based on a
certain probability without investigating the impact
of different data ratios; (2) We trained our model
using multiple languages, but did not fully evaluate
our model across a diverse set of languages; (3) We
selected only one type of tuning-based LTM as our
Vanilla LTM, which is not sufficient to prove the
widespread applicability of our method.
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Prompt of Demonstration-Aware Training for Sentence-level Demonstrations

1-
su4st]-

Translate this from [source 1 | to [target |

[source language]:sentence-level demonstration <source sentence,>

[target language]:sentence-level demonstration <target sentence,> [target language]:document-level d ration <target sentence,>
...... ckl | o
[source language]:sent -level d ration <source sentenceg> [source language]:doc t-level d tration <source sentencey>
[target language]:sentence-level demonstration <target sentence,> [target language]:document-level demonstration <target sentence,>
[source language]:<source sentence> [source language]:<source sentence>

dtarget language]:<target sentence> ) L[target language]:<target sentence )

Prompt of Demonstration-Aware Training for Document-level Demonstrations

Translate this from [source language] to [target language]:
[source language]:document-level demonstration <source sentence,>

Prompt of Demonstration-Aware Inference for Domain Translation

Translate this from [source language] to [target language]:
[source language]:retrieval-based demonstration <source sentence,>

[target language]:retrieval-based demonstration <target sentence,>

...... C Ili‘ CcHE
[source language]:retrieval-based demonstration <source sentence,> [source language]:document-level demonstration <source sentence,>
[target language]:retrieval-based demonstration <target sentence> [target language]:self-generated demonstration <target sentencey>
[source language]:<source sentence: [source language]:<source sentence>

dtarget language]: y dtarget language]: )

Prompt of Demonstration-Aware Inference for Document-level Translation

Translate this from [source language] to [target language]:
[source language]:retrieval-based demonstration <source sentence,>

[target language]:retrieval-based demonstration <target sentence,>

Figure 3: Prompts for four types of demonstrations. Model Training: C é( are demonstrations randomly selected
from the training dataset, and C’%K are demonstrations that precede source sentence according to the sentence order.
Model Inference: C' g refers to the demonstrations selected through retrieval methods for their high similarity to
the source sentence. C*** is a hybrid of demonstrations based on similarity retrieval and self-generated contextual

demonstrations at the inference stage.

A Appendix

A.1 Prompts for Four Types of
Demonstrations

Table 1 in Section 3 presents our proposed four
types of demonstrations. The specific prompt forms
for these four types of demonstrations during the
training and inference stages are shown in Fig-
ure 3. For each type of demonstration, we use
the same translation instructions to ensure that the
LTM clearly understands the translation task and
direction. These prompt forms guide the LTM to ef-
fectively utilize the demonstrations, thereby achiev-
ing better translation performance.

A.2 Performance across Different
Combinations of X-Shot Demonstrations

Regarding the number of demonstrations, we an-
alyze the impact of different quantities of demon-
strations on LTM performance in Section 5.1, with
the results presented in Figure 1. The findings indi-
cate that both Vanilla LTM-7B and Demonstration-
aware LTM perform better with multiple demon-
strations than in a zero-shot scenario, achieving
optimal results with five demonstrations. Build-
ing upon this, we further analyze the effect of the
number of demonstrations on Vanilla LTM-7B. We
evaluate the domain translation scores across all
possible configurations of Vanilla LTM-7B with

varying numbers and compositions of demonstra-
tions and report the averaged COMET scores over
all 5 domains. The results are presented in Table 7.
The suffix numbers in the table represent the rank
of the demonstrations selected based on their scores
from the R-BM25 method, within the top 5 scoring
demonstrations. Our results indicate that Vanilla
LTM achieves better translation performance with
an increased number of demonstrations. Moreover,
selecting the top-ranked demonstrations, namely
those with the highest R-BM25 scores, results in
better translation. The performance of Vanilla
LTM with multiple demonstrations surpasses that
of the zero-shot scenario. This demonstrates that
our method of selecting demonstrations and the
numbers used is both reasonable and effective for
Vanilla LTM, thus not leading to any bias. Further-
more, when using the same demonstrations, our
demonstration-aware LTM shows consistently bet-
ter performance across different numbers of demon-
strations compared to Vanilla LTM. This further
validates the effectiveness of our approach.

A.3 Examples of Noisy Demonstrations

In Section 5.5, to discuss the robustness of the
method and the effect of using consistency learn-
ing, we adopted three forms of data augmentation.
Table 8 presents examples of each augmentation.
Token augmentation involves randomly replacing
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Vanilla LTM
4shot-1234 4shot-1235 4shot-1245 4shot-1345 4shot-2345

81.14 81.01 80.81 80.87 80.61
3shot-123  3shot-124  3shot-125  3shot-134  3shot-135
80.89 80.79 80.73 80.63 80.65
3shot-145  3shot-234  3shot-235  3shot-245  3shot-345
80.61 80.36 80.35 80.4 80.18
2shot-12 2shot-13 2shot-14 2shot-15 2shot-23
80.47 80.16 80.02 79.89 79.83
2shot-24 2shot-25 2shot-34 2shot-35 2shot-45
79.73 79.75 79.51 79.42 79.41
1shot-1 1shot-2 1shot-3 1shot-4 1shot-5
79.20 78.42 78.11 78.02 77.93
Demonstration-aware LTM
1shot 2shot 3shot 4shot Sshot
80.66 81.25 81.55 81.94 82.06

Table 7: COMET scores across different quantities and combinations of demonstrations in the domain translation.
The suffix numbers represent the rank of the demonstrations selected based on their scores from the R-BM25
method, within the top 5 scoring demonstrations.

certain tokens within demonstrations with a 1%
probability using a Bernoulli distribution. In our
examples, the token “f"J” was randomly replaced
with “F1”, and the token “fil” was replaced with
“H]”. Sentence augmentation replaces sentences
within demonstrations, where 10% of the target
sentences are replaced with their source sentences
or randomly with other target sentences. For the
examples we provided, the target sentence was re-
placed with the source sentence “It’s been a long
day without you, my friend” in the first demonstra-
tion, and the target sentence “HirEEZN T2
WOy BEAR T was randomly replaced with
another target sentence “5 [A] 3L B¢ A 1H#EF
18 K FKFE” in the second demonstration.
Shot augmentation modifies the number of demon-
strations by randomly increasing or decreasing the
number of demonstrations. In our examples, we
randomly deleted the first demonstration.
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Role Example
EN: It’s been a long day without you, my friend
ZH: SCHERIRRIREHE H TREEE K
EN: And I'll tell you all about it when I see you again

ZH: 5{REE B LR HOT D RRERTE

Augmentation Type Example

EN: It’s been a long day without you, my friend

ZH: IHERARFIREHE H 7 BB

EN: And I'll tell you all about it when I see you again
ZH: 5{REEZB W MOT O/ RIS

EN: It’s been a long day without you, my friend

ZH: It’s been a long day without you, my friend

EN: And I'll tell you all about it when I see you again
ZH: 5[FKBEE T FE T8 KRR

EN: And I'll tell you all about it when I see you again

ZH: 5{REE B LR HOT DRRBORTE

Demonstrations

Token augmentation

Sentence Augmentation

Shot Augmentation

Table 8: Examples of the proposed three data augmentations. Token augmentation involves replacing tokens within
demonstrations. Sentence augmentation replaces entire sentences within demonstrations, either substituting the
target sentences with their source sentences or randomly with other target sentences. Shot augmentation modifies
the number of demonstrations by randomly increasing or decreasing the number of demonstrations.
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