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Abstract

Block Diagrams play an essential role in visu-
alizing the relationships between components
or systems. Generating summaries of block di-
agrams is important for document understand-
ing or question answering (QA) tasks by pro-
viding concise overviews of complex systems.
However, it’s a challenging task as it requires
compressing complex relationships into infor-
mative descriptions. In this paper, we present
“BlockNet”, a fusion framework that summa-
rizes block diagrams by integrating local and
global information, catering to both English
and Korean languages. Additionally, we in-
troduce a new multilingual method to produce
block diagram data, resulting in a high-quality
dataset called “BD-EnKo”. In BlockNet, we
develop “BlockSplit”, an Optical Character
Recognition (OCR) based algorithm employ-
ing the divide-and-conquer principle for local
information extraction. We train an OCR-free
transformer architecture for global information
extraction using BD-EnKo and public data. To
assess the effectiveness of our model, we con-
duct thorough experiments on different datasets.
The assessment shows that BlockNet surpasses
all previous methods and models, including
GPT-4V, for block diagram summarization.1

1 Introduction

Document Artificial Intelligence (Document AI) is
gaining momentum across industries for streamlin-
ing document processes, enhancing efficiency, and
extracting insights from unstructured data. Down-
stream tasks span various domains and paradigms,
such as document QA (Tanaka et al., 2021), lay-
out detection (Zhong et al., 2019), classification
(Harley et al., 2015), and more. Documents con-
tain not only text, images, charts, or tables but also
the most important block diagram, which is often

1The dataset, source code, and model checkpoints are
publicly available at https://github.com/shreyanshu09/
BlockNet.

overlooked but plays a crucial role in illustrating
systems, processes, or relationships.

Block diagrams are visual representations of sys-
tems, processes, or relationships using blocks or
boxes to represent components or elements, and
lines or arrows to show the relationships between
them. They are particularly useful in technical doc-
umentation, engineering reports, business models,
scientific papers, and more. Block diagrams can
vary in complexity from simple representations of
basic systems to more complex systems with nu-
merous interconnected components. Summaries
from block diagrams offer numerous advantages,
including reducing manual effort, enhancing pro-
ductivity, integrating with AI systems for analysis,
Document AI, QA, and knowledge representation.
They improve accessibility for visually impaired
individuals, facilitate efficient information retrieval,
support collaboration among team members, aid
decision-making, and streamline workflows. These
summaries also convert complex information into
concise descriptions, aiding comprehension and
saving time compared to manual analysis.

Despite its numerous advantages and potential
applications, the block diagram summarization
problem remains relatively overlooked within the
natural language processing (NLP) community. We
encountered a scarcity of literature on block dia-
gram summarization. Previous approaches primar-
ily focused on detecting different shapes within
the diagrams (Julca-Aguilar and Hirata, 2018) or
converting handwritten block diagrams into elec-
tronic formats (Schäfer and Stuckenschmidt, 2019;
Schäfer et al., 2021; Schäfer and Stuckenschmidt,
2021). However, approaches failed to address the
vital task of linking text phrases with shapes and
arrows, crucial for effective summarization. To the
best of our knowledge, only a few methods have
effectively accomplished diagram summarization
by combining object detection with pre-trained lan-
guage models (Bhushan and Lee, 2022). Neverthe-
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less, their results are subject to several limitations
such as hallucination problem, OCR errors, lack of
large dataset, and support limited diagrams. Even
the latest powerful vision language model, GPT-4V
(Yang et al., 2023), struggles with efficiency, partic-
ularly in the task of converting block diagrams to
text, often lacking detailed information. Address-
ing block diagram summarization encounters two
main challenges: the absence of a large dataset and
the lack of robust baselines.

In this paper, we propose a fusion-based frame-
work “BlockNet”, comprising three main compo-
nents: a local information extractor, a global in-
formation extractor, and an integrator. The local
extractor, based on our algorithm “BlockSplit”, fol-
lows the divide-and-conquer principle to split block
diagrams into subunits, each containing two con-
nected nodes or symbols. These subunits are then
processed using OCR to extract triplets (head, re-
lation, tail). The global extractor utilizes an OCR-
free visual document understanding (VDU) trans-
former model, trained on both English and Korean
diagram datasets. Lastly, the integrator, a large lan-
guage model (LLM), interprets visual information
and combines outputs from both extractors. We
also introduce a new multilingual data collection
approach for block diagram understanding and gen-
eration, enabling flexibility and scalability. With
this approach, we compile a large, high-quality
dataset, “BD-EnKo”, containing 83,394 diagrams
with their summaries in English and Korean, ex-
pandable to any language using our approach.

To summarize, our contributions are below:

• We propose BlockNet, a fusion framework
that combines local and global information
from block diagram to enhance summary gen-
eration.

• We introduce a novel multi-lingual data collec-
tion approach specifically designed for block
diagram understanding and generation, offer-
ing flexibility and scalability.

• Using our innovative data collection method-
ology, we produce the diverse and high-
quality benchmark dataset BD-EnKo in En-
glish and Korean languages.

• We conduct several automatic and human eval-
uations to check the performance of the pro-
posed framework.

2 Related Work

Visual Document Understanding Several VDU
methods have been developed to interpret semi-
structured documents and extract vital informa-
tion, such as receipts and tables (Davis et al., 2019;
Huang et al., 2019; Hong et al., 2022). Early ap-
proaches aimed to utilize OCR-independent visual
backbones (Kang et al., 2014; Harley et al., 2015;
Afzal et al., 2015; Guo et al., 2019) but exhibited
limited performance. Subsequent advancements
in OCR (Baek et al., 2019a,b; Jung et al., 2021)
led to the development of various OCR-dependent
VDU models by combining with language mod-
els (Hwang et al., 2019; Bhushan and Lee, 2022).
These methods typically address the task in two
stages: 1) extracting text from document images
using deep learning-based OCR; 2) comprehend-
ing the document as a whole. However, OCR-
dependent techniques face challenges as OCR er-
rors can negatively impact downstream processes
(Hwang et al., 2019, 2021). To address this, Kim
et al. (2022) introduced a Transformer-based OCR-
free architecture (Devlin et al., 2019; Dosovitskiy
et al., 2020; Kim et al., 2021) but still it faces prob-
lems particularly with non-English words. Con-
sidering these points, we integrate both OCR tech-
niques (local information) and OCR-free models
(global information) to address the respective limi-
tations of each.

Image to Data Generation Earlier, Montalvo
(1990) explored understanding symbolic descrip-
tions in diagrams and suggested a method that
links symbolic descriptions with visual attributes
to enhance comprehension and analysis. Julca-
Aguilar and Hirata (2018) introduced a handwrit-
ten block diagram detection system using Faster
R-CNN. However, their method’s inability to recog-
nize edges prevents it from identifying the symbols
connected by the arrows, thus limiting its effective-
ness in block diagram understanding tasks. Arrow
R-CNN addresses this by employing an arrow key-
point predictor to learn and predict arrow positions
(Schäfer and Stuckenschmidt, 2019). Furthermore,
Schäfer and Stuckenschmidt (2021) improves ar-
row detection by modeling arrows as relationships
between shapes rather than as independent objects
with bounding boxes. However, these systems
only detect symbol categories without capturing
key information conveyed by the block diagram.
Bhushan and Lee (2022) introduced the BloSum
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Figure 1: Pipeline of our data generation method.

framework, which employs a language model to
generate textual descriptions for identified block di-
agram images, thereby improving tasks such as doc-
ument summarization. However, language models
face challenges such as the illusion problem, where
the generated content may lack meaning or reliabil-
ity compared to the original content. Moreover, the
dataset that they used for training the model was
very small. In contrast, our approach is to integrate
the local information (summary of each sub-block)
from the diagram as well as the global information
(overall summary). Moreover, our model is trained
on a significantly larger dataset (around 76K) com-
pared to the BloSum framework (around 500).

3 Method

In this section, we divide into four subsections. The
first explains our unique data generation method.
The second discusses the large-scale dataset “BD-
EnKo”. The third analyzes the dataset, and fourth
presents “BlockNet”, our fusion-based framework.

3.1 Data Generation

In this subsection, we detail our unique approach
of data generation. It mainly comprises three parts
as shown in Figure 1. These parts are detailed in
the following paragraphs.

Mermaid Code Generation The first part is to
collect different varieties of mermaid code. Mer-
maid code is a markup language for creating di-
agrams, charts, and flowcharts. It is concise and
intuitive, allowing for the easy creation of complex

Types
Train Validation

English Korean English Korean
Flowchart 7,875 7,678 875 854
GraphLR 5,462 2,861 607 318
GraphTD 3,500 2,402 389 267
Journey 8,494 8,858 942 985
Sequence 2,708 3,539 301 394
Simple Graph 3,825 1,194 425 133
State Diagram 6,444 6,265 717 693
C4 3,549 0 395 0
Real World 76 304 15 50
Total 41,933 33,101 4,666 3,694

Table 1: Statistics of our BD-EnKo dataset comprising
various types of block diagrams.

visual representations. It supports a wide range
of diagrams, including flowcharts, sequence di-
agrams, Gantt charts, etc. We instruct GPT-3.5
(Ouyang et al., 2022) to generate mermaid codes
encompassing various types and random themes of
diagrams. This method guarantees the creation of
diverse mermaid data with appropriate structure,
essential for image generation. Additionally, by
controlling these characteristics, we intentionally
reduce bias, leading to a more balanced dataset.

Block Diagram Image Generation The next
part is to transform the generated mermaid code
into visual block diagrams using the popular dia-
gram generation tool, Mermaid2. We provide fur-
ther details on enhancing aspects such as color and
theme schemes. To broaden the variety, we also
applied random noise, blur effects, and grayscale
effects to the images. This yielded a diverse col-
lection of block diagram images, each accurately
depicting connections and symbols while being
visually appealing, thereby demonstrating the ef-
fectiveness of our approach.

Block Diagram Text Generation The final part
involves generating text descriptions for each block
diagram image. Leveraging the structure of mer-
maid code, which GPT-3.5 turbo understands well,
makes it particularly straightforward to generate
descriptions based on this code. To accomplish this,
we utilize the previously generated mermaid code
from mermaid code generator. We then instruct
GPT-3.5 turbo once more to generate coherent and
meaningful descriptions based on this mermaid
code structure. The prompts utilized at each part
and the pipeline explanation with examples are de-
tailed in Appendix A.1.

2https://github.com/mermaid-js/mermaid
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Figure 2: Visualization of BD-EnKo dataset statistics depicting the relationship between ‘Number of Nodes’ and
‘Number of Arrows’.

3.2 BD-EnKo Dataset
Our method for generating block diagram data re-
sulted in a large-scale dataset comprising 83,394
samples. These samples consist of both English
(46,599 samples) and Korean (36,795 samples) lan-
guages, featuring a diverse range of block diagram
images with their high-quality summaries. As de-
picted in Table 1, our method generated eight dis-
tinct types of block diagrams, each possessing its
unique style and significance. We supplemented
our dataset by collecting a few real block dia-
gram images from publicly available sources on
the Google search engine, consisting of 91 English
samples and 354 Korean samples. The decision
to collect more samples for the Korean language
stemmed from the availability of the public dataset
“CBD” for English cases, as collected by Bhushan
and Lee (2022) from various search engines. For
the real-world samples, we engaged Korean native
speakers to provide meaningful summaries for the
given diagrams in Korean, while English native
speakers performed the same task for the English
samples. Dataset samples of various categories can
be found in the Appendix A.2.

3.3 Dataset Analysis
Figure 2 presents the statistical insights from the
training data of the BD-EnKo dataset. The top-left
histogram, colored in blue, shows the distribution
of the number of nodes, with a high frequency of

occurrences around 0 to 20 nodes, peaking at ap-
proximately 25,000 occurrences, and tapering off
significantly beyond 50 nodes. The top-right his-
togram, colored in red, illustrates the distribution
of the number of arrows, similarly showing a high
frequency around 0 to 10 arrows, peaking at around
29,000 occurrences, and diminishing beyond 30 ar-
rows. The bottom scatter plot, with green dots, de-
picts the relationship between the number of nodes
and the number of arrows, showing a positive cor-
relation. The linear regression line fitted to the
scatter plot indicates a strong positive correlation
with a correlation coefficient of 0.91 and a p-value
less than 0.001, suggesting a statistically signifi-
cant relationship between the number of nodes and
the number of arrows in the dataset. Descriptive
statistics of the dataset are in Appendix A.3.

3.4 BlockNet

This subsection details BlockNet’s architecture,
shown in Figure 3, with three main blocks: lo-
cal extractor, global extractor, and integrator. Local
information alone misses overall structure, while
global information alone overlooks details. Block-
Net integrates both for better diagram summariza-
tion. Each block of BlockNet is elaborated in the
following paragraphs.

Local Information Extractor We construct this
module following the divide-and-conquer princi-

13840



Object detector

Splitter Visual encoder

Text decoder
OCR

Triplets: [<H> Begin <R> 
connected with <T> Initialize <H> 
Initialize <R> connected with...]

Overall summary: Begin is 
connected with Initialize which 
is then connected with…

Final Output: The block 
diagram illustrates a process 
flow starting with Begin …

LLM

Integrator

Global Information Extractor

Local Information Extractor

BlockSplit

Input: Block Diagram

Figure 3: Schematic of BlockNet: Local connections are captured as triplets, while a transformer-based encoder-
decoder generates a global summary. The integrator merges local and global data from the image.

ple, emphasizing the division of block diagrams
into smaller pairs to improve efficiency and prevent
oversight of detailed information. In this block, the
very first step is to detect all symbols and arrows
within the diagram, which we classify as an object
detection task. Unlike previous work (Bhushan and
Lee, 2022), we train the object detection model
based on YOLOv5 (Jocher et al., 2020) that pro-
vides fundamental abilities crucial for detecting dif-
ferent objects in an image. We train this model with
CBD, FC_A, and FC_B dataset which provides the
annotations of different shapes and arrows in a di-
agram. We train the model for six labels: arrow,
terminator, process, decision, data, and text. Addi-
tionally, we utilize the Pororo OCR3 that supports
both English and Korean to extract text from the
images. Subsequently, we developed an algorithm
“BlockSplit” to divide the block diagram image
into sub-diagrams, each containing two nodes con-
nected by an arrow, detailed in Algorithm 1.

This algorithm takes three inputs: shapes de-
tected by the object detection module, texts recog-
nized by the OCR, and the head and tail keypoints
of arrows. To identify the head and tail keypoints of
arrows, each arrow is divided into two parts, and the
number of white pixels is counted. A higher count
indicates the arrow’s head, while a lower count in-

3https://github.com/yunwoong7/korean_ocr_
using_pororo

dicates its tail. For each head and tail keypoint, the
algorithm first identifies the closest shapes, then
determines the associated shape’s name. Subse-
quently, it locates text within the shape; if text is
present, it is labeled as either Head or Tail, other-
wise, the shape’s name is used. Regarding relations,
the algorithm calculates the distance between the
arrow and all text bounding boxes written outside
shapes. Texts within a threshold distance (set at
5) are labeled as Relations. In the absence of texts
within this threshold, the relation is denoted as
‘connected with’. Each sub-diagram is represented
as a triplet (<H> Head, <R> Relation, <T> Tail).
The output of this block consists of a collection of
all triplets found within the diagrams.

Global Information Extractor We train the
transformer encoder and decoder model based on
the configuration specified in Donut (Kim et al.,
2022) to extract the global information of the
block diagram. The straightforward architecture
comprises a visual encoder module and a text de-
coder module based on the Transformer architec-
ture (Vaswani et al., 2017). This model does not
rely on any OCR-related modules but instead uti-
lizes the visual encoder to extract features from
the given image. We utilize Swin Transformer
(Liu et al., 2021) as the visual encoder. Initially,
the visual encoder divides the input image into
non-overlapping patches, applying a window-based
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multi-head self-attention module and a two-layer
multi-Layer Perceptron (MLP) to these patches.
Subsequently, patch merging layers are applied to
the patch tokens at each stage. The resulting output
is then fed into the text decoder.

For the text decoder architecture, we employ
BART (Lewis et al., 2020). The text decoder takes
the outputs of the visual encoder and generates
a sequence of tokens. Specifically, we initialize
the decoder model weights using a publicly avail-
able pre-trained multilingual BART model (Parikh
et al., 2020). We train the end-to-end model using
our BD-EnKo dataset, that contains both English
and Korean diagrams, as well as the CBD dataset
collected by Bhushan and Lee (2022), FC_A hand-
written block diagram dataset collected by Awal
et al. (2011) and FC_B handwritten block diagram
datasets collected by Bresler et al. (2016). These
datasets comprise block diagram images and their
corresponding text summaries, which aid in the
end-to-end training process. The pre-trained Donut
model is capable of reading the texts in the image
according to the reading order, typically from top-
left to bottom-right. However, applying the model
directly to our task is suboptimal due to the com-
plexity of block diagram layouts and relationships.

Integrator After obtaining both the local and
global information from the diagram, the final step
involves integrating them to mitigate the errors or
limitations of each. To address these limitations,
we utilize an LLM GPT-4V to seamlessly integrate
both local and global information based on the
provided block diagram image. This module re-
ceives inputs from two sources: the local informa-
tion extractor, which produces triplets as outputs,
and the global information extractor, which pro-
vides an overall summary. Additionally, it takes
the input block diagram image. The output is a
final summary that integrates information from all
these sources. The prompt utilized for integration
is outlined in the Appendix A.4.

4 Experiments

We first describe the experimental setup in Section
4.1, followed by a discussion of the metrics em-
ployed to measure performance in Section 4.2, and
at last present the main results in Section 4.3.

4.1 Experimental Setup
Datasets We utilize three datasets to evaluate and
compare the performances of various models. Our

Algorithm 1 BlockSplit Algorithm

Input: Shape s ∈ S, Texts t ∈ T, Head & Tail
Arrow Keypoints a ∈ A (ahead, atail)

Output: <H> head, <R> relation, <T> tail
1: for ai in A:
2: <H>i = argmins(dist(ahi ,s)), s ∈ S
3: <T>i = argmins(dist(ati ,s)), s ∈ S
4: if any t ∈ T in <H>i then
5: <H>i = t, t ∈ T
6: end if
7: if any t ∈ T in <T>i then
8: <T>i = t, t ∈ T
9: end if

10: if min(dist(ai,t)), t ∈ T < 5 then
11: <R> = argmint(dist(ai,t)), t ∈ T
12: else
13: <R> = ‘connected with’
14: end if

dataset, BD-EnKo, is partitioned into two subsets:
BD-En (4,666 samples) for English diagrams and
BD-Ko (3,694 samples) for Korean diagrams. This
division is necessary as some models do not support
the Korean language, ensuring a fair comparison
across different languages. Additionally, we em-
ploy CBD (106 samples) (Bhushan and Lee, 2022),
an English real-world dataset, and FC_B (196 sam-
ples) (Bresler et al., 2016), consisting of English
handwritten diagrams.

BlockNet For symbol detection within the lo-
cal information extractor task, we employ a pre-
trained YOLOv5 model (Jocher et al., 2020) as
the backbone network. Although the diagram im-
ages differ greatly from real-world images in the
COCO dataset (Chen et al., 2015), we fine-tune
the model using the CBD dataset due to its pro-
vision of annotations for symbol detection tasks.
Within the global information extractor, we train
the transformer encoder and decoder model using a
combined dataset including BD-EnKo (75,034 sam-
ples), CBD (396 samples), FC_A (357 samples),
and FC_B (476 samples).

Additional details regarding the experimental
setup for BlockNet and various other models used
for comparison are provided in the Appendix A.5.

4.2 Evaluation Metrics

Text quality can be assessed through both human
evaluation and automatic evaluation metrics. Au-
tomatic evaluation metrics fall into two categories:
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BD-En (English) BD-Ko (Korean)

Models BLEU ↑ ROUGE-1 ↑ BLEURT ↑ PPL ↓ BLEU ↑ ROUGE-1 ↑ BLEURT ↑ PPL ↓
mPlug 6.2 20.7 -0.34 5.25 - - - -
Faster R-CNN + BART_Large 13.01 31.26 -0.11 13.25 - - - -
Faster R-CNN + T5_Large 17.95 38.21 -0.04 11.37 - - - -
BloSum + BART_Large 22.29 39.4 -0.17 11.15 - - - -
BloSum + T5_Large 24.62 45.36 0.11 10.13 - - - -
Donut 55.77 69.91 0.17 21.26 33.76 52.22 -0.12 13.97
GPT-4V 50.65 67.04 0.29 7.79 20.72 33.61 -0.46 4.3
BlockNet (ours) 58.61 74.25 0.38 7.22 62.41 78.61 0.27 4.34

Table 2: Automatic evaluation results on our dataset (BD-EnKo) from different models. Up arrow ↑ shows, higher
is better. Down arrow ↓ shows, lower is better. Bold numbers indicate the best score.

CBD FC_B

Models BLEU ↑ ROUGE-1 ↑ BLEURT ↑ PPL ↓ BLEU ↑ ROUGE-1 ↑ BLEURT ↑ PPL ↓
mPLUG 3.74 15.18 -0.73 5.46 3.51 14.81 -0.48 4.68
Faster R-CNN + BART_Large 17.29 31.16 -0.69 17.93 22.19 41.63 -0.1 13.58
Faster R-CNN + T5_Large 22.11 40.1 0.1 12.06 27.81 50.47 0.08 10.91
BloSum + BART_Large 33.47 75.24 0.11 8.33 15.49 35.39 -0.13 14.1
BloSum + T5_Large 42.18 80.78 0.2 7.55 20.04 40.85 0.06 13.46
Donut 54.73 75.5 -0.24 38.35 69.29 73.37 -0.18 26.89
GPT-4V 69.5 85.33 0.48 5.95 62.17 89.06 0.52 4.79
BlockNet (ours) 72.31 88.9 0.41 6.87 67.74 90.63 0.59 5.13

Table 3: Automatic evaluation results on CBD and FC_B dataset from different models. Up arrow ↑ shows, higher
is better. Down arrow ↓ shows, lower is better. Bold numbers indicate the best score.

those not requiring training and those learned via
neural networks. Metrics that do not require train-
ing, such as BLEU (Post, 2018) and ROUGE (Lin,
2004), are commonly used due to their convenience.
The overall BLEU score is calculated by averag-
ing BLEU n-grams (n=1 to 4) while considering
the brevity penalty. Additionally, we use the F1
score of ROUGE-1. However, experiments show
that these metrics, based only on n-gram overlap
and lacking semantic understanding, often inad-
equately reflect text quality compared to human
evaluation. Hence, for a more accurate alignment
with human evaluation, we employ learned metrics
like BLEURT (Sellam et al., 2020) (specifically
BLEURT-large-512). Moreover, we utilize Perplex-
ity (PPL) (Radford et al., 2019) using a pre-trained
GPT-2 Large to evaluate the fluency and readabil-
ity of the generated text descriptions derived from
block diagram images.

4.3 Experimatal Results

Automatic Evalution Table 2 presents the re-
sults of automatic evaluation conducted on our
dataset separately for English and Korean, provid-
ing clearer insights. In the English dataset (BD-
En), our proposed framework, BlockNet, achieves
the highest scores for BLEU (58.61), ROUGE-1

Criteria
BlockNet GPT-4V

English Korean English Korean
Accuracy 85 80 75 30
Completeness 82 78 67 28
Readability 88 83 80 36
Semantic 80 75 71 22

Table 4: Human evaluation scores for English and Ko-
rean diagrams from BlockNet and GPT-4V.

(74.25), and BLEURT (0.38), indicating its effec-
tiveness. However, mPLUG (Ye et al., 2023) ob-
tains the best PPL score (5.25), indicating its abil-
ity to generate fluent sentences. Nonetheless, its
BLEU (6.2), ROUGE-1 (20.7), and BLEURT (-
0.34) scores are significantly lower compared to
BlockNet, suggesting that while mPLUG generates
fluent sentences, it may not accurately capture facts.
Similar trends are observed in the Korean dataset
(BD-Ko), where BlockNet achieves the highest
scores for BLEU (62.41), ROUGE-1 (78.61), and
BLEURT (0.27). Notably, there is a substantial
performance gap between BlockNet and GPT-4V
in the Korean dataset, underscoring the superior-
ity of our model over GPT-4V. Figure 4 illustrates
the comparison of outputs between BlockNet and
GPT-4V. It’s evident that BlockNet better captures
the structure and flow of the diagram compared to
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The block diagram outlines a comprehensive approach to planning 
a vacation. It begins with the initial step of booking flight tickets, 
which leads into planning the itinerary. The itinerary planning 
includes deciding on activities, which are categorized into three 
options: sightseeing, hiking, and going to the beach. Additionally, 
the itinerary involves visiting museums and trying local cuisine, 
with the choice between street food and fine dining. Another aspect 
of the itinerary is to relax at the spa, with options to do so either at 
the resort or at home. Before embarking on the vacation, one must 
pack luggage, ensuring to include toiletries, clothes, and gadgets. 
The final step in the vacation planning process is to take photos, 
capturing memories with friends, of landmarks, and taking selfies.

The block diagram outlines the planning and activities associated with a vacation. It 
begins with two main tasks: "Decide on activities" and "Pack luggage." Under 
"Decide on activities," there are three options: "Sightseeing," "Hiking," and "Beach." 
From "Sightseeing," the activities branch out to "Visit museums," "Try local cuisine," 
and "Relax at the spa," with "Try local cuisine" further dividing into "Street food" and 
"Fine dining," and "Relax at the spa" offering the choice of doing so "At the resort" or 
"At home." The "Plan itinerary" step is connected to "Book flight tickets" and feeds 
into the decision-making process for activities. The "Pack luggage" task leads to three 
categories of items: "Toiletries," "Clothes," and "Gadgets." Additionally, "Take 
photos" is another activity with three subcategories: taking photos "With friends," "Of 
landmarks," and "Selfies." Each of these elements is interconnected, illustrating the 
comprehensive process of organizing and enjoying a vacation.
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BlockNet GPT-4VImage

Figure 4: Sample outputs from BlockNet and GPT-4V for the provided diagrams. The sentences highlighted in red
represent incorrect predictions. The first row is for the English, and the second row is for the Korean diagram.

No. Local Information Global Information Integrator (GPT-4V) Integrator (LLaVa) BLEU
1 ✓ X ✓ X 54.73
2 ✓ X X ✓ 31.61
3 X ✓ ✓ X 45.19
4 X ✓ X ✓ 22.07
5 ✓ ✓ X ✓ 36.45
6 ✓ ✓ ✓ X 60.68

Table 5: Average BLEU scores on the BD-EnKo dataset with different modules. The highest score is highlighted in
bold. “✓” indicates that particular module is used in the framework, while “X” indicates that the module is not used.

GPT-4V. While GPT-4V performs poorly on Ko-
rean diagrams and its performance on English is
also lacking, BlockNet overcomes these limitations
and captures finer details more effectively.

Table 3 displays the results of automatic eval-
uation conducted on computerized (CBD) and
handwritten (FC_B) datasets, both comprising
English diagrams. In the CBD dataset, Block-
Net achieves higher BLEU (58.61) and ROUGE-
1 (74.25) scores, while GPT-4V attains a better
BLEURT (0.48) score, indicating its proficiency in
generating grammatically correct sentences. How-
ever, the difference in BLEURT scores between
BlockNet (0.41) and GPT-4V is minimal. Sim-
ilar to the results for BD-EnKo, the Perplexity
(PPL) scores for both CBD (5.46) and FC_B (4.68)
datasets are higher for mPLUG, as PPL assesses
sentence fluency rather than factual accuracy. In the
FC_B dataset, BlockNet again outperforms all mod-
els, achieving the highest BLEU (67.74), ROUGE-
1 (90.63), and BLEURT (0.59) scores. Additional
experimental results and sample outputs are de-
tailed under Appendix A.6.

Human Evalution There are various ways to de-
scribe block diagrams, and no single automatic
evaluation metric is perfect. To assess the quality
of text descriptions generated from these diagrams,
we enlisted the input of 30 individuals, comprising
15 native English speakers and 15 native Korean
speakers. They were tasked with rating the descrip-
tions based on four criteria: (1) Accuracy, which
evaluates if the converted text faithfully represents
the original diagram’s content; (2) Completeness,
assessing if all aspects of the diagrams were ad-
equately translated; (3) Readability, gauging the
ease of understanding and clarity of the converted
text; and (4) Semantic correctness, determining if
the converted text effectively conveys the intended
meaning of the original diagram. Each criterion
was rated on a scale of 0 to 100, where 0 signified
“strongly disagree” and 100 indicated “strongly
agree”. We randomly selected 60 English block
diagrams from the BD-En dataset and 60 Korean
diagrams from the BD-Ko dataset. Each examiner
received corresponding textual descriptions gener-
ated by the proposed BlockNet model and GPT-4V.
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The average scores provided by the reviewers for
the generated text descriptions are illustrated in Ta-
ble 4. Based on the table results, it is evident that
BlockNet outperforms GPT-4V across all four eval-
uation criteria for English and Korean diagrams.

5 Ablation Study

As shown in Table 5, we further investigate the ef-
fectiveness of our method across various modules,
including the substitution of the GPT-4V integra-
tor module with LLaVA-1.6 “liuhaotian/llava-v1.6-
34b” (Liu et al., 2023). Notably, integrating both
local and global information with GPT-4V yields
superior performance (60.68), highlighting the sig-
nificance of each module: local and global infor-
mation extractors. Remarkably, when one module,
either local or global information, is omitted, there
is a significant decrease in accuracy, underscoring
the indispensability of each component. However,
it appears that the performance degradation is more
pronounced without Local Information. Therefore,
we can infer that GPT-4V and LLaVa models tend
to exhibit weaker performance in capturing details.
These findings underscore the holistic approach re-
quired for optimal performance in our framework,
emphasizing the interplay between local and global
information for enhanced results.

Furthermore, we investigated the feasibility of
automating the generation of Mermaid code di-
rectly from block diagrams extracted from images,
with subsequent summarization using GPT-3.5. Ini-
tially, we trained a transformer encoder-decoder
model for this task but encountered considerable
challenges. The strict syntax requirements of Mer-
maid code, particularly regarding arrow and text
arrangement, posed significant hurdles, as even mi-
nor deviations could drastically alter the code’s
meaning. Despite our efforts, the model frequently
produced inaccurate outputs due to difficulties in
capturing diagram structure accurately. Addition-
ally, generating coherent summaries using GPT-3.5
from inaccurately formatted Mermaid code proved
problematic, leading to errors.

6 Conclusion

In conclusion, this paper introduces the “BlockNet”
framework, which effectively integrates local and
global information from block diagrams to enhance
summary generation. Our innovative approach to
multi-lingual data collection, designed for block
diagram understanding and generation, not only

provides flexibility and scalability but also facili-
tates the creation of the diverse and high-quality
benchmark dataset “BD-EnKo” in English and Ko-
rean languages. Through rigorous automatic and
human evaluations, our framework showcases state-
of-the-art performance on both English and Korean
diagrams. These findings underscore the signifi-
cance of emphasizing the challenges that even ad-
vanced models like GPT4V face in comprehending
block diagrams. Moreover, integrating GPT4V as
a component in BlockNet underscores the crucial
role of “local and global” fusion in achieving the
superior performances observed. Overall, these
contributions drive advancements in various fields,
including block diagram understanding, Document
AI, and QA, laying a solid foundation for future
research across diverse domains.

Limitations

After conducting several automatic and human eval-
uations, two primary limitations of this work have
been identified. Firstly, despite proposing a mul-
tilingual data generation approach, we only gen-
erated data in English and Korean. Secondly, not
many LLM options were explored for the Integra-
tor module within our framework. Future efforts
will concentrate on creating a smaller and faster
LLM to enhance efficiency and accessibility.

Additionally, a limitation was discovered with
the BD-EnKo dataset: its diagrams lack additional
graphics akin to real-world images, although their
structure remains consistent. In the future, our at-
tention will be directed towards curating a more
diverse dataset, inclusive of richer graphical con-
tent and encompassing multiple languages. This
initiative aims to advance the development of a
genuinely multilingual model.
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A Appendices

A.1 Dataset Generator
Pipeline of our data generation approach involves
three steps: first, generating mermaid codes using
GPT-3.5 turbo; next, utilizing the generated code to
draw diagrams using the Mermaid tool; and finally,
employing GPT-3.5 turbo once more to generate
text based on the provided mermaid code.

Figure 5 showcases the prompt utilized for gen-
erating mermaid code, which constitutes the first
step in our data generation pipeline. Within this
prompt, there are three variables highlighted in red.
The first variable pertains to the block diagram
type, which is initially set as “Graph TD”. There
exist a total of seven types of block diagrams, and
this variable can be adjusted to any one of them as
needed. The second variable is the language, which
defaults to “English” but can be modified to any
desired language. We utilized both English and Ko-
rean languages for generating the dataset. The third
variable serves as an example of the given block
diagram type, enabling GPT-3.5 turbo to compre-
hend the code’s structure and produce output in
that specific format.

Figure 6 illustrates the transformation process
conducted by the Mermaid tool, which seamlessly
converts the provided mermaid code into an image
representation. Notably, the Mermaid tool offers
users the flexibility to customize the appearance of
the generated diagrams by incorporating various
colors and themes. By incorporating diverse colors
and themes, the Mermaid tool ensures the creation
of a rich and varied dataset. This variability in vi-
sual presentation enhances the dataset’s versatility,
accommodating different aesthetic preferences and
catering to a wide range of visual styles.

Figure 7 illustrates the prompt utilized for gen-
erating text from mermaid code, constituting step
three in our data generation pipeline. There are two
variables involved in this prompt. The first variable
is the language, initially set as “English”, yet it can
be altered to accommodate any desired language.
The second variable is the mermaid code generated
from step one. GPT-3.5 turbo is capable of generat-
ing descriptive text based on the provided mermaid
code.

A.2 BD-EnKo
The BD-EnKo dataset comprises nine distinct cat-
egories: Flowchart, GraphLR, GraphTD, Journey,
Sequence Diagram, Simple Graph, State Diagram,

C4, and Real world. Each category represents a
specific type of diagram or visualization commonly
encountered in various domains. Flowchart is typ-
ically used to represent processes or workflows,
where each step is connected by arrows indicat-
ing the flow of control or information. GraphLR
is a type of directed graph where nodes are ar-
ranged from left to right, commonly used to repre-
sent hierarchical structures or dependency graphs.
GraphTD is similar to GraphLR, but nodes are ar-
ranged from top to bottom, often used to represent
hierarchical structures or decision trees. Journey
represents a series of steps or stages in a process,
commonly used in customer journey mapping or
user experience design. Sequence Diagram illus-
trates the interactions between objects or compo-
nents in a system over time, commonly used in
software engineering to visualize system behaviors.
C4 represents software architecture at different lev-
els of abstraction, including Context, Container,
Component, and Code views. Real world repre-
sents real-world scenarios or situations, such as
floor plans, network diagrams, or organizational
charts. Each category serves a distinct purpose and
is characterized by specific structural and visual
elements tailored to its intended use case. Figure
8 showcases samples of each category from our
dataset BD-EnKo, illustrating the diverse range of
diagrams encompassed by this dataset.

A.3 Additional Dataset Analysis

We have analyzed the descriptive statistics of our
BD-EnKo dataset. The number of nodes in the
training dataset has a mean of 12.15 and a standard
deviation of 7.53, indicating moderate variability
around the mean. The distribution of nodes shows
that 25% of the data points have 7 or fewer nodes,
50% have 9 or fewer nodes, and 75% have 16 or
fewer nodes. Similarly, the number of arrows has a
mean of 11.07 and a standard deviation of 6.03, sug-
gesting slightly less variability compared to nodes.
The minimum number of arrows is 0, and the maxi-
mum is also 196. The distribution of arrows reveals
that 25% of the data points have 6 or fewer arrows,
50% have 10 or fewer arrows, and 75% have 15 or
fewer arrows. For the validation set, the number
of nodes in the dataset has a mean of 12.11 and
a standard deviation of 7.23, indicating moderate
variability around the mean. The distribution of
nodes shows that 25% of the data points have 7 or
fewer nodes, 50% have 10 or fewer nodes, and 75%
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GPT-3.5 for Mermaid Code Generation

Your task is to generate different graph TD as shown below as an example 
by for different random texts and names used in different applications in 
English language and add more data to it.

    graph TD;
      Start[New Project] --> Requirements[Collect & Validate 

Requirements];
      Start --> DataRetrieval[Retrieve Data];
      Requirements --> Transformation[Transform Data];
      DataRetrieval --> DatabaseQuery[Query Database];
      DataRetrieval --> ExternalDataFetch[Fetch External Data];
      DatabaseQuery --> RecordsFound[Database Records Found];
      ExternalDataFetch --> DataReceived[Received Data];
      DataReceived --> Storage&Utilization[Store & Utilize Data];
      RecordsFound --> DataAnalysis[Data Analysis];
      Rejected --> Requirements;
      Integration --> FinalOutput[Generate Final Output];
      DataAnalysis --> FinalOutput;
      Storage&Utilization --> FinalOutput;
      FinalOutput --> End[Project Completion];  
 

Output from GPT-3.5

graph TD;
Start[New Blog] --> Idea[Generate Blog Idea];
Start --> Research[Conduct Research];
Idea --> ContentCreation[Create Content];
Research --> DataCollection[Collect Data];
Research --> CaseStudy[Analyze Case Studies];
DataCollection --> DataAnalysis[Analyze Data];
DataAnalysis --> ContentCreation;
ContentCreation --> Editing[Edit Blog];
Editing --> Review[Review and Proofread];
Review --> Publish[Publish Blog];
Publish --> Promotion[Promote Blog];
Promotion --> End[Blog Completion];

Figure 5: The prompt template is designed for generating mermaid codes. Utilizing this template, assist GPT-3.5 in
generating a variety of raw mermaid codes in both English or Korean languages.

have 16 or fewer nodes. Similarly, the number of
arrows has a mean of 11.06 and a standard devi-
ation of 5.63, suggesting slightly less variability
compared to nodes. The minimum number of ar-
rows is 0, and the maximum is 70. The distribution
of arrows reveals that 25% of the data points have
7 or fewer arrows, 50% have 10 or fewer arrows,
and 75% have 15 or fewer arrows.

We have produced block diagrams encompass-
ing a diverse array of topics. The graph presented
in Figure 9 provides a glimpse into the top twenty
topics extracted from our dataset. This visualiza-
tion offers a concise overview of the most prevalent
themes identified through our analysis, serving as a
condensed representation of the breadth and scope
of the data under examination.

A.4 BlockNet: Integrator

Figure 10 illustrates the prompt utilized to inte-
grate outcomes from both the local information
extractor and the global information extractor. This
prompt comprises three variables that can be ad-
justed based on the specific use case. The first vari-
able is “lang”, which can be set to any language
since GPT-4V is proficient in handling various lan-
guages. The second variable represents the output
from the global information extractor, denoted as
“global”, providing an overall summary of the dia-
gram. Lastly, the third variable represents the out-
put from the local information extractor, referred

Dataset
Train Validation

English Korean English Korean
BD-EnKo 41,933 33,101 4,666 3,694
CBD 396 0 106 0
FC_A 357 0 0 0
FC_B 476 0 196 0
Total 43,162 33,101 4,968 3,694

Table 6: Dataset statistics for each split.

to as “local”, which consists of a collection of all
potential triplets depicting the connections within
the diagram.

A.5 Experimental Setup Details

BlockNet We train the YOLOv5 model utilizing
the SGD optimizer with parameters lr=0.01 and
weight decay=5e-5, maintaining a batch size of
128 and 300 fixed training steps. The training of
the transformer encoder and decoder model is con-
ducted according to the configuration outlined in
Donut (Kim et al., 2022). For the visual encoder,
we employed Swin-B with 10 layers and window
sizes of 2, 2, 14, and 2 respectively. Additionally,
we utilized the initial four layers of BART as the
decoder. The model was optimized using the Adam
optimizer with a learning rate of 3e-05. The input
resolution of the model was set to 1280×960, with
a maximum decoder length of 768. Splitting of
dataset is shown in Table 6.
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Mermaid Tool for converting mermaid code to Image

graph TD;
Start[New Blog] --> Idea[Generate Blog Idea];
Start --> Research[Conduct Research];
Idea --> ContentCreation[Create Content];
Research --> DataCollection[Collect Data];
Research --> CaseStudy[Analyze Case Studies];
DataCollection --> DataAnalysis[Analyze Data];
DataAnalysis --> ContentCreation;
ContentCreation --> Editing[Edit Blog];
Editing --> Review[Review and Proofread];
Review --> Publish[Publish Blog];
Publish --> Promotion[Promote Blog];
Promotion --> End[Blog Completion];

Output from Mermaid Tool

Figure 6: Mermaid tool used for generating block diagram images based on the given mermaid code.

Class Precision Recall mAP50
Arrow 0.956 0.918 0.949
Terminator 0.986 1.000 0.995
Process 0.990 0.974 0.992
Decision 0.993 1.000 0.995
Text 0.992 0.842 0.965
Data 0.959 0.979 0.993
Average 0.979 0.952 0.982

Table 7: Symbol detection result on CBD dataset

mPLUG We compare our model with
mPLUG (Ye et al., 2023), specifically using
the “MAGAer13/mplug-owl-llama-7b” model with
a maximum token limit of 512 and retaining all
settings unchanged. mPLUG, trained on a large
dataset of image-text pairs with discriminative
and generative objectives, achieves state-of-the-art
performance across various vision-language tasks.
Its efficient architecture incorporates cross-modal
skip-connections for accelerated information
processing. As this model lacks support for the
Korean language, our testing was conducted
exclusively with English diagrams.

Donut We employ the pre-trained Donut-base
model from Hugging Face and fine-tune it with a
combination of datasets used in training BlockNet
to ensure a fair comparison. We configure the max
epochs to 100 and warm-up steps to 20, with a
maximum sequence length of 768. All other hyper-

parameters remain consistent with those utilized in
the pre-training of Donut (Kim et al., 2022).

BloSum/Faster R-CNN + T5/BART We adopt
the methodology outlined in the BloSum/Faster
R-CNN and T5/BART papers (Bhushan and Lee,
2022), maintaining consistency by adhering to their
specified settings and procedures. We conduct ex-
periments exclusively with English data, as training
T5 or BART models for the Korean language is not
feasible due to the unavailability of appropriate
open-source Korean triplet datasets for fine-tuning.
Our focus on English datasets ensures compara-
ble evaluations and comparisons as outlined in the
original papers.

A.6 Additional Experimetal Results

We conduct symbol detection evaluation specifi-
cally on the CBD dataset, which possesses labeled
data for symbol detection. Table 7 illustrates the
precision, recall, and mAP50 (mean Average Preci-
sion at 50 IoU threshold) score values of the object
detection module used in the local information ex-
tractor of BlockNet. Precision refers to the ratio
of correctly predicted positive observations to the
total predicted positives, indicating the model’s ac-
curacy in identifying relevant symbols. Recall, on
the other hand, represents the ratio of correctly pre-
dicted positive observations to the actual positives
in the dataset, indicating the model’s ability to cor-
rectly identify all relevant instances. mAP50 mea-
sures the average precision across different IoU (In-
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GPT-3.5 for Block Diagram Text Generation

Your task is to convert the given mermaid code as shown below into 
meaningful sentence by capturing every detail information in English 
language.

flowchart TD;
    subgraph Main Process
        A[Start] -->|Initialize| B[Process data]
        B -->C{Condition 1}
        C -->|Yes| D[Subroutine]
        C -->|No| E[End]
        B -->|Loop| F[Loop]
        F -->|Done| G[End]
        B -->|Parallel| H[Process A]
        H --> I[Process B]
        H --> J[Process C]
    end
    A --> K(Input)
    K --> L[Output]
    B -->|Database| M[Database]
    B -->|Subgraph| N[Subgraph] 

Output from GPT-3.5

The process of creating a new blog starts with generating a 
blog idea. Once the idea is generated, research is conducted 
to gather relevant information. The next step is to create the 
content for the blog. In parallel, data collection is done to 
gather necessary data. The collected data is then analyzed, 
and the findings are used in the content creation process. 
The created content is then edited, followed by a review and 
proofreading. After the review, the blog is published. Once 
published, the blog is promoted to reach a wider audience. 
Finally, the blog is considered complete.

Figure 7: The prompt template is designed for generating texts from mermaid codes. Utilizing this template, assist
GPT-3.5 in generating a meaningful description in both English or Korean languages.

tersection over Union) thresholds up to 50%, pro-
viding a comprehensive evaluation of the model’s
detection performance. The experimental findings
indicate that following fine-tuning with Yolov5m,
achieves an impressive average precision of 0.979
for all categories on the CBD dataset.

Figure 11 depicts a side-by-side comparison of
sample outputs generated by our model, BlockNet,
and GPT-4V. A clear observation emerges: while
GPT-4V faces challenges in accurately generat-
ing relations for block diagrams, BlockNet demon-
strates a superior ability to adeptly capture all the
intricate details and relationships within the dia-
grams. This stark contrast underscores the effec-
tiveness and precision of our BlockNet model in
generating coherent and contextually relevant out-
puts compared to GPT-4V. In Figure 12, we pro-
vide a glimpse of a sample output generated by
our BlockNet model using the intuitive interface of
the Gradio app. This visualization underscores the
effectiveness and user-friendliness of our model
within an accessible environment. Additionally,
we have expanded the functionality of our method
to include QA capabilities, as illustrated in Fig-
ure 13. This exciting enhancement showcases the
adaptability and versatility of our approach, seam-
lessly transitioning between different tasks with
minimal adjustments. While we have made signifi-
cant strides, further research and experimentation
are needed to fully solidify its robustness, which

will be our focus for future work.
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GraphLR Flowchart

GraphTD Sequence Diagram 

Journey 

State Diagram

C4

Real World

?  ? ?  ? ? ? ? ? ?  8. ? ?  ? ?  ?  ? ?  ? ?  ? ? ?  ? ? ?  
? ? ? ? .1. ? ? ?  ? ?  ?  ? ?   a. ? ? /? ?  ? ? ? ?  ? ? ?  
? ? (? ?  ? ? )? ?  ? ? ? ? ? .  b. ? ? ?  ? ? ? ?  ? ? ? ?  
? ? ? ?  ? ? ? ? ? .  c. ? ? ?  ? ? ? ?  ? ? ? ?  ? ? ?  
? ? ?  ? ?  ? ? ?  ? ? ? ?  ? ? ? ? ? .2. ? ?  ?  ? ? ? ?  
? ?   a. ? ? ?  ? ? (? ?  ? ? )? ?  ? ? ? ? ? ?  ? ? ? ? ? .  
b. ? ? ? ? ?  ? ? ? ?  ? ?  ? ? ?  ? ? ? ? ? .3. ? ? ?  ? ?  
?  ? ?   a. ? ? ? ?  ? ? ? ?  ? ? ? ? ?  ? ? ? ? ? .  b. 
? ? ? ?  ? ? ?  ? ? ?  ? ? ?  ? ? ? ?  ? ? ? ? ? .4. ?  
? ? ?  ? ?  ? ?   a. ? ?  ? ? ? ?  ? ? ? ?  ? ? ?  ? ? ?  
? ? ? ? ? .  b. ? ? ?  ? ? ?  ? ?  ?  ? ? ?  ? ? ? ?  
? ? ? ? ? .  c. ? ? ?  ? ? ?  ? ?  ?  ? ? ?  ? ? ? ?  
? ? ? ? ? .  d. ? ? ?  ? ? ?  ? ? ? ?  ? ?  ? ?  ? ? ?  
? ? ?  ? ?  ? ? ? ?  ? ? ? ? ? .

The flowchart represents the process of online baking. Firstly, the 
customer places an order online and receives a confirmation.Then, 
the ingredients are checked. If the ingredients are available in the 
pantry, the cooking process begins. If the ingredients are not 
available in the pantry, the customer needs to go to the grocery 
store. If there are enough ingredients in the pantry, the cooking 
process begins. If there are not enough ingredients in the pantry, 
the customer needs to buy more. If the customer is successful in 
buying more ingredients, the cooking process begins. But if the 
customer fails to buy more ingredients, the order is canceled.

? ?  ? ? ?  ? ?  ? ? ? ? ? ?  ? ? ? ? . 
? ? ? ?  ? ? ? ? ?  ? ?  ? ? ? , ? ? ? ?  
? ? ? ?  ? ?  ? ? . ? ?  ? ? ? ?  ? ? ?  
? ?  ? ? ? ? . ? ?  ?  ? ? ?  ? ?  ? ?  ? ?  
? ?  ? ?  ? ? ? ?  ? ? ? ? . ? ?  ? ?  
? ? ? ? ?  ? ? ? ? ?  ? ? ? ?  ? ?  ? ? .

Alice sends a message to John asking him what's going on. John 
then checks his messages on a chat app. John replies to Alice, 
saying that he is doing well. John then asks Bob how everything 
is going. Bob responds to John, saying that he can't complain.

Figure 8: Sample diagrams representing various categories from the BD-EnKo dataset.
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Figure 9: Top twenty topics from BD-EnKo dataset

GPT-4V for Integration of Local and Global Information 

“Your task is to generate the Description in detail of the given block diagram image with the help 
of Reference summary and Reference triplets only in {lang} Language without mentioning about these 
helps in the Output. \nReference summary: {global} \nReference triplets: {local}”
 

global: “Start is connected with Initialize which is then connected with Take Values which is 
further connected with Input Rate. Input Rate is connected with Compute Interest= 
Amount*Years*Rate/100 which is then connected with Output Interest which is finally connected with 
End.”

local:'<H> Start <R> connected with <T> Initialize', '<H> Initialize <R> connected with <T> Take 
Values', '<H> Take Values <R> connected with <T> Input Rate', '<H> Input Rate <R> connected with 
<T> Compute Interest Amount*Years*Rate/1oo', '<H> Compute Interest Amount*Years*Rate/1oo <R> 
connected with <T> Output Interest', '<H> Output Interest <R> connected with <T> End'

Figure 10: The prompt template is designed to integrate the local and global information of the block diagram
image. Utilizing this template, assist GPT-4V in generating a meaningful description in both English or Korean
languages.
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The block diagram outlines a process starting with "Start," where a 
user begins by editing a video. Once the video is edited, it is 
evaluated to determine if it is a short video. If the video is short, the 
user can proceed to "Click to upload." After clicking to upload, the 
process checks if the user is a "VIP user." If the user is a VIP, they 
are prompted to "Sign Up," and after logging in, they can "Browse to 
upload" their video, leading to the "Finish" of the process. However, 
if the video is not short, or if the user is not a VIP after clicking to 
upload, the user is directed to "Sign Up." After signing up, the user 
can then become a VIP user, log in, browse to upload, and finish the 
process. The diagram uses decision diamonds to represent the points 
where the process diverges based on the video's length and the user's 
VIP status.

The block diagram begins with a "Start" process, which leads to an "Edit Video" 
function. From there, the flow splits into two paths based on the type of video: a 
"Short video" goes directly to the "Click to upload" process, while other types of 
videos do not follow this path. If the user has a short video, they confirm by selecting 
"YES" at the "Click to upload" decision point, which then leads to a "VIP user?" 
check. If the user is not uploading a short video, they are not presented with the "Click 
to upload" option. At the "VIP user?" decision point, if the user is not a VIP, indicated 
by selecting "NO," they are directed to "Sign Up." If the user is a VIP, as indicated by 
selecting "YES," they proceed to "Login." After logging in, the user is taken to 
"Browse to upload," which is the final step before reaching the "Finish" process. This 
completes the workflow depicted in the block diagram.

BlockNet GPT-4VImage

The block diagram presents a structured flow of decisions and options related to travel 
planning. At the top, "Travel" is the starting point, leading to "Book tickets" as the 
first action. Following this, one must "Choose destination," which is a critical step in 
the planning process. After selecting a destination, the next step is to "Check budget," 
which is represented by a diamond shape, indicating a decision point with three 
possible outcomes: "Within budget," "Limited budget," and "Luxury budget." 
Depending on the budget, different accommodation options are available: "Hotel" for 
within budget, "Hostel" for limited budget, and "Cruise Ship" for luxury budget. From 
the accommodation options, the diagram branches out further. The "Hotel" and 
"Hostel" lead to "Tourist attractions," while the "Cruise Ship" leads to "Relaxation" 
and then to "Spa." Additionally, the "Cruise Ship" option also connects to 
"Excursions," which in turn leads back to "Tourist attractions." The "Tourist 
attractions" branch splits into two paths: "Museums" and "Historical sites." Under 
"Museums," there are two further distinctions: "Art museum" and "Science museum." 
The "Historical sites" branch leads to "Castle" and "Temple." The "Castle" connects to 
"Medieval history" and "Royal residence," while the "Temple" connects to "Worship 
rituals" and is associated with "Ancient civilization." The "Ancient civilization" theme 
is expanded with connections to "Pyramids," "Ruins," and specific countries such as 
"Egypt," "Greece," and "India." Each of these connections highlights different aspects 
of ancient civilizations, such as the "Pyramids" in Egypt, the "Ruins" in Greece, and 
"Temples" in India, which are associated with "Worship rituals."

The block diagram outlines a structured approach to planning a travel 
experience, beginning with the initial step of booking tickets, 
followed by choosing a destination. Once the destination is selected, 
the traveler checks their budget, which determines the type of 
accommodation and activities they can afford. The budget is 
categorized into three types: within budget, limited budget, and 
luxury budget. For those within budget, a hotel is the suggested 
accommodation. Those with a limited budget may opt for a hostel, 
while travelers with a luxury budget might choose a cruise ship. The 
diagram then branches out to tourist attractions, which are divided 
into excursions and relaxation activities, with the latter leading to a 
spa experience. Excursions further branch out to museums and 
historical sites. Museums are subdivided into art and science 
museums, while historical sites are categorized into castles and 
temples. Castles are associated with medieval history or being a royal 
residence, and temples are linked to ancient civilizations and worship 
rituals. The diagram then specifies examples of ancient civilizations, 
with pyramids in Egypt, ruins in Greece, and temples in India, each 
representing a unique cultural and historical significance.

?  ? ?  ? ? ? ? ? ?  ? ? ? ? ?  ? ?  ? ? ?  ? ?  ? ? ?  ? ? ? ? ? . ? ?  
? ? ? ?  '? ? ? ?  ? ? '?  ? ? ? ? , ? ?  '? ?  ? ? ? '?  ? ?  ? ? ? ? ? . 
'? ? ? ?  ? ? '?  ? ?  '? ? ?  ? ? '?  ? ? ? ? , '? ? ?  ? ? '?  '? ? ?  ? ? ? '?  
? ? ? ? ? . ? ?  ? ? ?  '? ? ? ?  ? ? '?  '? ? ? ? ? '?  ? ? ? ?  ? ? ? ? . 
? ? ? ? ? , '? ?  ? ? ' ? ? ?  '? ? ? ? ? '?  ? ? ? ?  ? ? ? ? . ?  ? ? ? ? ? ?  
? ? ? ?  ?  ? ? ?  ? ? ? ?  ? ? ? ?  ? ? ? , ? ?  ?  ? ? ?  ? ?  ? ? ? ?  
? ? ?  ? ? ? ? ? . ?  ? ? ? ?  '? ? '? ? ?  ? ? ?  ? ? ? , ? ?  ? ?  ? ?  ? ? ?  
? ? ? ? ?  ? ? ? ?  ? ? ? ?  ? ? ?  ? ? ? ? ? .

?  ? ?  ? ? ? ? ? ?  ?  ? ?  ? ? ?  ? ? ? ?  ? ?  ? ?  ? ? ?  
? ? ? ? ? . "? ? "? ?  ? ?  ? ? ? ?  ? ? ? ? , ?  ? ?  ? ?  
? ? ?  ? ? ? ?  ? ? ? ? ? : "? ?  ? ? ? ", "? ? ?  ? ? ? ", "? ?  
? ? ? ", ? ? ?  "? ?  ? ? ? ". ?  ? ? ?  ? ? ?  ? ?  ? ? ?  ? ?  
? ? ?  ? ? ? ? , ? ? ?  ? ?  ? ? ? ?  ? ?  ? ?  ? ? ? ? ?  ? ?  
? ? ? ? ?  ? ? ? ? ? . ?  ? ? ? ? ? ?  ? ?  ? ? ? ? ?  ? ? ?  
? ? ?  ?  ? ? ? ?  ?  ? ? ?  ? ?  ? ? ?  ? ? ? ? ?  ? ? ?  
? ? ?  ? ? ?  ?  ? ? ? ? .

?  ? ?  ? ? ? ? ? ?  ? ?  ? ? ? ? ?  ? ? ? ?  ? ? ? ? . ? ? ? ?  "? ? ? ?  ? ?  
? ? ? ?  ? ? "? ? ?  ? ? ?  ? ? ? ? . ? ? ? ? ?  "? ? ? ? ?  ? ? "? ?  ? ? ? ?  
"? ? ? ? ?  ? ? "?  ? ? ? ? , ? ? ? ?  ? ?  ? ? ?  ? ? ? ? . ? ?  "? ?  ? ? " 
? ? ?  ? ? ? ? , ? ?  ? ? ? ?  ? ?  ? ? ? ?  ? ? ? ? ? . ? ?  ? ? ?  "? ?  
? ? ?  ? ? ? " ? ? ? ? , ? ? ? ?  ? ?  ? ?  ? ? ?  ? ?  ? ? ?  ? ? ? ? ? . 
? ? ?  "1?  ? ? ?  ? ? " ? ? ?  ? ? ? ? , ?  ? ? ?  ? ?  ?  ? ?  ? ?  ? ? ?  ? ?  
? ? ?  ? ? ? ? ? . ? ? ?  ? ? ? ? ?  "? ?  ? ?  ? ? " ? ? ?  ? ? ? ? , ? ?  
? ? ?  ? ? ? ? ? . ? ? ?  ? ? ?  ? ? ? ? ?  "? ?  ? ? ?  ? ?  ? ? " ? ? ?  
? ? ? ? , ?  ? ? ? ? ?  ? ? ? ?  ?  ? ? ? ?  ? ? ?  ? ? ? ? ? . ? ? ? ? ?  "? ?  
? ? ?  ? ? " ? ? ?  ? ? ? , ? ? ? ?  ? ? ? ? ?  ?  ? ? ? ? ?  ? ? ?  
? ? ? ? ? ? . ?  ? ?  ? ? ?  ? ? ? ?  ? ? ? ?  ? ? ? ? ? . ? ? ? ? ? , 
? ? ? ? ?  ? ? ? ?  "? ? ?  ? ? ?  or ? ?  ? ? "? ?  ? ? ? ?  ? ? , ?  
? ? ? ? ? ?  ? ?  ? ? ?  ? ?  ? ? ? ? ?  ? ? ? ?  ? ?  ? ? ?  ? ? ? ? ? .

?  ? ?  ? ? ? ? ? ?  '? ?  ? ? ? ? '? ?  ? ? ? ?  ?  ? ?  
? ? ? ?  ? ? ?  ? ? ? ?  ? ? ? ? . '? ? ? ? ?  ? ? '?  
'? ? ? ? ?  ? ? '?  '? ?  ? ? ' [? ? ? ?  ? ? ]?  ? ? ? ?  
? ? ? ? . '? ? ? ? ?  ? ? '?  '? ?  ? ?  ? ? '? ?  ? ? ? ? , ? ?  
'? ?  ? ? ? '?  '? ?  ? ? '? ?  ? ? ? ? . '? ?  ? ? ? '?  '? ? ? : 
? ? ? '?  '? ? ? ?  ?  ? ? ? ?  ? ? '?  ? ? ? ?  ? ? , '? ?  
? ? '?  '? ? ? : ? ? ? ', '? ? ?  ? ?  ? ? '? ?  ? ? ? ?  ? ? ? ? . 
'? ?  ? ?  ? ? '?  ? ?  '1?  ? ? ?  ? ? '?  ? ? ? ? , ? ?  '? ?  
? ? ?  ? ? ?  ? ? ?  ? ?  ? ? '?  '? ? ? ? ?  / ? ? ? ? ?  
? ? '? ?  ? ? ? ? ? . '? ? ? ? ?  / ? ? ? ? ?  ? ? '?  '? ? ? : 
? ? ? '?  ? ? ? ? ? . ?  ? ? ? ? ? ?  ? ? ?  ? ?  ? ?  ?  ? ?  
? ?  ? ? ? ? ?  ? ? ? ? ?  ? ? ? ? , ?  ? ? ?  ? ? ?  ? ?  
? ? ? ?  ? ? ? ?  ? ? ? ? ? .

Figure 11: Output from our BlockNet model (second column) and GPT-4V (third column) for the images provided
in the first column. Red highlights signify incorrect interpretations of the diagram.
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Figure 12: Sample output from the Gradio app demonstrating the Block Diagram to Text task. The model supports
two tasks: Short Description, providing concise description, and Long Description, offering descriptive responses.
The current model supports both English and Korean languages.
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Figure 13: Sample output from the Gradio app demonstrating the Block Diagram QA task. The model supports two
QA tasks: Short QA, providing concise answers, and Long QA, offering descriptive responses. The current model
supports both English and Korean languages.
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