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Abstract

Concept reasoning is an important capability
for models to understand the world. However,
the existing datasets, such as concept extrac-
tion and concept generation, suffer from mod-
eledge leakage and context leakage. To ad-
dress these limitations, we construct a dataset
of concept reasoning for large language mod-
els (CR-LLM) with modeledge leakage pre-
vention and context leakage prevention, which
consists of 2,167 samples and covers differ-
ent concept types. In addition, we propose
a hybrid reasoning method, consisting of in-
ductive reasoning, deductive reasoning and a
controller. This method allows large language
models to adaptively select the optimal reason-
ing method for each input sample. Finally, we
conduct extensive experiments on CR-LLM us-
ing different models and methods. The results
show that existing large language models and
reasoning methods perform sub-optimally in
the concept reasoning task. In contrast, our
proposed method significantly improves the
capabilities, achieving a 7% increase in ac-
curacy compared to CoT and demonstrating
better granularity. We release CR-LLM and
code at https://github.com/Nianqi-Li/Concept-
Reasoning-for-LLMs.

1 Introduction

Concept reasoning is an important ability for mod-
els to understand the world by producing appropri-
ate entity concepts based on contextual information.
This ability can enhance the model performance
in several downstream tasks, such as entity link-
ing (Yang et al., 2019), text classification (Chen
et al., 2019), probing (Peng et al., 2022), event
plausibility (Porada et al., 2021), and recommen-
dation systems (Sharma et al., 2017). Although
previous studies highlight the reasoning abilities of
large language models (LLMs), such as chain-of-
thought (Wei et al., 2022) and mathematical rea-
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Figure 1: Examples of concept extraction, concept gen-
eration, and concept reasoning tasks.

soning (Gao et al., 2023), there remains a lack of
research on concept reasoning. This paper thus
focuses on evaluating and improving the concept
reasoning abilities of LLMs.

Existing concept reasoning related datasets strug-
gle to provide sufficient support for research on
concept reasoning in LLMs. These datasets can
be roughly divided into two types: concept ex-
traction datasets and concept generation datasets.
Concept extraction datasets takes an entity and its
description as input, and extracts concept of the
entity from the description as output (Yuan et al.,
2021). Concept generation datasets use the same
inputs, but the output may not appear in the de-
scription (Ling and Weld, 2012). However, as we
investigate the rationales provided by LLMs, two
types of rationales are detrimental to testing the
concept reasoning ability of LLMs: modeledge
leakage (Han et al., 2021) and context leakage. We
show some examples in Figure 1. In modeledge
leakage, the factual knowledge is stored in LLM:s,
and the concept can be generated without the en-
tity description. In context leakage, the concept
of the given entity is already included in the input,
then LLMs can directly extract the answer without
reasoning.

To evaluate LLMs’ concept reasoning capability
without the modeledge leakage and context leakage,
we introduce a dataset of concept reasoning for
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LLMs (CR-LLM). The input is a context with a
masked entity, and the output is the concept for that
masked entity in the context, as shown in Figure 1.
CR-LLM excludes target entities and concepts in
input to prevent modeledge leakage and context
leakage.

The evaluation based on CR-LLM shows that
existing widely-used LL.Ms achieve limited perfor-
mance on concept reasoning. Intuitively, concept
reasoning can benefit from the logical reasoning
ability of LLMs, of which inductive and deductive
reasoning are common forms (Lawson, 2005; Bang
et al., 2023), we thus propose a hybrid method
that combines inductive and deductive reasoning to
stimulate the concept reasoning capability of LLMs.
Inductive reasoning involves specific observation
of patterns to draw a more general conclusion (Law-
son, 2005), which inspires us to retrieve similar
samples with the input to conclude the possible
concepts. On the contrary, deductive reasoning
drives specific conclusions based on more general
premises (Lawson, 2005), which asks to retrieve
relevant facts to infer. Additionally, we design a
controller based on LLM, which allows the model
to select the appropriate reasoning methods for dif-
ferent samples.

Contributions. The contributions of this paper
are as follows:

* We are the first to introduce the concept rea-
soning task for LLMs, which is based solely
on the models’ reasoning ability, rather than
the extraction ability (context leakage) and
the factual knowledge (modeledge leakage)
stored in LLMs.

* We create a dataset CR-LLM to evaluate the
concept reasoning abilities of LLMs, consist-
ing of 2,167 samples and covering various
concept types.

* We propose a hybrid reasoning method based
on induction and deduction that allows models
to adaptively select the appropriate reasoning
method for each sample.

* We conduct extensive experiments on CR-
LLM using different models and methods.
The results show that our proposed method
significantly improves the model performance,
achieving a 7% increase in accuracy compared
to CoT and demonstrating better granularity.

2 Related Work

Concept Related Research Previous studies on
obtaining concepts can be divided into three cate-
gories: concept extraction, entity typing and con-
cept generation.

Concept extraction focuses on extracting entity
concepts from text using an extractive approach.
Inputs include the target entity and text with the
concept, while outputs provide the concept of the
target entity. Common approaches encompass pat-
tern matching (Auer et al., 2007), learning-based
extraction (Nguyen et al., 2019; Nie et al., 2020;
Yuan et al., 2021, 2023), and knowledge-based ex-
traction (Bai et al., 2019; Preum et al., 2020; Qiu
et al., 2019). Entity typing aims to classify given
entities into predefined concept sets. Datasets and
methods in this area vary depending on the granu-
larity. Coarse-grained entity typing methods such
as BNN (Weischedel and Brunstein, 2005), fine-
grained entity classification datasets such as FIGER
(GOLD) (Ling and Weld, 2012; Yosef et al., 2012),
and ultra-fine entity typing tasks (Choi et al., 2018;
Ding et al., 2021) are examples. A smaller body of
research uses pre-trained language models to gen-
erate entity concepts from text (Yuan et al., 2022),
and most studies use datasets shared with entity
typing.

However, all concept extraction samples have
context leakage as they only extract concepts in
text. Entity typing and concept generation also
have context leakage: 21.5% of the text contains
the output concept in Ultra-fine (Choi et al., 2018),
as do 40.7% of the GT-zh dataset (Lee et al., 2020).
Furthermore, due to the exposure of entity names,
LLMs can directly answer questions using mod-
eledge. Therefore, their datasets and methods do
not align with the requirements of concept reason-
ing in LLMs.

Reasoning Related Research Reasoning is often
considered a weakness in language models (Bom-
masani et al., 2021; Rae et al., 2021; Valmeekam
et al., 2022). Recent research suggests that rea-
soning abilities may emerge in LLMs at a certain
scale (Wei et al., 2022). Consequently, stimulating
the reasoning abilities of LLMs becomes a major
research focus. In 2022, Wei et al. (2022) pro-
posed chain-of-thought prompting, which encour-
ages LLMs to engage in reasoning by articulat-
ing intermediate steps. Subsequent researches ex-
tend this concept: Wang et al. (2022) introduced
chain-of-thought based on self-consistency, replac-
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ing greedy decoding with multiple paths, and Yao
et al. (2023) introduced tree-of-thought to increase
the flexibility of reasoning paths. However, given
the complexity and diversity of concept reasoning,
these paradigms show mediocre performance in
this task. Therefore, there is still ample room for
improvement and extension of concept reasoning.

3 The CR-LLM Dataset

In this section, we first define the task of con-
cept reasoning. Then, we describe the details of
the dataset construction and analysis. Finally, we
present the evaluation methodology and provide
evaluation results on multiple models.

3.1 Problem Formulation

Concept reasoning aims to predict the concept of
a masked entity within a given sentence. For in-
stance, when presented with the sentence “[entity]
released an album”, an optimal model is expected
to generate the concept “singer” of the masked en-
tity. However, due to the diversity of concepts,
the outputs “person” and “musical figure” are also
allowed. Therefore, concept reasoning is an open-
ended task.

3.2 Dataset Construction

In this section, we introduce CR-LLM, a dataset
designed to assess the concept reasoning capabili-
ties of LLMs. Each sample comprises a sentence
with a masked entity and its concept for reference,
as open-ended tasks don’t have a unique answer.
To avoid the negative impacts of modeledge and
context leakages, we utilize the FIGER (Ling and
Weld, 2012), a widely-used entity typing dataset,
as the source data and employ modeledge leakage
prevention method and context leakage prevention
method in the construction of samples.

Modeledge Leakage Prevention In the context
of the FIGER, there are two types of modeledge
leakages. In the first case, the model can accurately
predict the concept directly from its stored knowl-
edge if the entity in the context is not masked. For
example, taking the sentence “[Michael Jackson]
released a new song Beat It as input, it is easy
for LLMs to predict “Michael Jackson is a singer”
without reasoning. To address this, we mask the
entity. In the second type, the model can know the
masked entity from the context. For example, LLM
can indicate the masked entity is “Michael Jack-
son” according to the song “Beat It”, and “Michael

Type #FGRC | #Num | Example

person 12 546 | doctor, actor, artist
organization 11 477 | company, sports_team
location 17 778 | city, road, park

product 14 43 airplane, mobile_phone
art 7 96 film, written_work, music
event 6 92 election, natural_disaster
science 10 46 biology, chemistry

else 8 89 time, color, language

Table 1: Concept type distribution of CR-LLM datasets.
“#FGRC” denotes number of fine-grained reference con-
cepts. And “#Num” denotes number of samples.

Jackson” is a “singer”, which returns the first type
of leakage. Therefore, we use ChatGPT to predict
the masked entity in input and remove samples in
which masked entities can be predicted.

Context Leakage Prevention Context leakage
occurs when sentences contain concepts of the
masked entity. For example, the sentence “[en-
tity] is an American singer” contains the reference
concept “singer” for the masked entity. To address
this issue, we first remove samples where the input
included reference concepts. Additionally, since
this is an open-ended question and the reference
concept is not the only answer, we also perform
manual filtering, in which we remove samples that
contained any reasonable answer. For example,
“[entity] is an American vocalist” with the refer-
ence concept “singer”.

3.3 Dataset Analysis

In this section, we analyze the CR-LLM from four
dimensions: dataset statistics, leakage prevention,
solvability and diversity.

Dataset Statistics Based on FIGER, we create
CR-LLM with 2,167 samples and covering 85 ref-
erence concepts. Each sample contains text with a
masked entity and a reference concept. The average
text length is 137.74 tokens, with 1.15 words per
reference concept. Table 1 shows the concept type
distribution. There are more samples about per-
son, organization, and place, while the number of
samples about other types is relatively smaller. To
ensure the diversity of CR-LLM, each concept type
contains at least 40 samples in CR-LLM. We also
test the type distribution bias between CR-LLM
and FIGER due to filtering operations in dataset
construction. The results indicate that our filtering
introduce only a minor distribution bias, with the
largest deviation being just 4.32%, observed in the
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‘LlamaZ Vicuna ChatGPT Claude
parameters | 7B 7B

FIGER 84.0 82.4 90.4 95.0 97.4 94.8
MASKED 12.0 20.4 28.8 26.0 44.8 34.0
CR-LLM 0.0 6.0 0.0 7.0 19.0 14.0

GPT4 Gemini

Table 2: Proportion of modeledge leakage in the FIGER,
masked-FIGER and CR-LLM.

organization category.

Leakage Prevention To demonstrate the neces-
sity and effectiveness of modeledge leakage preven-
tion, we evaluate modeledge leakage in FIGER and
CR-LLM. The results are shown in Table 2. In the
original FIGER dataset, almost all models know the
concepts of unmasked entities due to the fact that
LLM retained a large amount of factual knowledge.
Through our modeledge leakage prevention, effec-
tive control over modeledge leakage is achieved in
CR-LLM. For small or medium-sized models, such
as Llama2 (Touvron et al., 2023), Vicuna (Zheng
et al., 2023) and Claude (Bai et al., 2022), data
leakage was less than 7%. Larger models with
more than 500B parameters, such as GPT-4 (Ope-
nAl, 2023) and Gemini (Team et al., 2023), keep
modeledge leakage within 20%. In addition, we
examine modeledge leakage in masked-FIGER as
ablation, which demonstrates that each step in our
modeledge leakage prevention is necessary.

For context leakage, we manually analysis 500
randomly selected samples from FIGER. The re-
sults showed that about 5% of the samples con-
tained reference concepts and about 32% contain
other concepts of entity. And with our context leak-
age prevention, these context leakages are removed
in CR-LLM.

We also investigate the adequacy of leakage pre-
vention, which answers whether the filtering oper-
ation removes non-leakage cases. For modeledge
leakage prevention, as both scenarios described in
Section 3.2 inevitably lead to modeledge leakage,
there is no risk of excessive filtering. For con-
text leakage prevention, an examination of 100 ran-
domly filtered samples revealed that 5% of the sam-
ples might be at risk of excessive filtering. How-
ever, considering that our dataset is used for testing,
excessive filtering is acceptable compared to under-
filtering.

Solvability Due to our filtering and modification
of the FIGER dataset, there is a concern about the
solvability of our data. To answer this concern,

Role ‘ Example ‘ Proportion
s [l s
o | K tos s ekl | s
ArgM OA;?}TEI[):stii:yz}Village of France, 54.0

Table 3: Different roles of the masked entities in the
sentence.

we asked 5 volunteers to perform concept reason-
ing on 200 random samples and count the number
of unsolvables. The answers showed that 96% of
the sample could be answered by the volunteers.
And the remaining 4% could also be answered
after knowledge of the relevant terminology was
provided. Therefore, we claim that our CR-LLM
dataset is solvable and usable.

Entity Diversity Considering different roles of
masked entities affect the difficulty of entity un-
derstanding, we also analysis the different roles of
the masked entities in the text. We categorize the
masked entities into three types according to their
roles: ArgS (Agent and Theme), ArgO (other argu-
ments) and ArgM (adjunct-like arguments) (Palmer
et al., 2005; Roth and Lapata, 2016). Similarly, we
randomly select 200 samples and use manual statis-
tics on the proportions of the different types, and
the results are shown in Table 3. Among them,
ArgO and ArgM have more samples than ArgS,
which may be caused by the fact that ArgS samples
are more prone to modeledge leakage and context
leakage. However, all three types of samples have
sufficient numbers. Therefore, our dataset is com-
plete and diverse in that it contains data of different
roles and levels of difficulty.

3.4 Evaluation

Concept reasoning is an open-ended task, where
there exists no particular ground truth. Therefore,
we resort to GPT-4 for evaluation (Naismith et al.,
2023; Xiao et al., 2024; Hackl et al., 2023).

Two types of metrics are used: correctness and
granularity. For correctness, the reasonable an-
swers related to the reference concept are consid-
ered as correct answers. We input the context, the
unmasked entity, and the answer into GPT-4 to
calculate accuracy, precision, recall, and macro-
F1. For granularity, first, we test the number of
words in reasoning results as length. Also, we
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Models | Accuracy Precision Recall Macro-F1 | Length Better-R Worse-R ~ All-R | AQS
Llama-2-7b fewshot 26.50 47.16 22.53 30.49 1.32 67.57 5.47 62.10 25.05
Llama-2-7b.y; 37.00 59.93 40.21 48.13 1.57 57.09 14.18 42.90 31.75
Vicuna-7b teyshot 39.00 55.16 35.64 43.30 1.60 42.85 16.88 25.97 3241
Vicuna-7b,,; 51.91 69.01 47.82 56.49 1.41 35.80 32.09 3.70 35.25

ChatGPT fepshot 53.00 73.17 53.12 61.55 1.92 48.00 34.54 13.45 34.69
ChatGPT,; 75.00 87.54 75.12 80.86 1.10 42.10 23.68 18.42 57.24
Gemini feyshot 63.02 70.33 59.13 64.25 1.20 63.09 8.33 54.76 57.77
Gemini,, 77.44 86.69 78.71 82.51 1.29 48.42 15.78 32.63 65.22
GPT4 fewshot 84.87 88.87 86.03 87.43 1.50 56.00 15.00 41.00 72.13
GPT4,., 85.29 90.65 86.58 88.57 1.64 56.00 10.00 46.00 76.76
Model Effectiveness Score |~ 91 - - - | - - - 84 | -

Table 4: Results of different models on CR-LLM dataset. “Better-R” (“worse-R”) indicates the proportion of the
predicted concept granularity superior (inferior) to the reference. “All-R”’="Better-R”-“worse-R”. “AQS” indicates
the Accuracy-Quality Composite Score. And we computed the modeledge leakage fraction with the same accuracy
as the non-modeledge leakage fraction to avoid scoring gaps due to modeledge from different models.

use the reference concept as a benchmark and
use GPT-4 to compare the granularity of the rea-
soning results with the reference concept. Points
are awarded for better concepts and deducted for
worse concepts, called better_concepts_rate and
worse_concepts_rate, providing a quality compari-
son between reasoning results and reference results.
Finally, we also provide a composite score, which
mixes accuracy with quality for evaluation, calcu-
lated as accuracy * (1 — worse_concepts_rate).

Following the above evaluation methodology,
we test the performance of five models of different
sizes on CR-LLM and the results are presented in
Table 4. And the results show that current models,
especially those of common size and smaller scales,
perform poorly in concept reasoning tasks. In addi-
tion, to validate the effectiveness of GPT-4, three
volunteers provide scores for the scoring results,
denoted as Model Effectiveness Score (MES). A
score is assigned only when all three volunteers
agree on the model evaluation. The high MES in
Table 4 indicates that the above evaluation method
is reasonable and effective.

4 Hybrid Method

As Table 4 shows that existing widely-used LLMs
achieve limited performance on concept reason-
ing, we propose a hybrid method by combining
inductive and deductive reasoning to stimulate the
concept reasoning capability of LLMs. And the
framework of the hybrid method is shown in Fig-
ure 2.

4.1 Inductive Reasoning

Inductive reasoning involves specific observation
of patterns to draw a more general conclusion (Law-
son, 2005). As suggested by many previous
works (Wang et al., 2023; Rytting and Wingate,
2021; Olsson et al., 2022), concept reasoning based
on inductive reasoning resorts to finding similar
cases to the input sample and using their summaries
to derive answers. Since the summarization is done
by LLM, the key part here is to get a suitable sim-
ilar cases. We use semantic similarity and literal
similarity to identify similar cases. For semantic
similarity, a direct method is to compute the cosine
similarity between the input text and all other se-
lectable cases, called global similarity. However,
global similarity has limited performance due to
variations in the roles of masked entities in sen-
tences as shown in Table 3. Therefore, we addi-
tionally compute the cosine similarity between sub-
clauses containing the masked entity, called local
similarity. For literal similarity, different text simi-
larity metrics can be adopted, such as BLEU (Pap-
ineni et al., 2002) and Jaccard similarity. Finally,
we combine global and local semantic similarity to
collect 5 most similar samples as candidates, then
use local literal similarity to select 3 most simi-
lar samples from these candidate samples as final
cases.

4.2 Deductive Reasoning

Deductive reasoning drives specific conclusions
based on more general premises (Lawson, 2005).
As suggested by many previous works (Ling et al.,
2023a; Yan et al., 2023; Bostrom et al., 2022), con-
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Figure 2: Workflow of the hybrid method, including inductive reasoning, deductive reasoning and a controller.

cept reasoning based on deductive reasoning re-
sorts to iteratively using common sense in model
and factual information, which can be thought of
as premises, to draw conclusions. The process of
deductive reasoning is illustrated on the right side
of Figure 2. And we follow the ReAct format (Yao
et al., 2022), in which we use the “thought” to infer
the concept of the masked entity based on exist-
ing factual information and the “action” to retrieve
factual information or outputs the final answer.

As factual information retrieval is the key
to deductive reasoning, we introduce a retrieve-
fallback-generate strategy to collect high-quality
factual knowledge by combining knowledge base
(Wikipedia) and LLM. The process starts by select-
ing a mention my; in the input and using an external
knowledge base to retrieve knowledge about m;.
In cases the selected mention is related to multiple
entities, we use a LLM to select the most appro-
priate entity. If the retrieval step encounters an
error, such as no mention information in the exter-
nal knowledge base, we resort to a LLM to directly
generate the factual information.

4.3 Controller

In general, it is difficult to use a single reasoning
method that accommodates diverse samples. There-
fore, we propose an adaptive reasoning strategy that
allows the LLM to automatically select the appro-
priate reasoning methods for different samples.
Specifically, the controller to determine the most
appropriate reasoning method for the current in-

put is a LLM using prompt and similar cases. For
prompt, we specify how inductive and deductive
reasoning work in concept reasoning. For the cases,
we use two types of illustrative examples to assist
the model’s judgment. The first type consists of
expert-selected exemplars for both types of reason-
ing, to help the model understand the characteris-
tics of different reasoning methods. The second
type selects the top-K most similar cases based
on cosine similarity metrics. Finally, to ensure the
quality of output concept, if one reasoning method
fails to provide an answer, we resort to the other
reasoning method for output.

S Experiments

In this section, we first conduct extensive exper-
iments to verify the effectiveness of our hybrid
method. Then, we provide a detailed analysis and
case study of our method and current model in
concept reasoning.

5.1 Experimental Setup

We compare our hybrid method with the following
LLM reasoning methods: 1) Few-shot LLM. 2) In-
Context Learning (cosine similarity). 3) Chain-of-
Thought (Wei et al., 2022). 4) LLM with CoT+ICL.
5) Self Consistency (Wang et al., 2022): Reasoning
3 times and choose the answer with the highest
number of occurrences. 6) Question Decomposi-
tion (Zhou et al., 2022): Decompose the question
into sub-questions and provide answers. 7) De-
ductive Verification (Ling et al., 2023b): Perform
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Methods | Accuracy Precision Recall Macro-F1 | Length Better-R Worse-R ~ All-R | AQS

Few-shot LLM;;4m4 26.50 47.16 22.53 30.49 1.92 48.00 34.54 13.45 17.34

Few-shot LLM cjq¢gpt 53.00 73.17 53.12 61.55 1.32 67.57 5.47 62.10 50.10

In-Context Learning,mq 32.50 39.62 15.70 22.49 1.17 42.33 40.33 2.00 19.39

In-Context Learningcpatgpt 72.66 80.40 73.56 76.83 1.18 52.20 12.50 39.70 63.57

Chain-of-Thought;;gma 37.00 59.93 40.21 48.13 1.10 42.10 23.68 18.42 | 28.23

Baseli Chain-of-Thoughtcpatgp: 75.00 87.54 75.12 80.86 1.57 57.09 14.18 4290 | 64.36
aseline

LLM with ICL+CoTama 54.40 76.00 53.54 62.83 1.69 50.57 13.70 36.78 | 46.94

LLM with ICL+CoT c,atgpt 75.66 84.74 73.05 78.46 1.91 64.49 12.31 52.17 66.34

Self Consistency;iama 39.25 58.72 37.06 45.44 1.11 50.00 10.29 39.7 35.21

Self Consistency nagpt 75.33 85.66 74.08 79.45 1.58 59.35 14.02 45.32 64.76

Question Decomposition;g,m,, 43.00 75.04 54.14 62.90 1.24 56.62 16.86 39.75 35.75

Question Decomposition patgpt 61.00 79.48 59.01 67.73 1.76 61.88 14.79 47.08 51.97

Deductive Verification;;g,, 44.60 71.34 50.24 58.96 1.19 48.91 16.30 32.60 | 37.33

Deductive Verificationcyazgp 79.00 85.71 75.86 80.49 1.63 56.41 15.54 40.87 | 66.72

Inductive Reasoning;qma 55.60 75.75 55.00 63.73 1.66 66.25 13.75 52.50 | 47.95

Inductive Reasoningpq¢gpt 79.33 85.49 75.29 80.07 1.93 68.55 12.01 56.53 69.80

Ours Deductive Reasoning;jqmq 42.00 63.47 43.65 51.73 1.45 63.88 19.44 44.44 | 33.83

Deductive Reasoningpqtgpt 72.66 83.94 70.10 76.40 2.10 61.48 14.84 46.64 | 61.87

Hybrid Reasoningj;ma 58.60 79.87 59.61 68.27 1.70 64.89 15.95 48.93 49.25

Hybrid Reasoning j,q gyt 82.00 89.22 81.50 85.18 2.10 67.22 12.70 54.51 71.58

Table 5: Results of different methods on CR-LLM dataset based on ChatGPT and Llama-2-7b. “Better-R” (“worse-
R”) indicates the proportion of the predicted concept granularity superior (inferior) to the reference. “All-R”="Better-
R”-“worse-R”. “AQS” indicates the Accuracy-Quality Composite Score.

self-verification for each reasoning. In addition,
to validate the robustness of our method, we con-
duct experiments using both a closed-source large-
parameter model, ChatGPT (OpenAl, 2022), and
an open-source small-parameter model, Llama2-
7B (Touvron et al., 2023).

5.2 Main Results

To validate the effectiveness of the hybrid method,
we perform comparisons with baselines. The ex-
perimental results are shown in Table 5.

We conclude from the results: First, our method
outperforms competitors in both accuracy and F1,
showing that our method can accurately reason
about the concept of the masked entity. Specifically,
our hybrid method outperforms Deductive Verifi-
cation by 3% and CoT+ICL by 6.5%. Second, the
concepts generated by our method are longer and
have more fine-grained data than most baselines.
It should be noted that Few-shot LLM generates
more fine-grained concepts than we do, which can
be attributed to the fact that some of the results
are guesses and LLLMs are more likely to produce
fine-grained concepts when making guesses. Third,
within our methods, hybrid reasoning gives the best
results compared to single reasoning, as different
samples are better suited for different reasoning
methods. Specifically, our method outperforms in-
ductive reasoning in accuracy by 2.7%. And induc-

‘ better-D  worse-D  All-D
Few-shot LLM 20.28 31.88 -11.59
In-Context Learning 16.01 38.28  -22.26
Chain-of-Thought 12.40 28.19 -15.78
LLM with ICL+ CoT 17.11 30.03  -12.92
Self Consistency 16.66 4285 -26.19
Question Decomposition | 28.57 47.61  -19.04
Deductive Verification 16.66 4333  -26.66
Inductive Reasoning 3.70 3333 -29.62
Deductive Reasoning - - -
Hybrid Reasoning 13.42 16.25 -2.80

Table 6: Differences in granularity between the results
of other methods and deductive reasoning. “-D” means
compared with deductive reasoning.

tive reasoning shows better performance compared
to deductive reasoning. One possible reason is that
the logic of deductive reasoning is more complex
and requires valid search targets to better motivate
performance.

5.3 Detailed Analysis

In this subsection, we conduct experiments on other
subtasks to further validate the effectiveness of our
method. This includes the validity of deductive
reasoning, sub-methods and hybrid strategies.

Analysis of deductive reasoning To show the ad-
vantage of deductive reasoning in concept quality,
we compare the granularity differences between the
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—[ (1.a) Entity Role Diversity: inappropriate similar cases ]—

—[ (2) Knowledge needs: retrieval error ]7

Describe:He is the son of [entity] 1902-1955 and his wife , the former
Romaine Combe died 1951 .

Similar case:

He returned to the Riverina in 1913 and died of [endocarditis] in Hay ,
survived by his daughter . ->disease

He suffered a serious fall indoors at his home in [Kent] in June 1955 and
died in a private nursing home on October 15, 1955 . ->county
Improper selection of cases

The description is similar but has no effect on the reasoning

Describe:Ella is located on the west bank of the Chippewa River 7.5

south-southwest of [entity] . - . L
Entities with the same name or missing

Act L:Entity Search[Ella] from the wiki library may cause errors.

Obs 1:Ellie, or Elly, is a given name, usually feminine.

—[ (1.b) Entity Role Diversity: wrong target entity ]7
Describe:He is best known for [entity] , The Forsyte Saga 2002 and
Island at War 2004.

Answer:"[entity]" is best known for his television work The Forsyte
Saga 2002 and Island at War 2004.
Finish[television actor] Incorrectly changed the target of inference

from [entity] to the subject of the description

—[ (3) Concept diversity: inappropriate granularity ]—
Describe:Adayalam is a 1991 Malayalam film by K. Madhu starring
Mammootty , Rekha , Shobana and [entity] .

Answer: [entity] is mentioned along with other actors and actresses in a
film, so it can be inferred that [entity] is a person.
Finish[person] Can answer better concept

Describe:He was initially replaced with Todd " Vito " DeVito , but was
soon replaced by [entity] .

Thought 1:it is likely referring to a person or a character. However,
without further context, it is not possible to determine the exact concept
that [entity] belongs to.
Act 1: Finish[unsure]

Reasoning should stop when no further

information is available

Figure 3: Some bad cases in concept reasoning and their reasons, which are divided into three parts: entity roles

diversity, knowledge needs and concept diversity.

| UB | Acc. Fl | length Qual | accuracy precision recall ~macro-F1

CoT & Ind | 86.5 | 80.8 88.77 1.88 -6.31 Random Mix 75.60 82.46 7037 75.94
CoT & Ded | 845 | 77.2 8740 1.82 -4.00 Prompt-based 78.00 87.37 7173 82.27

SC & Ind 86.2 | 80.0 81.96 1.87 -6.25 ICL-based 79.33 8734 7729  82.01
SC&Ded | 854 | 80.3 84.00 1.74 -15.0 Ind2Ded 80.80 87.33  78.71 82.80
QD & Ind 834 | 788 8480 | 1.99 -8.79 Ded2Ind 76.33 89.61  75.78 82.12
QD & Ded | 81.8 | 744 81.17 | 2.09 -5.13 Bert Classifier | 77.00 88.11 7492  80.98
DV & Ind 87.0 | 79.3 82.26 1.77 -6.12 Ours 82.00 89.22 8150  85.18
DV & Ded | 84.8 | 80.3 81.40 1.72 -14.0

Ind&Ded | 87.5 | 820 85.18] 210 _ Table 8: Results of different hybrid strategies. Prompt-

Table 7: Results of combining different sub-methods.
UB denotes the upper bound and Qual denotes the gran-
ularity comparison with our hybrid reasoning.

results of deductive reasoning and each baseline
method, as shown in Table 6. From the table, we
can see that all competitors have coarser granular-
ity than deductive reasoning. This illustrates the
importance of knowledge for the quality of concept
reasoning. In addition, hybrid reasoning is clos-
est to deductive reasoning in terms of granularity,
but lags slightly behind due to the incorporation of
inductive reasoning.

Analysis of different sub-methods To vali-
date the effectiveness of combining the two sub-
methods in hybrid reasoning, we systematically re-
place these two sub-methods with alternative base-
lines. The experimental results are shown in Ta-
ble 7. The hybrid method based on induction and
deduction shows the best performance in terms of
both upper bounds and experimental results. This is
due to the complementary nature of these two sub-
methods. Although the other sub-methods maybe

based (ICL-based) means using prompts (similar cases)
to classify. And Ind2Ded (Ded2Ind) means using in-
ductive (deductive) reasoning and switches to deductive
(inductive) reasoning when uncertain.

more accurate when executed individually, the lack
of complementarity with inductive or deductive rea-
soning does not allow maximizing the benefits of
hybrid.

Analysis of different hybrid strategies In this
paper, we design a controller to select the appropri-
ate reasoning method for different samples. To
validate the effectiveness of this controller, we
also design several classification methods as hybrid
strategy for comparison. The results are shown in
Table 8. And our controller outperforms almost all
competitors on all metrics, highlighting the effec-
tiveness of our controller.

5.4 Case Study

To gain a deeper understanding of the difficulty of
concept reasoning for current models and methods,
we present some cases as shown in Figure 3.

The first difficulty arises from the diversity of
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entity roles. On the one hand, this makes it difficult
to find suitable similar cases, which will affect the
effectiveness of in-context learning, as in Figure 3
(1.a). On the other hand, the model may confuse the
Agent with the masked entity, as in Figure 3 (1.b).
Second, concept reasoning tasks require the model
to have knowledge, either possessed by the model
itself or returned by retrieval (as in our deductive
reasoning), which may lead to errors because of
incorrect knowledge. Finally, the diversity of con-
cepts also adds difficulty to reasoning, which is
shown in Figure 3 (3). Since too coarse granularity
is not a good answer and pursuing too fine granular-
ity may lead to errors, it is difficult for the model to
decide whether to stop reasoning or continue and
answer an optimal concept.

6 Conclusions

In this paper, we present the concept reasoning task
for large language models for the first time. To
evaluate the concept reasoning abilities of large
language models, we construct a dataset, CR-LLM,
which is built by two steps: modeledge leakage
prevention and context leakage prevention. The
dataset consists of 2,167 samples, covering dif-
ferent entity types, such as “person” and “place”.
Based on the dataset, we propose a hybrid rea-
soning method, consisting of inductive reasoning,
deductive reasoning, and a controller. Experimen-
tal results show that LLMs perform sub-optimally
in concept reasoning. In contrast, our proposed
method significantly improves the concept reason-
ing abilities of LLMs, achieving a 7% increase
in accuracy compared to CoT and demonstrating
better conceptual granularity.

Limitations

For our dataset, the reference concepts provided
may not be optimal due to the use of previous en-
tity typing datasets (e.g., FIGER). For example, if
"US location" can be inferred from the text, the ref-
erence concept may be limited to "location" only.
This could potentially reduce the quality of concept
generation using the ICL method, given the pres-
ence of coarse-grained concepts in the examples.
However, this does not affect our evaluation, since
we use GPT-4 for evaluation.

There is room for improvement in our method.
For example, self-consistency or verification en-
hancements could be considered. However, in this
paper, we have highlighted our focus on combining

complementary methods to be more effective than
a single method. Therefore, we refrain from adding
additional components to improve accuracy so as
not to dilute our main focus.

Ethical Considerations

This paper introduces a novel concept reasoning
dataset constructed from the publicly available
FIGER dataset. As the source dataset is openly
accessible, there are no specific ethical considera-
tions outlined in this paper.
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