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Abstract

Large language models (LLMs) are very pro-
ficient text generators. We leverage this capa-
bility of LLMs to generate task-specific data
via zero-shot prompting and promote cross-
lingual transfer for low-resource target lan-
guages. Given task-specific data in a source
language and a teacher model trained on this
data, we propose using this teacher to label
LLM generations and employ a set of simple
data selection strategies that use the teacher’s
label probabilities. Our data selection strate-
gies help us identify a representative subset of
diverse generations that help boost zero-shot
accuracies while being efficient, in comparison
to using all the LLM generations (without any
subset selection). We also highlight other im-
portant design choices that affect cross-lingual
performance such as the use of translations of
source data and what labels are best to use for
the LLM generations. We observe significant
performance gains across sentiment analysis
and natural language inference tasks (of up to a
maximum of 7.13 absolute points and 1.5 abso-
lute points on average) across a number of tar-
get languages (Hindi, Marathi, Urdu, Swahili)
and domains.1

1 Introduction

Multilingual pretrained models are a mainstay in
modern NLP. To create highly-performant task-
specific models across different languages, a com-
monly adopted paradigm is to finetune a multi-
lingual pretrained model like XLM-R (Conneau
et al., 2020) using task-specific labeled data. In the
absence of labeled data for a target language, pre-
trained models finetuned on task-specific data in a
source language (such as English) have been shown
to facilitate zero-shot crosslingual transfer (Yu and
Joty, 2021; Zheng et al., 2021; Liu et al., 2021).

*These authors contributed equally to this work.
1The code and data for this work is available at

https://github.com/LLM-Based-Augmentations
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Figure 1: Overall schematic illustrating various aspects
of LLM-based augmentation.

Given large language models (LLMs) and their
superior generation capabilities, a natural question
is whether they can be used to generate synthetic
task-specific data in English. To create synthetic
data in a (non-English) target language, these LLM
generations could be further translated into target
language data using existing machine translation
systems. In this work, we examine the follow-
ing central question: How do we make best use
of LLM generations to improve zero-shot2 cross-
lingual transfer to target languages without any
labeled data? We stress here that we are interested
in the realistic setting where task-specific data in
the source language might vary in domain from the
target language tasks; this setting is largely absent
in zero-shot evaluations in prior work.

Our overall data augmentation pipeline is illus-
trated in Figure 1. We use an open-source LLM
such as Llama-2 (Touvron et al., 2023) and prompt
it to generate task-specific text in English. For all
target languages, we assume access to task-specific
data in English that may not be in the same do-
main as the target-language tasks. When domain
information is available for the target tasks, we add
this information in the prompt to generate text that
appears to be more in-domain.

2Here, by zero-shot we mean that we have no access to
in-domain labeled data for a given target language. Automatic
translations of English into the target language, derived from
an NMT system as shown in Figure 1, can be used during
training.
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Pseudolabels for synthetic data. We examine
two choices to generate pseudolabels for the LLM
generations: 1. Via prompting the LLM, to appear
in the output as part of the generation. 2. Via a
teacher model trained on task-specific English data.

We explore two ways in which the above-
mentioned pseudolabels can be used when training
models with synthetic data. We train a single model
on task-specific English data augmented with gen-
erations pseudolabeled via LLM prompts. We also
adopt teacher-student training where the teacher is
trained on task-specific English data and the stu-
dent model is trained on synthetic data with soft
teacher labels (i.e. label distributions). Given la-
bel noise, we find training a student model with
soft teacher labels yields significantly more accu-
rate models compared to training with hard teacher
labels.

Data selection. There are two main arguments in
favour of data selection:

1. Efficiency: A smaller subset of the generated
data can be used as augmentation, thus reduc-
ing the training cost compared to using all the
generated data.

2. Accuracy: Data selection helps identify train-
ing instances that are likely to aid learning
more, and hence generalize better to yield
overall performance improvements on down-
stream tasks.

We explore different selection strategies and
show that careful data selection yields stable per-
formance improvements, unlike random selections
that lead to higher variance runs and do not guar-
antee gains in performance. While generating
synthetic data has been studied in prior work, in
this work we investigate using filtering with LLM-
based augmentations in a zero-shot setting.

We note here that the role of the teacher model is
critical for data selection. The teacher model gives
label probabilities for every LLM generation, that
is used in our data selection techniques. (With the
pseudolabels derived via LLM prompts, we do not
have such confidence estimates.) The utility of the
teacher is mainly in identifying a suitable subset
based on label probabilities. Once we identify such
a subset, either LLM labels or teacher labels can
be used for the instances in the subset.

2 Methodology

2.1 Generation

Consider a scenario where we have task-specific
labeled data for a high-resource source language
such as English (denoted as Den). Our final down-
stream task is in a low-resource target language for
which we have no labeled data. In this work, we
experiment with two classification tasks: sentiment
analysis (SA) and natural language inference (NLI).
We aim to achieve improved cross-lingual transfer
for these two tasks to different target languages by
augmenting Den with (labeled) LLM generations
denoted as Gen. This is motivated by recent work
on boosting task performance via data augmenta-
tion techniques (Vu et al., 2022; He et al., 2022a;
Liu et al., 2022; Whitehouse et al., 2023; De Raedt
et al., 2023a).
Gen is generated by prompting an LLM with

a compact target domain description and the in-
tended class label to produce class-conditioned,
task-specific generations in the target domain.
We utilize the open-source 13b llama-2-chat-hf
model (Touvron et al., 2023) for all our generations.
The prompt is composed of two sub-prompts: 1) A
system prompt that specifies a generic set of rules
that the generator should obey, and 2) an instruction
prompt that specifies more targeted instructions for
generation. More details about data generation us-
ing llama-2 and the prompts for all target tasks are
specified in Appendix D and Appendix E.

2.2 Pseudolabeling and Training Methods

Teacher-student Training (T ). A teacher model
is trained on the source data (Den) using cross-
entropy loss. The teacher is used to pseudolabel
the generations in Gen. A subset of Gen is cho-
sen via various selection techniques described in
Section 2.3. We will refer to this subset as D′

en.
A student model is trained on both Den and D′

en
combined, using cross-entropy loss with the gold
labels in Den and a KL-divergence loss with the
soft pseudolabels derived from the teacher model.
Equation (1) refers to the overall loss computed,
where yc(x) is the one-hot label corresponding to
each x ∈ Den, qc is the student model probabil-
ity for class c (with temperature 1), pc(x) is the
teacher model probability for each x ∈ D′

en for
class c ∈ C and q∗c is the student model probability
for class c (scaled by temperature value 1.5). This
is the standard teacher-student paradigm, and we
will refer to the trained student model as T in our
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experiments.

Len =
1

|Den|
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(
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)
(1)

Rather than using English source data and En-
glish generations, we can also adopt the translate-
train setting (Artetxe et al., 2020) where Den and
Gen are translated to the target language using an
off-the-shelf neural machine translation system to
yield Dtg and Gtg, respectively. The rest of the
above-mentioned teacher-student training pipeline
stays the same, except with using translated data
everywhere.

Teacher-driven Training with Prompt Labels
(Tpl). Instead of using a teacher model to pseu-
dolabel the generations in Gen/Gtg, we use the
teacher’s label probabilities for data selection (de-
tailed in Section 2.3) after which we label the data
using the labels in the LLM prompts that we use
for class-conditional generation. A single model
is trained using cross-entropy loss on both source
data in Den/Dtg and prompt-labeled data sampled
from Gen/Gtg. The main difference from teacher-
student training is the use of hard prompt labels for
the sampled generations with a cross-entropy loss
instead of soft pseudolabels from a teacher model
with a KL-divergence loss. Here, we first utilize
the teacher for data selection and subsequently use
the LLM prompt labels for the generations. This
model will henceforth be referred to as Tpl. Similar
to T , even with Tpl, we can adopt the translate-train
setting and use translated source data and LLM gen-
erations.

2.3 Data Selection Strategies

Around 130K instances are generated for each tar-
get task from which a small subset is sampled using
various data selection techniques described below.
In all experiments, we uniformly sample across
positive, negative, and neutral class labels for senti-
ment analysis (and entailment, contradiction, and
neutral class labels for NLI) by choosing 2500 in-
stances from the full set of instances for each class
to create D′

en/D′
tg.

• rand-k: We select a random subset of 2500
instances from the data generated for each
class in Gen/Gtg.

• top-k: Instances specific to each class in
Gen/Gtg are sorted in descending order using
the teacher model’s predicted probability for
that class. The top-k (k = 2500) instances
from each class are then selected.

• div-k: We aim to select a diverse set of sen-
tences from each target class using div-k. The
sentences belonging to each class (based on
teacher labels) are encoded using LABSE sen-
tence embeddings (Feng et al., 2022). The
embeddings for each class are then clustered
using NLTK’s Kmeans clustering algorithm3.
We create 25 clusters for each class and select
the top 100 instances using the probabilities
assigned by the teacher model (as in top-k)
per cluster to get a total of 2500 instances
per class. With this simple cluster-then-topk
technique, we hope to identify samples that
offer good coverage and capture the diversity
of samples within each class.

• amb-k and easy-k: We design two additional
selection techniques amb-k and easy-k by
drawing inspiration from prior work on data
cartography (Swayamdipta et al., 2020) where
data points are characterized as ambiguous,
easy or hard based on the training dynamics
across epochs. We first compute predicted
probabilities for each class for each instance
across checkpoints of the teacher model saved
after each training epoch. Next, we com-
pute the mean and standard deviation across
probabilities for each instance across training
epochs. For each class, instances with the
top-k (k = 2500) mean and standard devia-
tion values are chosen as easy-k and amb-k,
respectively. High standard deviation values
signify larger variability in predictions across
training; these instances are characterized as
ambiguous examples that the model is unsure
about. High mean values signify higher confi-
dence in predictions; these instances are char-
acterized as easy examples that the model is
confident about. This selection technique is
expensive in having to maintain checkpoints
for all training epochs; we evaluate this only
for NLI.

3https://tedboy.github.io/nlps/generated/nltk.cluster.html
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3 Experimental Setup

3.1 Datasets

Source data refers to labeled task-specific data in
English, while target data refers to evaluation sets
in the target languages for which there is no labeled
data. Unless specified otherwise, we choose source
data to be from a different domain compared to the
target data. This is different from most prior work
in zero-shot evaluations where the source data is
typically chosen to be consistent in the domain to
the target tasks (Whitehouse et al., 2023; Li et al.,
2021; Du et al., 2021; Vu et al., 2022). We assume
a more realistic setting where the source and target
domains can be mismatched.

Source data. We use SST5 (Socher et al., 2013)
and SNLI (Bowman et al., 2015) datasets for senti-
ment analysis (SA) and natural language inference
(NLI), respectively. SST5 is a sentiment classifica-
tion dataset featuring five distinct labels: negative,
very negative, positive, very positive, and neutral,
that we collapse into three labels: positive, nega-
tive and neutral to match the target tasks. Similar
to (Li et al., 2021), we consider a random subset
of the SNLI train set (15K training sentences, 5K
per class) to simulate a low-resource setting and
for quicker experimental turnaround.

Target data. Our target SA tasks include Marathi
Sentiment (Pingle et al., 2023), GLUECoS Hindi-
English code-switched Sentiment (Khanuja et al.,
2020), and Hindi Product Reviews (Akhtar et al.,
2016). For NLI, we evaluate on Hindi, Urdu, and
Swahili from the XNLI (Conneau et al., 2018) cor-
pus; these are some of the the least-represented
XNLI languages. Appendix A provides more de-
tails about the source and target tasks. Appendix
C shows how we generate code-mixed data for the
translate-train setting of the GLUECos task.

3.2 Model and Training details

For all our experiments, we use the xlm-roberta-
large model (Conneau et al., 2019) for modeling
both the student and teacher. It is a 561M param-
eter model.4 Our choice of XLM-R for classi-
fication tasks was motivated by recent work on
cross-lingual classification (Artetxe et al., 2023)
that uses only XLM-R for all its evaluations. There
is also prior work (Zhang et al., 2023) that shows
that compared to much larger multilingual LMs

4https://huggingface.co/xlm-roberta-large

like BLOOMZ, etc., fine-tuned models of smaller
scale like XLM-R are at par or superior on many
cross-lingual classification tasks for low-resource
languages. Both the student and teacher mod-
els are trained for 15 epochs, with a learning
rate of 5e-6, AdamW as the optimizer, batch size
of 32, and gradient accumulation step size of 4.
The student model uses a temperature of 1.5 for
the KL-divergence loss. We use the best check-
point model for all the evaluations, where the
best checkpoint is selected based on accuracy over
the source dev set. Translations are obtained us-
ing IndicTrans2 (AI4Bharat et al., 2023) for all
the languages except Swahili, for which we use
NLLB (Team et al., 2022).

3.3 Baselines

Source only (SRC). Here, the model is trained on
the train set of the source tasks (refer Section 3.1).
No synthetic data is used to train the model. 8,544
and 15K instances are used for SA and NLI tasks,
respectively.

Source+Generations (SRC+GEN). Here, the
model is trained on a mixture of source and syn-
thetic datasets. The synthetic dataset (7.5K) is sam-
pled randomly from among the generations and
is not selected via any data selection technique
or with the help of a teacher resulting in 16K and
22.5K instances for SA and NLI tasks, respectively.

Generations only (GEN). Here, we train the
model only on the synthetically generated data.
The labels come from the prompts that we used
for class conditional generation. For a fair compar-
ison with SRC+GEN, we maintain the same total
size of 16K and 22.5K instances for SA and NLI
tasks, respectively

4 Results and Analysis

4.1 Main Results

We characterize the training data used for each
model along two axes: source of the task-specific
text and source of labels assigned to the data. GEN,
SRC and SRC+GEN in Table 1 represent the base-
line models as described in Section 3.3. Gener-
ated text used in all the baseline models is com-
bined with the corresponding prompt labels used
during generation. We observe that substituting
a portion of generated instances with source in-
stances (SRC+GEN) yields better performance, as
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MarSent HinProd XNLI Hi XNLI Ur XNLI Sw Avg

Models dev test dev test dev test dev test dev test

GEN 61.13 61.64 58.86 59.43 59.98 60.66 56.61 57.35 56.71 56.23 58.86

SRC 64.17 63.56 56.98 57.94 67.67 67.72 61.65 61.34 59.16 58.54 61.87

SRC+GEN 65.70 65.91 62.11 61.67 69.74 69.29 65.28 64.64 63.52 64.30 65.22

T -top-k 65.68 66.53 68.65 68.80 71.55 71.41 64.40 63.45 63.82 62.90 66.72
T -rand-k 65.42 65.29 62.11 62.68 71.05 71.12 63.01 61.86 62.11 60.97 64.56

T -div-k 65.81 65.99 65.55 66.83 71.26 71.65 65.82 64.87 64.44 64.10 66.63

Tpl-top-k 66.13 66.02 53.98 56.50 70.40 70.39 66.27 64.06 64.38 63.78 64.19

Tpl-rand-k 64.25 64.34 58.06 60.71 71.05 71.12 66.43 65.18 63.88 64.11 64.91

Tpl-div-k 65.77 65.45 59.66 60.61 71.31 70.88 65.91 65.01 65.68 65.34 65.56

Delta 0.43 0.62 6.54 7.13 1.81 2.36 1.15 0.54 2.16 1.04 1.50

Table 1: This table shows the translate-train accuracies. The top three rows represent the baselines. The highest
accuracy is shown in bold; the second highest is underlined. Delta represents the difference between the best-
performing technique and the best-performing baseline.

- GEN SRC SRC+GEN T -top-k T -rand-k T -div-k Tpl-top-k Tpl-rand-k Tpl-div-k Delta

GLUECoS 52.00 51.67 54.33 53.38 53.73 55.52 49.68 48.50 49.80 1.19

Table 2: Zero-shot numbers for GLUECoS sentiment analysis

anticipated, compared to using GEN alone. Fur-
ther augmenting the source data with generations
(SRC+GEN) boosts the SRC baseline across all
evaluated tasks/languages.

The results in Table 1 are all translate-train accu-
racy values since they are found to largely out-
perform the zero-shot numbers, thus highlight-
ing the benefits of using (machine) translations
for cross-lingual evaluations (as reported in prior
work (Artetxe et al., 2023)). Please refer to Ap-
pendix B for zero-shot results. Our reported num-
bers are averaged across models trained on two
different random seeds.5 Following the three rows
of baseline numbers in Table 1, we show results
using models that are trained across two differ-
ent levels of supervision from the SRC baseline
(acting as the teacher). T indicates that data se-
lection is done using teacher pseudolabels while
Tpl indicates that after data selection using teacher
pseudolabels, for each instance, prompt labels are
used for subsequent training (instead of retaining
the teacher-assigned labels). Each of the listed
models is trained on data selected using various
selection strategies detailed in Section 2.3. The T
models are trained with soft pseudolabels derived
from the teacher while the baselines and Tpl models
are trained with hard prompt labels. For a given

5For the Hindi SA task, due to the considerably smaller
size of the evaluation sets, we trained the models using six
different seeds to obtain more reliable evaluations.

strategy (top-k, rand-k, etc.), we note that the same
unlabeled data subsets are used with one of the two
kinds of labels (teacher soft vs. prompt hard).

Across all tasks, we observe that data selection
strategies yield consistent performance improve-
ments over the best baseline with absolute accuracy
gains of up to 7% for Hindi Product SA. Tpl appears
to do better overall i.e., prompt labels after teacher-
based data selection; the teacher labels perform
much better just on the Hindi Product task. We note
here that unlike prior work that uses LLM-based
augmentations for cross-lingual tasks (Whitehouse
et al., 2023) with access to some target data, all our
models are trained without any access to real target
data.

We find that the delta values in Table 1 using our
data selection techniques for XNLI and Marathi
SA (that have a similar number of test instances)
are statistically significant at p < 0.01 using the
Wilcoxon signed rank test. Since the Hindi product
review task has a significantly smaller number of
test instances, we treat it separately across different
random seeds and find that top-k data selection
results in a statistically significant improvement
(compared to SRC+GEN) at p < 0.05 using the
Wilcoxon signed rank test.

Other than the five target sets in Table 1, in Ta-
ble 2 we also evaluate on a code-switched Hindi-
English sentiment analysis task which is yet an-
other challenging low-resource domain. Unlike
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XNLI Hi XNLI Ur XNLI Sw

dev test dev test dev test

SRC+GEN 69.74 69.29 65.28 64.64 63.52 64.3

T -amb-k 69.14 70.03 64.00 62.49 63.98 63.02

T -easy-k 69.36 69.75 65.47 64.85 63.17 62.76

Tpl-amb-k 72.05 71.36 66.91 66.12 65.66 64.98
Tpl-easy-k 70.62 70.59 63.82 62.88 64.30 63.49

Delta 2.31 2.07 1.63 1.48 2.14 0.68

Table 3: Translate-train accuracies using amb-k and
easy-k selection (see section 2.3). Delta is (best score -
SRC+GEN) score.

Table 1 where translate-train was more effective,
we show zero-shot scores since the presence of En-
glish words in code-switched En-Hi text is found
to benefit more from SRC+GEN (teacher) trained
on original generations in English. More details
about the code-mixed text generation and the cor-
responding Translate-train numbers are provided
in Appendix C.

4.2 Experimental Analysis

Ambiguous/Easy Data Selection. Table 3 shows
XNLI results of student models/prompt-based mod-
els trained on data selected using amb-k and easy-
k selection techniques. Augmenting the source
data with prompt-labeled ambiguous instances ben-
efits the model the most. Ambiguous instances are
ones that the model is most uncertain about and
are likely to help the model generalize well. This
is consistent with observations about ambiguous
instances in prior work (Swayamdipta et al., 2020;
Liu et al., 2022).

Soft Labels vs. Hard Labels. Table 4 shows
the translate-train accuracies of a student model
(T ) trained using teacher hard pseudo labels and
soft pseudo labels. CE implies training using
teacher hard labels and cross-entropy loss, KLD
implies training using teacher soft labels and KL-
divergence loss. Large delta values highlight the
significance of using soft teacher labels instead of
hard labels. If the teacher labels are noisy, soft
labels help the student model generalise better to
unseen data.

Effect of Varying Sizes of Augmented Data. To
study the effect of augmented data size on cross-
lingual transfer, we experiment with div-k selection
(T model) and SRC+GEN model for the Marathi
SA task. Models are trained in the translate-train

Marsentiment XNLI Hi

T -top-k T -top-k

dev test dev test

CE 45.75 44.43 40.52 40.09

KLD 65.68 66.53 71.55 71.41

Delta 19.93 22.10 31.03 31.32

Table 4: Compare training of T -top-k model with
teacher-soft vs teacher-hard labels. Delta represents
the difference between the accuracy (translate-train) for
the student trained via soft labels and the student trained
using hard labels.

setting over varying amounts of augmented data.
Table 5 shows that increasing k leads to a decrease
in accuracy. The consistent downward trend in the
div-k selection technique underscores the impor-
tance of data selection; the best accuracies were
obtained using div-k with k = 7500. Also, aug-
menting synthetic data also results in increased
training time. Determining the optimal augmenta-
tion size for each target task is left as future work.

Augmenting with Target Train Data. To ex-
plore whether LLM generations boost performance
even in the presence of source data that matches in
domain to the target task (henceforth referred to as
target training data), we train teacher models on a
subset of 15K sentences from the XNLI train set.
(Note that the numbers in Table 1 were obtained
using SNLI as the source data.) As expected, we
see significant improvements in teacher accuracies
in Table 6 when using target train data. Student
models trained on generations pseudolabeled with
this superior teacher further boost accuracies; the
best results are obtained using a combination of

Marsentiment

T -div-k SRC+GEN

dev test dev test

k = 2500 65.81 65.99 65.38 65.42

k = 7500 66.32 66.57 64.31 64.44

k = 12500 65.28 65.17 63.57 64.39

k = 17500 64.73 64.53 65.14 65.57
k = 22500 64.64 64.22 64.08 64.79

Delta 1.68 2.35 1.30 0.78

Table 5: Translate-train accuracy analysis by training
T -div-k and SRC+GEN models with different sizes of
augmented data (k is the examples augmented per class).
Delta represents the difference between the best accu-
racy and accuracy for k = 22500.
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XNLI Hi XNLI Ur XNLI Sw

dev test dev test dev test

SRC 79.60 78.10 71.81 70.00 73.37 72.28

SRC+GEN 79.32 78.47 72.13 69.96 73.34 72.33

T -top-k 79.78 77.82 72.31 70.00 74.24 72.41
T -div-k 80.44 78.54 72.87 70.89 74.12 71.70

Delta 0.84 0.44 1.06 0.89 0.89 0.13

Table 6: Using in-domain target train (taking a random
subset from MNLI) for training the Teacher and also as
the source data (translate-train accuracies).

T -top-k

dev test

2500 pos, 2500 neg, 2500 neu 65.68 66.53
3000 pos, 3000 neg, 1500 neu 64.28 65.40

3500 pos, 3500 neg, 500 neu 65.13 65.51

3750 pos, 3750 neg, 0 neu 64.98 65.08

Table 7: Probing the effect of class imbalance on
Marathi sentiment task. pos, neg, and neu indicate pos-
itive, negative, and neutral classes. The best numbers
(translate-train) in a column are highlighted.

translate-train and div-k selection. Also, the accura-
cies obtained using SRC+GEN models are inferior
to the best scores obtained using T models, again
highlighting the importance of data selection.

Generations Uniform across Classes. By de-
fault, we create class-balanced augmentations by
sampling 2500 instances from each class based on
teacher labels. To analyse the effect of class im-
balance on downstream evaluation, we augment
the sentiment source data with class-imbalanced
augmented data sets for the Marathi SA task. The
total size of the augmented data remains constant,
while the class distribution is altered by eliminating
neutral sentences from 2500 to 0, thereby transi-
tioning towards sentiment-rich augmentations. We
see in Table 7 that students trained on data that
is uniformly distributed across classes along with
the top-k selection strategy exhibits superior perfor-
mance, compared to those trained on a subset of the
generated data with imbalanced class proportions.
This suggests that employing a class-balanced aug-
mentation is an important consideration.

Quality of prompt labels. To evaluate whether
the LLM prompt labels are truly reflected in the
filtered generated text or not, we ran a human evalu-
ation on a set of 100 generations each for sentiment
analysis and NLI. These instances were randomly

Figure 2: Diversity scores of augmented data for differ-
ent data selection strategies and different tasks.

selected generations from among a set of pseudola-
bels predicted with high probability by the teacher
model for the respective tasks. The average accu-
racy of label alignment between annotator-provided
labels and prompt-derived labels was found to be
87.88% and 71.72%, with Cohen’s kappa coeffi-
cients of 0.752 and 0.749, respectively for the two
tasks. This suggests that the prompt labels in the
subset obtained after teacher-based filtering are of
fairly high quality. Please refer to Appendix G for
more details.

Analyzing Diversity. We introduce a simple met-
ric that we call a “diversity score" to capture the
dissimilarity in text embeddings across sentences
in a dataset. This is computed by encoding each
instance using LABSE (Feng et al., 2022), taking
the average of the cosine distance of the LABSE
embedding with every other instance in the data
sample and finally taking an average of these mean
distances across all data samples. To check if the
data selected using the div-k selection technique
is indeed diverse, we compute the diversity score
for each task and data selection strategy. Figure 2
shows the trend of diversity scores. It is clear that
the diversity of the 7500 sentences selected using
div-k technique is greater than the diversity of the
sentences selected via top-k and rand-k across all
tasks.

Cross-Domain Analysis. Recall that the prompts
to the LLM also contained domain information of
the target task. To evaluate the impact of domain-
specificity of the generations on zero-shot perfor-
mance, we create two cross-domain datasets in the
medical and law domain (unrelated to the target
task domains). Table 8 shows zero-shot results of
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MarSent XNLI Hi

dev test dev test

SRC+GEN-top-k 65.38 65.42 70.10 70.20

T -top-k (in-

domain)

66.34 66.54 70.82 69.81

T -top-k law 66.45 66.47 71.43 70.08
T -top-k medical 66.00 64.83 71.26 69.97

Table 8: Cross-domain experiments for Marathi sen-
timent and XNLI-Hi task with top-k selection. Best
numbers are highlighted and the second-best are under-
lined.

Pos score Neg score Overall score
Medical 0.037 0.035 0.073

Law 0.034 0.027 0.061

Marathi
In-d

0.026 0.020 0.046

Table 9: Sentiment richness of Marathi sentiment in-
domain and out-of-domain datasets; Pos, Neg indicates
positive and negative.

the student models trained on the in-domain and
out-of-domain (law, medical) augmented datasets
for the Marathi sentiment and XNLI Hi tasks. We
observe that the student model trained on out-of-
domain datasets perform comparably to the student
models trained on in-domain data. This shows that
models can effectively learn task information from
augmented data even if it comes from domains that
differ from the target task.

To further disentangle the roles of task and do-
main, we made an attempt to capture sentiment
richness present in the in-domain vs out-of-domain
data for the Marathi SA task. We use a sentiment
lexicon6 consisting of a positive and negative senti-
ment score for each word along with its POS tag,
word sense, etc. We simply add the correspond-
ing scores for each word in the corpus found in
the lexicon (along with matching the POS tag) and
normalize the sums by the word count of the cor-
pus. Table 9 shows that the computed sentiment
scores for the generated out-of-domain datasets are
much better than the in-domain dataset for Marathi
SA. Here, overall score is calculated by summing
both the positive and negative scores for each word.
Hence, it is plausible that the sentiment richness in
the generated out-of-domain datasets compensates
for the domain mismatch, thus yielding comparable

6We used the SentiWordNet 3.0 sentiment lexicon avail-
able at: https://github.com/aesuli/SentiWordNet?
tab=readme-ov-file).

or slightly better results in Table 8. (Tables 28, 29
in Appendix E show examples of generations from
different domains.)

5 Related Work

Our work is closely related to Whitehouse et al.
that studies generations from various open-source
and commercial LLMs for cross-lingual perfor-
mance over reasoning tasks. However, they rely
on instances from the target sets as few-shots for
generations and do regular finetuning over labels
derived from the class-conditional prompts.

Furthermore, our work is grounded in ideas in-
spired by He et al., incorporating self-training on
unlabeled synthetic text produced by Language
Models. However, He et al. fine-tuned genera-
tors using target data, and their experiments were
limited to GLUE tasks (in English). In contrast, our
focus is on multilingual models, aiming for cross-
lingual transfer from source data in a high-resource
language across arbitrary domains in different task
languages. We achieve this by self-training on zero-
shot generations from LLMs without utilizing any
target data during generation or training.

We draw inspiration from (Swayamdipta et al.,
2020) to design data selection techniques based
on the principle of dataset cartography. (Liu
et al., 2022) use dataset cartography on a large
NLI dataset (MNLI) to choose instances with com-
plex reasoning patterns, and instructs GPT-3 to
generate new examples with similar patterns. Au-
tomatically generated examples undergo filtering,
and ultimately, human crowdworkers review, re-
vise, and label them. In a similar vein, Khanuja
et al. present language-agnostic methods to pick
specific data points to be labeled from a large, un-
labelled multilingual dataset. These points are cho-
sen either by considering their distance from the
target set, the uncertainty of model predictions over
them, or finding a balance between minimizing dis-
tance and maximizing model uncertainty. While
WANLI (Liu et al., 2022) only explores English
generation/evaluation, both depend not only on
human-in-the loop annotation of unlabeled text,
but also depend on existing target data for gener-
ator finetuning (Khanuja et al., 2023) or few-shot
prompting (Liu et al., 2022).

De Raedt et al. propose in-place augmentation
of data instances from high-resource languages for
better out-of-distribution generalization by leverag-
ing LLMs. However, these techniques are specifi-
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cally applicable to single-text classification tasks.
For tasks like NLI or QA, which involve multiple
components in each instance, automatically making
such edits or augmentations while preserving the
intended relationships between components (and
affecting labels) is not straightforward.

In contrast to (Li and Callison-Burch, 2023), and
(Riabi et al., 2021), we make use of an open-source
LLM to generate task and domain-specific syn-
thetic data. We also explore the more realistic set-
ting of having no access to source data that matches
the target domain; this is not explored in the above
two works. Similar to our work, synthetic data gen-
eration has been explored in (Agrawal et al., 2023;
Gekhman et al., 2023). However, both works do not
use any form of data selection for the synthetically
generated data. (Gekhman et al., 2023) do not show
evaluations on low-resource languages; their mul-
tilingual experiments are limited to high-resource
languages such as English, French, Spanish and
German. (Agrawal et al., 2023) show experiments
in the few-shot setting, while we operate in the
zero-shot setting.

6 Conclusion

In this work, we focus on the broader problem
of boosting zero-shot cross-lingual transfer using
LLM-based augmentations. We highlight the im-
portance of using data selection strategies to select
smaller subsets that result in more efficient training
and improved performance on downstream target
language tasks. We also compare and contrast the
utility of pseudolabeling generations using labels
from LLM prompts versus using a teacher model to
label the generations. One of the main takeaways is
that LLM generations, in conjunction with our data
selection strategies, can help improve cross-lingual
transfer regardless of whether task-specific source
data matches the domain of the target tasks or not.
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Limitations

1. The generations from LLMs are sensitive to
the prompts used. Although we share our
custom prompts, the quality of the generated
content is heavily reliant on the particular do-
main and task for which the data is generated
creating some non-determinism.

2. Because of budget constraints, our investi-
gations were constrained to an open-source
LLM (LLAMA-2). It is possible that higher-
capacity commercial LLMs could yield better
performance.

3. We explore many data selection techniques but
a clear winner across all tasks/settings has not
emerged. Although ambiguous selection gives
best scores for XNLI, more target domains
and languages should be included to study the
most effective filtering techniques in general.

4. We have only experimented with generating
data for classification tasks; generating data
for more structured tasks like QA or common-
sense reasoning tasks could pose challenges.

5. For the translate-train models, one assumes
access to MT models for the target language
which may not always be available.
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Task #Train #Dev #Test
SST5 8,544 1,101 2,210

SNLI 15,000 9,842 9,824

Table 10: Source task details

Task #Dev #Test Language Source
Dataset

Marathi
Sentiment

6,000 6,750 Marathi SST5

IITP
Product
Review

523 523 Hindi SST5

XNLI 2,490 5,010 Hindi SNLI

XNLI 2,490 5,010 Urdu SNLI

XNLI 2,490 5,010 Swahili SNLI

GLUECos
Sentiment

1,260 - Hinglish SST5

Table 11: Target task details

Conference on Empirical Methods in Natural Lan-
guage Processing, pages 12567–12582, Singapore.
Association for Computational Linguistics.

Bo Zheng, Li Dong, Shaohan Huang, Wenhui Wang,
Zewen Chi, Saksham Singhal, Wanxiang Che, Ting
Liu, Xia Song, and Furu Wei. 2021. Consistency reg-
ularization for cross-lingual fine-tuning. In Proceed-
ings of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 3403–3417, Online.
Association for Computational Linguistics.

A Dataset Description

Table 10 shows the details of the source tasks.
SST5 is used as a source task for all the sentiment
tasks, and SNLI as a source task for the XNLI tasks.
Table 11 shows the details of the different target
tasks. We treat both the dev and test sets of these
target tasks as test sets and do not use their train
sets for model training. The language "Hinglish"
refers to the Hindi-English code-mixed text, the
data is present in a mixed script (both Romanized
and Devanagari) form. Table 12 shows the domain
information present in the different target tasks.
The domain list is not exhaustive, we made use
of the domains that were easier to represent in a
prompt.

B Zero-shot evaluations

Tables 13, 15, 16, 17 shows the zero-shot results
of the baselines and our techniques. In table 13,
except for a few languages, our techniques beat the

MarSentiment Mixture of political
tweets, sitcom subtitles,
generic tweets and
movie reviews

Hindi Prod-
uct

Reviews about travel,
movies, and various elec-
tronic gadgets

XNLI Travel, fiction, govern-
ment domains

GLUECos Generic tweet domain

Table 12: Target Task domains, the list is not exhaustive,
we picked up domains which could be represented well
in a prompt

baselines by a reasonable amount. Table 14 shows
the translate-train numbers of the GLUECos task.
The evaluation set of GLUECos is in romanized
Hindi-English (code-switched text), we suspect this
to be the reason for the negative delta.

C Code-mixed Text generation

To generate code-mixed text in mixed-script for-
mat for the GLUECos sentiment analysis task, we
trained a mt0-xl (Muennighoff et al., 2023) model.
The pre-trained model weights were downloaded
from the HuggingFace repo7. The training is done
using the huggingface’s Trainer API. We made use
of Lora (Hu et al., 2021) PEFT technique (Man-
grulkar et al., 2022) to train the model, with the
hyperparameters: alpha=32, dropout=0.05, r=16,
and Lora matrices being applied to query, key, and
value attention matrices. The model is trained for
15 epochs, train batch size of 16, gradient accumu-
lation steps of 4, learning rate of 2e-4, max grad
norm of 0.3, and warmup ratio of 0.03. The best
model checkpoint was selected using the evaluation
loss. The data for training the model was obtained
from (Mondal et al., 2022). Table 18 shows few
examples. Before generating the translate-train
code-mixed text, we first translate the SST5 En-
glish train set to Hindi, which we then feed into our
model to get the Hinglish mixed-script outputs.

D LLAMA-2 Generation Details

We use LLAMA-2 13b-chat-hf model for all our
generations, as it is a recent state-of-the-art and
open-source model. We use a 4-bit quantized ver-
sion of the model owing to memory constraints.
For quantization, we make use of the Bitsandbytes
library (Dettmers et al., 2022). We use nucleus

7https://huggingface.co/bigscience/mt0-xl
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MarSent HinProd XNLI Hi XNLI Ur XNLI Sw

selection strategy dev test dev test dev test dev test dev test

GEN 62.28 62.66 60.96 61.38 62.89 62.06 57.21 56.59 56.02 56.17

SRC 63.70 62.96 61.95 63.48 65.54 64.61 57.15 55.43 57.63 55.45

SRC+GEN 65.38 65.42 65.14 63.16 70.10 70.20 63.92 63.81 63.34 63.64

T -top-k 66.34 66.54 66.96 69.00 70.82 69.81 62.98 62.02 63.74 62.94

T -rand-k 66.22 66.06 66.03 67.56 68.80 67.68 59.78 58.21 61.67 59.49

T -div-k 66.38 66.12 66.25 68.04 70.38 69.65 62.83 61.03 62.69 61.51

Tpl-top-k 67.83 68.01 58.29 58.67 70.02 69.86 63.33 61.73 62.11 61.18

Tpl-rand-k 65.16 65.05 60.77 59.27 71.49 71.19 63.78 63.29 63.24 62.49

Tpl-div-k 63.13 63.18 60.77 59.85 70.00 69.89 62.33 62.27 63.88 61.86

Delta 2.45 2.59 1.82 5.84 1.39 0.99 -0.14 -0.52 0.54 -0.70

Table 13: This table shows the zero-shot accuracies. The top three rows represent the baselines. The highest
accuracy is shown in bold; the second highest is underlined. Delta represents the difference between the best-
performing technique and the best-performing baseline

- GEN SRC SRC+GEN T -top-k T -rand-k T -div-k Tpl-top-k Tpl-rand-k Tpl-div-k Delta

dev 51.62 53.02 55.05 52.42 50.44 52.62 48.18 49.09 48.26 -2.43

Table 14: Translate-train numbers for GLUECoS Sentiment Analysis

XNLI Hi XNLI Ur XNLI Sw

dev test dev test dev test

SRC+GEN 70.10 70.20 63.92 63.81 63.34 63.64
T -amb-k 68.68 67.47 58.28 57.19 59.32 56.55

T -easy-k 66.43 65.20 57.95 56.38 59.28 57.05

Tpl-amb-k 72.53 71.67 63.90 63.58 63.86 63.25

Tpl-easy-k 69.68 69.21 62.67 61.22 61.59 61.49

Delta 2.43 1.47 -0.02 -0.23 0.52 -0.39

Table 15: Zero-shot accuracies using amb-k and easy-
k selection (see section 2.3). Delta is (best score -
SRC+GEN) score.

Marsentiment XNLI Hi

T -top-k T -top-k

dev test dev test

CE 33.72 33.65 43.70 43.28

KLD 66.34 66.54 70.82 69.81

Delta 32.62 32.89 27.12 26.53

Table 16: Compare training of T -top-k model with
teacher-soft vs teacher-hard labels. Delta represents
the difference between the accuracy (zero-shot) for the
student trained via soft labels and the student trained
using hard labels.

sampling for all our generations with p=0.9, we
avoid repeating bi-grams, and we keep a temper-
ature between 1.5-2.5 depending on the response
of the model to the input prompt. We generated

T -top-k

dev test

2500 pos, 2500

neg, 2500 neu

66.34 66.54

3000 pos, 3000

neg, 1500 neu

64.20 63.94

3500 pos, 3500

neg, 500 neu

65.59 65.11

3750 pos, 3750

neg, 0 neu

66.75 66.18

Table 17: Probing the effect of class imbalance on
Marathi sentiment task. pos, neg, and neu indicate pos-
itive, negative, and neutral classes. The best numbers
(zero-shot) in a column are highlighted.

approximately 2lac sentences for each task, which
came down to 1.5lac sentences post-processing
and cleaning. We took a random subset of 1.3 lac
sentences from the total generations, to which we
then applied data selection techniques.

E LLAMA-2 Prompt Details

Tables 19, 20, 21, 22, 23, 24, 25, 26, 27 show the
prompts we used to generate data for different tar-
get tasks.8 Custom prompts are employed for each

8We also tried generating task-specific sentences without
specifying any domain information. This resulted in noisier
generations compared to when we added a domain description
in the prompt. This might be an artefact specific to the LLM
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target class. In the case of the Hindi product, where
the goal is to generate product-specific reviews, nu-
merous neutral (class-conditioned) generations still
exhibited subtle indications of positive or negative
sentiments. Consequently, we generated additional
neutral sentences using a slightly modified prompt
to achieve a balanced distribution of classes in the
augmented dataset.

For the Marathi Sentiment target task, we devise
specific prompts for various domains such as po-
litical tweets, generic tweets, subtitles, and movie
reviews. To create premise-hypothesis pairs for
XNLI, we initially generate the premises providing
domain information in the prompts. The hypothesis
is then generated using the respective premise as
input along with the NLI label (entailment, neutral,
and contradiction). Tables 28, 29 show the genera-
tions belonging to different domains for sentiment
classification and natural language inference (NLI)
task.

F Computational Budget

Training a student model on an Nvidia A100 GPU
with 80G of RAM took ~100 mins for 15 epochs.
We utilized the same GPUs for text generation.
Generating ~2 lac sentences of max-length 256
tokens using LLAMA-2 13B model with a batch
size of 60 took ~20 hrs using a single GPU and ~50
GB of RAM.

G Annotator Details

Both annotators had professional competence in
English. The instructions given for the two tasks
are listed below:

1. Sentiment Task: Given a sentence, identify the
polarity of sentiment which could be one of
the three types: positive, negative and neutral.

2. NLI Task: Given two pieces of text called
premise and hypothesis, mark the pair as “en-
tailment” if premise entails the hypothesis,
“contradiction” if premise contradicts the hy-
pothesis and “neutral” if there’s neither entail-
ment nor contradiction i.e the factuality of two
statements is independent from each other.

we used, and needs further investigation.
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Input text Code-mixed text
Ye baccho ko le jane layak hai. Ye children ko le jane layak hai.

vinsent gailo is phraanseesee shokar mein
ghar par apne saamaany bure ladake kee
ajeeb bhoomika nibha raha hai.

Vincent Galo is French shokar mein ghar
par apne normal bad boy ki odd role
nibha raha hai.

Table 18: Examples of code-mixed generation by our trained model. The above examples are transliterated for ease
of reading, the words which are translated to English by the model are emphasized.

Positive Negative Neutral Neutral Add.
<s>[INST] «SYS» You are
a user providing reviews on
travels, movies and various
electronic gadgets. Please
only generate the review with-
out any additional content be-
fore or after. «/SYS»
Please generate a single re-
view in not more than two
short sentences on one of
the system specified prod-
ucts/movies/travels indicating
a positive sentiment.[/INST]

<s>[INST] «SYS» You are
a user providing reviews on
travels, movies and various
electronic gadgets. Please
only generate the review with-
out any additional content be-
fore or after. «/SYS»
Please generate a single re-
view in not more than two
short sentences on one of
the system specified prod-
ucts/movies/travels indicating
a negative sentiment.[/INST]

<s>[INST] «SYS» You are
a user who talks about trav-
els, movies and various elec-
tronic gadgets in a fact-based,
and non-opinionated man-
ner. Please don’t involve
emotional language or bias.
Please only generate the de-
scription without any addi-
tional content before or after.
«/SYS»
Please generate a single and
very short sentence on one
of the system specified prod-
ucts/movies/travels. It should
provide very general informa-
tion.[/INST]

<s>[INST] «SYS» You are
a user who talks about trav-
els, movies and various elec-
tronic gadgets in a fact-based,
and non-opinionated man-
ner. Please don’t involve
emotional language or bias.
Please only generate the de-
scription without any addi-
tional content before or after.
«/SYS»
Please generate a single
and very short sentence on
one of the system specified
products/movies/travels. It
should provide very general
information, strictly do not
use positive words or adjec-
tives.[/INST]

Table 19: Prompts for HinProduct Task

Positive Negative Neutral
<s>[INST] «SYS» You are a user, politi-
cal figure or activist who tweets a variety
of thoughts and perspectives on current
affairs. Please only generate the tweet
without any additional content before or
after. «/SYS»
Please generate a single tweet in not more
than two sentences indicating a positive
sentiment with no hashtags, and minimal
noise.[/INST]

<s>[INST] «SYS» You are a user, politi-
cal figure or activist who tweets a variety
of thoughts and perspectives on current
affairs. Please only generate the tweet
without any additional content before or
after. «/SYS»
Please generate a single tweet in not more
than two sentences indicating a negative
sentiment with no hashtags, and minimal
noise.[/INST]

<s>[INST] «SYS» You are a user, po-
litical figure or activist who tweets a
variety of thoughts and perspectives on
current affairs in a fact-based, and non-
opinionated manner. Please don’t involve
emotional language or bias. Please only
generate the tweet without any additional
content before or after. «/SYS»
Please generate a single tweet in not more
than two sentences with no hashtags, and
minimal noise. It should provide very
general information.[/INST]

Table 20: Prompts for MarSentiment Task, specific to political tweets

Positive Negative Neutral
<s>[INST] «SYS» Please generate sub-
titles from any situational comedy TV
show. Please only generate the subtitle
without any additional content before or
after. «/SYS»
Please only generate a single sentence
taken from the subtitles indicating a pos-
itive sentiment without specifying the
speaker or any other plot details.[/INST]

<s>[INST] «SYS» Please generate sub-
titles from any situational comedy TV
show. Please only generate the subtitle
without any additional content before or
after. «/SYS»
Please only generate a single sentence
taken from the subtitles indicating a neg-
ative sentiment without specifying the
speaker or any other plot details.[/INST]

<s>[INST] «SYS» Please generate sub-
titles from any situational comedy
TV show in a fact-based, and non-
opinionated manner. Please don’t involve
emotional language or bias. Please only
generate the subtitle without any addi-
tional content before or after. «/SYS»
Please only generate a single sentence
taken from the subtitles without specify-
ing the speaker or any other plot details.
It should provide very general informa-
tion.[/INST]

Table 21: Prompts for MarSentiment Task, specific to subtitles
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Positive Negative Neutral
<s>[INST] «SYS» You are a user who
tweets on a variety of domains. Please
only generate the tweet without any addi-
tional content before or after. «/SYS»
Please generate a single tweet in not more
than two sentences indicating a positive
sentiment with no hashtags, and minimal
noise.[/INST]

<s>[INST] «SYS» You are a user who
tweets on a variety of domains. Please
only generate the tweet without any addi-
tional content before or after. «/SYS»
Please generate a single tweet in not more
than two sentences indicating a negative
sentiment with no hashtags, and minimal
noise.[/INST]

<s>[INST] «SYS» You are a user who
tweets on a variety of domains in a
fact-based, and non-opinionated manner.
Please don’t involve emotional language
or bias. Please only generate the tweet
without any additional content before or
after. «/SYS»
Please generate a single tweet in not more
than two sentences with no hashtags, and
minimal noise. It should provide very
general information.[/INST]

Table 22: Prompts for MarSentiment Task, specific to generic tweets

Positive Negative Neutral
<s>[INST] «SYS» You are a user who
provides reviews on a variety of Indian
movies. Please only generate the review
without any additional content before or
after. «/SYS»
Please generate a single review in
not more than two sentences indicat-
ing a positive sentiment with minimal
noise.[/INST]

<s>[INST] «SYS» You are a user who
provides reviews on a variety of Indian
movies. Please only generate the review
without any additional content before or
after. «/SYS»
Please generate a single very short review
in not more than two sentences indicat-
ing a negative sentiment with minimal
noise.[/INST]

<s>[INST] «SYS» You are a user who
provides reviews on a variety of In-
dian movies in a fact-based, and non-
opinionated manner. Please don’t involve
emotional language or bias. Please only
generate the review without any addi-
tional content before or after. «/SYS»
Please generate a single, short review in
not more than two sentences with mini-
mal noise. It should provide very general
information.[/INST]

Table 23: Prompts for MarSentiment Task, specific to movie reviews

Travel Government Fiction
<s>[INST] «SYS»You are a user who
talks about other people’s traveling ex-
periences. Please only generate the trav-
eling experience in a single sentence with-
out any additional content before or af-
ter. «/SYS»Please generate a single and
short sentence belonging to the travel do-
main.[/INST]

<s>[INST] «SYS»Your job is to generate
a diverse sentence in the domain provided
by the user. Please only generate the sen-
tence without any additional content be-
fore or after. «/SYS»Please generate a
single and short sentence belonging to
the government domain. [/INST]

<s>[INST] «SYS»Your job is to generate
a diverse sentence in the domain provided
by the user. Please only generate the sen-
tence without any additional content be-
fore or after. «/SYS»Please generate a
single and short sentence belonging to
the fiction domain. [/INST]

Table 24: Prompts for XNLI premises.

Entailment Neutral Contradiction
<s>[INST] «SYS»Please generate a sin-
gle sentence that is implied from the sen-
tence provided by the user. The sentence
generated could encompass either a por-
tion or the entirety of the information con-
tained in the given sentence. Please en-
sure the generations are grammatically
correct. Please only share the generation
without any additional content before or
after.«/SYS»Sentence: [/INST]

<s>[INST] «SYS»Please generate a sin-
gle sentence related to the user pro-
vided sentence that is neither entailed nor
contradicts the user provided sentence.
Please ensure the generations are gram-
matically correct. Please only share the
generation without any additional content
before or after.«/SYS»Sentence: [/INST]

<s>[INST] «SYS»Please generate a sin-
gle sentence that logically contradicts
the information provided in the sentence
given by the user. Please ensure the
generations are grammatically correct.
Please only share the generation with-
out any additional content before or af-
ter.«/SYS»Sentence: [/INST]

Table 25: Prompts for XNLI hypothesis, {} is replaced with the premise for which a hypothesis needs to be generated

Positive Negative Neutral
<s>[INST] «SYS» You are a lawyer who
talks about laws. Please only generate the
sentence without any additional content
before or after. «/SYS»
Please generate a single sentence indi-
cating a positive sentiment with minimal
noise.[/INST]

<s>[INST] «SYS» You are a lawyer who
talks about laws. Please only generate the
sentence without any additional content
before or after. «/SYS»
Please generate a single sentence indicat-
ing a negative sentiment with minimal
noise.[/INST]

<s>[INST] «SYS» You are a lawyer who
talks about laws in a fact-based, and non-
opinionated manner. Please don’t involve
emotional language or bias. Please only
generate the sentence without any addi-
tional content before or after. «/SYS»
Please generate a single sentence with
minimal noise. It should provide very
general information.[/INST]

Table 26: Prompts for Law domain
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Positive Negative Neutral
<s>[INST] «SYS» You are a doctor who
talks about medicine. Please only gener-
ate the sentence without any additional
content before or after. «/SYS»
Please generate a single sentence indi-
cating a positive sentiment with minimal
noise.[/INST]

<s>[INST] «SYS» You are a doctor who
talks about medicine. Please only gener-
ate the sentence without any additional
content before or after. «/SYS»
Please generate a single sentence indicat-
ing a negative sentiment with minimal
noise.[/INST]

<s>[INST] «SYS» You are a doctor who
talks about medicine in a fact-based,
and non-opinionated manner. Please
don’t involve emotional language or bias.
Please only generate the sentence with-
out any additional content before or after.
«/SYS»
Please generate a single sentence with
minimal noise. It should provide very
general information.[/INST]

Table 27: Prompts for medical domain

Target domain Positive Negative Neutral
Marsentiment domain The acting and performances

in this movie are truly out-
standing. The story is en-
gaging and the script is witty,
making for a thoroughly en-
tertaining watch.

This project is doomed, and I
have no idea how we’re going
to pull it off!

They think I built a spaceship
for my thesis? I wish!

Law sentiment domain The new legislation pro-
motes community engage-
ment and supports sustainable
development, demonstrating
a thoughtful approach to com-
munity growth and preserva-
tion.

The current state of the law in
this matter is incredibly disap-
pointing and leaves much to
be desired.

Mandated paid sick leave is
regulated by The District of
Columbia under DC Law Ti-
tle 32.

Medical sentiment do-
main

This latest breakthrough in
cancer treatment is truly in-
spiring, and offers new hope
for patients.

I’m concerned about the ris-
ing number of adverse reac-
tions to this new drug - it’s
not worth the risk.

Doctors today often perform
robot-assisted spinal fusion
surgeries for degenerative
disc conditions!

Table 28: Generations for different sentiment domains.

Target domain Entailment Contradiction Neutral
MNLI Domain The government is working to

provide affordable healthcare
to all citizens.; Government
efforts are being made to offer
health care that citizens can
afford.

Karla hiked through the misty
hills of Iceland, camera in
hand and spirit for adventure.;
Karla stayed at home, enjoy-
ing a relaxing day off from
hikes and adventures.

Climbed to the summit of
Mount Kilimanjaro at dawn
and saw the breathtaking sun-
rise over the plains below.;
The group celebrated their tri-
umph with a picture at the
peak while watching the stun-
ning dawn.

Law NLI domain The judge granted a rare
form of temporary relief to
the small business owner, al-
lowing her to retain posses-
sion of her commercial prop-
erty pending a full trial.;
The judge provided tempo-
rary possession relief, per-
mitting the small enterprise
owner to keep her property
for the trial’s duration.

The Supreme Court struck
down the contested law,
deeming it unconstitu-
tional and a violation of
individual privacy rights.;
The contended law was
upheld by the supreme court,
declaring it Constitutional
as it adequately protects
individual freedoms and
promotes public safety.

The court found the defendant
guilty of wire fraud and sen-
tenced them to 250 hours of
community service.; The de-
fendent will serve their com-
munity servie in an indepen-
dent living center for the el-
derly.

Medical NLI domain Novel Biomarkers Found to
Diagnose Acute Heart Failure
in High-Risk Patients.; heart
failure can be diagnosed us-
ing novel biomakers in high-
risk patients.

The patient’s CT scan re-
vealed a previously unde-
tected tumor in her lung.; The
patient had no evidence of
any lung tumors on her CT
Scan.

The novel antiviral drug suc-
cessfully treated the patient’s
rare and aggressive strain of
influenza.; The doctor praised
the effectiveness of the antibi-
otic in treating the elderly pa-
tient.

Table 29: Generations for different NLI domains. The premise and hypothesis in each column are separated by ’;’.
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