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Abstract

Detecting whether copyright holders’ works
were used in LLM pretraining is poised to be an
important problem. This work proposes using
data watermarks to enable principled detection
with only black-box model access, provided
that the rightholder contributed multiple train-
ing documents and watermarked them before
public release. By applying a randomly sam-
pled data watermark, detection can be framed
as hypothesis testing, which provides guaran-
tees on the false detection rate. We study
two watermarks: one that inserts random se-
quences, and another that randomly substitutes
characters with Unicode lookalikes. We first
show how three aspects of watermark design—
watermark length, number of duplications, and
interference—affect the power of the hypoth-
esis test. Next, we study how a watermark’s
detection strength changes under model and
dataset scaling: while increasing the dataset
size decreases the strength of the watermark,
watermarks remain strong if the model size also
increases. Finally, we view SHA hashes as nat-
ural watermarks and show that we can robustly
detect hashes from BLOOM-176B’s training
data, as long as they occurred at least 90 times.
Together, our results point towards a promising
future for data watermarks in real world use.

1 Introduction

Many jurisdictions will likely give authors and
other copyright holders a right to opt-out their
works from machine learning training data. In the
EU, such rights are granted by the text and data min-
ing exceptions,' which require any non-academics
who mine data to respect opt-out requests from the
rightholders of that data (Keller, 2023). In the U.S.,
the right to opt-out will be determined by ongoing
copyright lawsuits. As the law develops, detecting

"Directive (EU) 2019/790 of the European Parliament and
of the Council of 17 April 2019 on copyright and related rights
in the Digital Single Market and amending Directives 96/9/EC
and 2001/29/EC. Article 4.
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Figure 1: An illustration of hypothesis testing

for membership inference. The rightholder inserts
"MPadd*t6Ex" across their document collection before
public release, which was sampled from a distribution of
random sequences. The model’s average token loss on
all the random sequences forms a null distribution, and
the loss on the included watermark is the test statistic.
The effectiveness of hypothesis test is determined by
the effect size and variance of the null distribution.

whether rightholders’ works were used for large
language model (LLM) training is poised to be an
important technical problem.

As an example, The New York Times Co. v. Mi-
crosoft Corp., S.D.N.Y. 20237 is a recent copyright
infringement lawsuit filed in the U.S., where a key
piece of evidence is the fact that ChatGPT can re-
produce long snippets of historical news articles.’
However, most texts used for training cannot be ex-
actly reproduced: while a large journalism organi-
zation may have articles heavily duplicated across
the internet, most rightholders’ works will not be.

>The New York Times Co. v. Microsoft Corp., No.
1:2023cv11195, 17 U.S.C. § 501 Copyright Infringement
(S.D.N.Y. filed Dec. 27, 2023).

3Training on rightholders’ data does not immediately con-
stitute copyright infringement, see Henderson et al. (2023)
for an overview of fair use and machine learning. However,
whether copyrighted data was included in training will be an
important piece of evidence to make a strong case for copy-
right infringement.
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For large language models which are trained for
one epoch with large batch sizes, a document ap-
pearing less than a few times will not be memorized
verbatim (Duan et al., 2024). In pursuing legal ac-
tion, it would also be best to provide statistically
sound evidence which indicates that a rightholder’s
data was used for training with high probability.

In this work, we propose data watermarks,
which allow rightholders to statistically prove that
an LLM has trained on their data.* Central to our
method is a hypothesis test, which provides statis-
tical guarantees on the false detection rate (§3.1).
Our method first randomly inserts one of many
possible data watermarks across a document col-
lection. A model’s loss on the inserted watermark
can then be compared against those of randomly
sampled watermarks. If the loss on the inserted
watermark is lower in a statistically significant way,
we can be confident that the model trained on the
watermarked documents (illustrated in Figure 1).

We introduce two types of data watermarks:
one that inserts random character sequences and
whose controllable properties inform watermark
design (§3.2), and another that randomly substi-
tutes ASCII characters with Unicode lookalikes
and is imperceptible to humans (§3.3). In §4,
we train medium-sized language models on wa-
termarked datasets and study how aspects of water-
mark design—number of watermarked documents,
watermark length, and interference—influence the
variance and effect size of the null distribution, and
therefore the power of the hypothesis test.

Finally, we demonstrate the promise of data wa-
termarks even for very large LLMs. In §5, we con-
duct scaling experiments on data watermarks and
find that watermarks become weaker (i.e., harder
to detect) as the training dataset grows larger, but
remain strong if the model size grows along with
it. In §6, we confirm the feasibility of data water-
marks on a 176-billion parameter LLM. By testing
BLOOM-176B on SHA hashes in StackExchange
as natural watermarks, we find that hashes can be
robustly detected, as long as they occurred more
than 90 times in the training data. This suggests
that data watermarks can enable detection even for
small document collections, pointing to a promis-
ing future for its real world use.

*We refer to perturbing a text collection as data watermark-
ing, but we distinguish it from works which use watermarks to
identify machine-generated text (Kirchenbauer et al., 2023a;
Venugopal et al., 2011).

2 Related work

Dataset membership. Oren et al. (2023) provide
a hypothesis testing method to detect whether a
given test set is present in the training data of a
language model (termed as data contamination; see
Magar and Schwartz, 2022). Their method assumes
the test data was randomly shuffled prior to release,
which allows the model’s preference for the re-
leased ordering to be tested against random per-
mutations. Our work instead intentionally inserts a
randomly chosen watermark, which is applicable to
arbitrary document collections. In image classifica-
tion, Sablayrolles et al. (2020) provide a hypothesis
testing method to detect dataset membership by wa-
termarking images with random perturbations. Our
work provides insights into watermark design for
language data and demonstrates the feasibility of
hypothesis testing-based detection for LLMs.

Meeus et al. (2024) is a concurrent work which
inserts repeated “copyright traps” in a text doc-
ument to improve membership inference. Tang
et al. (2023) use adversarial attacks to create back-
doors for verifying dataset membership. Since
these methods do not insert randomness, hypothe-
sis testing cannot be applied. Without randomness,
the behavior of a model that has not been back-
doored is not easily known. Randomness allows
the inserted watermark to be compared against a
null distribution of random watermarks; Carlini
et al. (2019) study such null distributions for ran-
dom sequences but in the context of privacy. To
the best of our knowledge, our work is the first
to combine hypothesis testing and random pertur-
bations to provide principled detection of dataset
membership in language models.

Membership inference. Work in membership in-
ference seeks to use the model to infer which data
are members of the training data (Hu et al., 2022).
This literature here has largely been motivated from
privacy concerns and aims to extract parts of the
training data or sensitive secrets. Recent work finds
that membership inference methods perform at the
level of random chance on pieces of LLM pretrain-
ing data (Duan et al., 2024). Crucially, we study a
relaxed membership inference setting, as we only
seek to detect whether rightholders’ documents
were trained on and assume that the documents
could be perturbed beforehand. This setting ad-
mits a statistical solution and opens up research on
membership inference using data watermarks.
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Many membership inference works cannot be
directly applied to LLMs, as they train a distribu-
tion of models with slightly different training sets
(Shokri et al., 2017; Carlini et al., 2022). This
would be impractical for LLMs, as training even
one such model is computationally expensive and
the datasets are often proprietary (Brown et al.,
2020). Carlini et al. (2021) performs membership
inference on LLMs by comparing to another canon-
ical language model, which sidesteps training costs
but offers no statistical guarantees. Since we as-
sume that the data is randomly perturbed before-
hand, we know that a clean model should only
recognize these perturbations at levels of random
chance and do not need a canonical model.

Memorization. The ability of LLMs to mem-
orize its training data is key to any membership
inference. LLMs are known to memorize some of
their training data (Zhang et al., 2021), and two
factors are well-studied relating to an LLMs abil-
ity to memorize: the number of times a piece of
data is duplicated in the training data (more dupli-
cations implies better completion rates; Kandpal
et al., 2022), and size of the model (larger models
implies better completion; Tirumala et al., 2022b).
Our work applies these key properties of memo-
rization to detect membership with statistical guar-
antees, and explores how these properties affect the
strength of data watermarks.

3 Data watermarks

Our work proposes the use of data watermarks to
detect whether a rightholder’s document collection
is in the training data of an LLM. In the context of
opting-out, we make two observations: (1) Collec-
tions (e.g. news articles) are often centrally acces-
sible (i.e. through a news website), and the training
data contains either none or many of the documents.
(2) As rightholders have control over how their data
is distributed, the public versions of the documents
can be randomly perturbed. In this setting, this
problem admits a statistical solution.

3.1 Testing for data watermarks

To enable the detection of language model training
on a document collection D, we introduce a testing
framework with three components:
* A random seed . Let » ~ U be a random
seed sampled from a distribution U. The ran-
domness in U induces the null distribution.

* A perturbation function 7. Let 7(D,r) =
D’ be a perturbation function that returns a
watermarked collection D’ by perturbing D
according to seed r, which seeds the random
number generator used to perturb documents.

* A scoring function f. Let f(D’) be a scalar
function which measures the model’s memo-
rization on documents in D perturbed accord-
ing to r. Any function can be used for f;
we use the model loss on all or some of the
text in D', as loss is known to be effective for
measuring memorization in the membership
inference literature (Carlini et al., 2021).

A rightholder would first sample a secret random
seed s ~ U, then publicly release the perturbed
collection D!, = w(D, s). Testing whether a model
has seen D/, can now be formulated as hypothe-
sis testing, which guarantees a false detection rate
(based on an « threshold). A hypothesis test mea-
sures how “unusual” it is to observe our test statistic
T = f(D’) assuming a null hypothesis:

Hy: The language model has not seen
the perturbed collection D?.

Under the null hypothesis, the model should not
be able to distinguish s from other random seeds.
Thus, the observed test statistic 77 = f(DY.)
should look like samples from the null distribu-
tion of f(m(D,r)) with r ~ U. We empirically
construct the null distribution by sampling many
r ~ U and computing f(7(D,r)), then estimate
Pr,y[f(m(D,r)) < T) as our p-value. By declar-
ing a significant result and rejecting the null hy-
pothesis Hy only when p < «, we can guarantee
that our false detection rate is no more than c.

Figure 1 illustrates a hypothesis test. Intuitively,
the strength of the test depends on the effect size
(i.e. distance between 7' and the null distribution)
and the variance (i.e. spread of the null), which we
measure with Z-scores (i.e. number of standard
deviations away 7' is from the null). The statistical
power of the test (i.e. likelihood of a significant
results) will then depend on the ability of the lan-
guage model to memorize perturbations of m, and
how well this memorization is reflected in f.

Z-scores. The tests in this work do not make a
distributional assumption on the null—p-values are
directly calculated using the empirical null distribu-
tion. However, the test statistic is often smaller than
all of our samples from the empirical null distribu-
tion, so we characterize watermark strength with
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Z-scores (i.e., the number of standard deviations
between 7' and the mean of the null distribution).
If we assume that f is roughly normal,> a Z-score
of 2 corresponds to a p-value of about 0.05, and
a Z-score of 4 is extreme enough for most use
cases involving multiple testing.

3.2 Random sequence watermark

As a first approach, we will consider a watermark
that appends a sequence of random characters to
the end of an document. This watermark does not
alter the original text and offers control over its
duplication and length, which allows for careful
study on how these design elements impact water-
mark strength. In practice, the rightholder could
programmaticaly hide these random sequences in
a webpage. Since the pretraining data for LLMs
is very large, it is reasonable to assume that ad-
ditional preprocessing will not affect the inserted
watermark, and such assumptions are common in
prompt injection (Greshake et al., 2023) and back-
dooring works (Chen et al., 2021). We instantiate
components of the testing framework below:

Perturbation. 7 first creates a random character
sequence w of length n according to random seed
r by sampling from the ASCII table (the first O-
100 indexes of the GPT2Tokenizer®). 7 returns a
document collection with w concatenated to each
x € D. In §4, we study the effect of varying n.

Scoring function.  f(D) is defined as the model’s
average token loss on only the watermark string w
which was appended to all the documents of D.

3.3 Unicode watermark

We propose a second data watermark that is embed-
ded into the text and imperceptible to humans by
using Unicode lookalikes (also called homoglyphs).
Unicode attacks are well-studied for a range of text
applications and rely on the tokenizer’s sensitivity
to Unicode characters to perturb an input sequence
(Boucher et al., 2021). Further considerations re-
lated to watermark stealth are discussed in §7. We
curate a conservative list of 28 Unicode lookalike
substitutions for the upper and lower case ASCII

SWhile f is a sum of losses over tokens, these token-level
losses may not be independent so the null distribution may
not be normal. Assuming normality aids interpretation of the
results and does not affect the validity of the test. We provide
further analysis on the null distributions in Appendix A and
find that they are roughly normal.

Shttps://huggingface.co/gpt2/raw/main/vocab.
json

Seed | 1 have a dream
0 40 423 12466, 108 4320
1 40 289, 16142, 85, 16843 257 288,260, 16142, 76
2 40 289, 16142, 303 257 288, 260, 16142, 76

Table 1: Tokenizations of the word-level variant of the
Unicode watermark by the GPT2Tokenizer. After choos-
ing a seed, each word in the vocabulary is perturbed and
we show its corresponding tokenization. Unicode looka-
likes can break up a common word into rare subwords.

alphabet.” There are two variants of the Unicode
watermark: global and word-level. We instantiate
the components of the testing framework below:

Global perturbation. For the global Unicode
watermark, 7 first generates a random binary vec-
tor v of length 28 according to . The random
vector’s length of 28 corresponds to the curated
list of 28 Unicode lookalike substitutions, where
each index of v specifies whether the correspond-
ing ASCII character is substituted with its Unicode
lookalike everywhere, across all documents in D.
7 then returns the document collection where the
substitutions specified by v are applied to D.

Word-level perturbation. The word-level Uni-
code watermark uses 7 to generate a random binary
vector vy, for each word w occurring in D (where
words in D are delimited by whitespace). Each
v Wil then be used to substitute all occurrences
of w in D with its Unicode lookalike. This is ap-
plied in a similar fashion to the global Unicode
watermark, but on a word level. An illustration
of tokenizations on the word-level Unicode water-
mark is provided in Table 1. In contrast with the
global Unicode watermark, the word-level water-
mark perturbs each word with a different set of
Unicode substitutions, which increases the random-
ness of the watermark. We investigate this effect
along with other differences between global and
word-level Unicode substitutions in Section 4.2.

Scoring function. f(D) is defined as the model’s
average token loss on the last 512 tokens in D
(where some may be regular words, and some may
be Unicode segmented sequences). We choose to
upper bound the number of tokens f averages over
to reduce computational costs.

"We use character lookalikes only if they are rendered
identically in both Arial and Consolas. These are two default
fonts in a popular online browser. The full list of substitutions
is given in Appendix C.1.
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Figure 2: Experiments on random sequence watermarks relating its length and the number of watermarked documents
to the detection strength. Results in (a) are averaged over 5 runs, and (b) and (c) visualizes the null distribution and
test statistic for one run. Lower negative Z-scores indicate stronger watermarks. (a) Watermark strength increases
as the documents increase, but tapers out quickly. Watermark length determines the eventual strength. (b) Fixing a
watermark length, as the number of watermarked documents increases, the watermark loss decreases. (c) Fixing the
number of watermarked documents, as the watermark length increases, the null distribution’s variance decreases.

4 Relating watermark design to strength

In this section, we train many medium-sized lan-
guage models on watermarked datasets and mea-
sure the strength of the watermarks. We further
explore how different properties of the watermark
affect the power of the hypothesis test, either by in-
creasing the effect size (i.e., the difference between
the test statistic and mean of the null distribution)
or decreasing the variance of the null distribution
(as illustrated in Figure 1).

4.1 Experimental setup

Training. We use GPT-NeoX (Andonian et al.,
2023) to train our language models. The training
parameters we use are adapted from Pythia (Bider-
man et al., 2023), inheriting standard practice of
training the language model on shuffled training
data for one epoch. This means that each instance
of the data watermark is seen only once but its
duplications are encountered periodically through-
out training. The batch sizes used in this section
are small (128 batch size, 512 sequence length) to
accommodate the smaller training data.

Datasets. For all our experiments, we use subsets
of the Pile as training data (Gao et al., 2020). We
assume that we are protecting a document collec-
tion D of up to n documents, sampled randomly
from the training subset. For all the experiments in
this section, we use the Pile’s first 100M tokens.

Compute. We use up to 8 RTX A6000s for our
experiments. For reference, training a 70M param-

eter model on 100M tokens takes 0.5 GPU hours.
Results in this section are averaged over 5 runs.

4.2 Results

Watermarking more documents increases the
effect size. In Figure 2(a), we see that for wa-
termarks of the same length, watermarking more
documents increases the effect size and strength-
ens the watermark. LLMs are known to memorize
duplicated sequences well (Kandpal et al., 2022),
and Figure 2(b) shows that as more documents are
appended with the random sequence watermark,
the model’s loss on the random sequence quickly
decreases then tapers out. Since the test statistic is
the loss of the watermark, which cannot be nega-
tive, duplicating the watermark across documents
cannot unboundedly increase the strength of the wa-
termark. There are only marginal gains in detection
strength when watermarking over 200 documents.

The null distributions of longer watermarks
have lower variance. In Figure 2(a), we see that
when fixing the number of documents watermarked,
longer watermarks are stronger. As f(7(D,r)) is
an average loss over watermark tokens, Figure 2(c)
shows the more tokens f averages over, the lower
its variance. Once enough documents are water-
marked to maximize the effect size, the strength of
the hypothesis test then depends on the variance of
the null distribution, so the watermark length deter-
mines where detection strength tapers out. Unlike
the effect size, the variance can always decrease as
it is inversely related to the number of tokens.
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Figure 3: Experiments on Unicode variants and interference. (a) and (b) are averaged over 5 runs and (c) visualizes
the null distribution and test statistic on one run. (a) Word-level Unicode watermarks outperforms the global
variant. (b) Inserting multiple independent Unicode watermarks (256 docs per experiment) causes their strengths to
degrade, but random sequences are not affected by interference. (c) For the word-level Unicode watermark, as more
independent watermarks are inserted, the null distribution shifts down, causing the strength to drop.

For Unicode watermarks, the word-level variant
has more randomness and is stronger. In Fig-
ure 3(a), we see that the word-level variant of the
Unicode watermark is stronger than the global vari-
ant. While the global variant samples one random
binary vector of length 28 (the possible Unicode
substitutions), the word-level variant samples sep-
arate character substitutions for each word. On
average, each word has 2.5 characters that can be
substituted for a Unicode lookalike, so the total
number of bits is 2.5|V|, where |V| is the size of
the vocabulary constructed from all words in D
(for a collection of 256 documents, |V/| is roughly
118,000). Based on the Z-scores, this Unicode wa-
termark is nearly equivalent in strength to the 20
length random sequence watermark.

Independent Unicode watermarks reduce each
other’s effect sizes. In Figure 3(b), we study the
strength of a watermark when multiple independent
rightsholders use the same watermarking method
(with different random secrets) to each watermark
their own document collections. While the random
character watermark is not affected much by in-
terference, the independent Unicode watermarks
interfere with each other and decrease each other’s
strength. Figure 3(c) shows that interference shifts
the null distribution, decreasing the effect size. For
the Unicode watermark, many words only have a
few unique segmentations when Unicode looka-
likes are substituted. As the training data contains
more independent Unicode watermarks, most of
these forms will appear in training. For random
character watermarks, the null distribution consists

of a large space of random sequences and the mem-
orization of a number of random sequences has no
large effect on the entire null distribution.

S Watermarks under scaling

Both the training datasets and model sizes for pop-
ular LL.Ms are much larger than those we consider
in §4. To build intuition for data watermarks when
training large-scale models, we fix a watermarked
document collection while scaling both the dataset
and model size. We focus on the random sequence
watermark here, and present similar findings for the
word-level Unicode watermark in Appendix C.2.

5.1 Experimental setup

The setup here mirrors the setup in §4.1, with the
exception of the training data and batch size. For
training data, we use up to 12B tokens (exhausting
the first shard of the Pile). For batch sizes, we
increase the number of sequence per batch to 1024.
Results are averaged over 3 runs.

5.2 Results

Scaling up the training data decreases the
strength of the watermark. Figure 4(b) shows
that as the training dataset grows larger, the loss on
the random sequence watermarks increases, trans-
lating to a weaker detection strength. When scaling
the training data, the frequency of encountering a
watermark is inversely related to the training data
size. Carlini et al. (2019) show that a model’s
loss on a random sequence decreases when train-
ing on batches that contain the random sequence,
and slowly increases when training on batches that
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Figure 4: Experiments on random sequence watermarks under model and dataset scaling. All experiments watermark
256 documents with a length 80 random sequence. Results in (a) are averaged over 3 runs, and (b) and (c) visualize
the null distribution and test statistic for one run. (a) When scaling the training data, watermarks become weaker.
However, watermarks remain strong for larger models. (b) As dataset size scales, the watermark loss of the 70M
model increases. (c) As dataset size scales, the watermark loss of the 410M model roughly remains constant.

do not contain it. This intuition explains why the
loss on the watermark would directly relate to its
relative frequency in the training data.

Scaling up the model size increases the strength
of the watermark. Figure 4(a) shows that water-
marks are stronger on larger models, when train-
ing on a fixed amount of data. The results here
concur with Tirumala et al. (2022a), where they
observe that larger models memorize with less
epochs. Comparing across 4(b) and (c), the 70M
and 410M models have similar null distributions,
but the larger model exhibits lower loss on the wa-
termark for the same training setting. The 410M
model behaves qualitatively different than the 70M
model under training data scaling, where the test
statistic nearly does not change at all.

Scaling up both the model and training data re-
sults in strong watermarking. The experiments
here scale both the training data and model size up
to 6 times. In our setting, when both factors are
scaled, data watermarks remain strong with 256
watermarked documents. The settings we consider
here are still small compared to popular LLMs, but
we note that the scale of LLMs often outpaces the
scale of the training data (Hoffmann et al., 2022).
In the next section, we conduct a post-hoc study on
a much larger LLM to provide additional empirical
support for the feasibility of data watermarks.

6 Post-hoc study on natural watermarks

To confirm the feasibility of data watermarks in
real LLMs, we conduct a post-hoc study on the
detectability of SHA and MDS5 hashes in BLOOM-

176B (Scao et al., 2022). Since a good hash func-
tion produces hex sequences that are nearly ran-
dom (Rivest, 1992), the inclusion of these hashes
in training forms a natural experiment. We can de-
tect the hashes as if they were sampled and inserted
as random sequence watermarks, where we test
the model’s loss on seen hashes against randomly
sampled hex sequences. Some hashes, such as the
MDS5 hash of an empty string, appear in error mes-
sages or code and are well duplicated. Since most
of BLOOM’s training data is publicly available,
we can pair observations of the occurrences of a
hash with the detection strength of this hash. With
these observations, we provide additional empirical
guidance on how much duplication is necessary to
watermark a document collection.

6.1 Experimental setup

Dataset. To find naturally occurring hex se-
quences, we filtered the StackExchange subset of
the ROOTS corpus (BLOOM’s training data; Lau-
rencon et al., 2022), which is publicly available.
We consider three hashing algorithms: MDS5, SHA-
256, and SHA-512, and use regular expressions that
capture hex sequences of the appropriate length (32,
64, and 128, respectively). Starting from the top
50 most frequently occurring hashes for each al-
gorithm, we manually excluded sequences which
are unlikely to be hashes (e.g. all 0s). To collect
the number of occurrences for each hash, we use
the ROOTS search tool (Piktus et al., 2023) and
query for exact matches, where matches may ap-
pear within the same document.
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Figure 5: Test results for BLOOM-176B on SHA and
MDS5 hashes naturally occurring in StackExchange. Oc-
currences are collected from the ROOTS search tool and
multiple occurrences may appear in the same document.
A SHA-512 hash occurring 12 times can achieve 10-
sigma detection. The dotted lines denotes a threshold of
Z = —2 and a false detection rate of o < 5%. Empiri-
cally, robust detection is possible past 90 occurrences.

Models. We provide results for the 176B vari-
ant of BLOOM (Scao et al., 2022) here, and the
7B variant in Appendix D.2. Both models used
large batch sizes (512 and 2048, respectively) and
were trained on the ROOTS corpus, which contains
341B tokens, for one epoch. The 176B model was
trained on an additional repeated 25B tokens.

6.2 Results

More frequent hashes have better Z-scores. As
shown in Figure 5, frequently occurring hashes
have lower p-values and Z-scores, indicating
higher watermark strength. However, the corre-
lation between occurrence and strength is imper-
fect, since occurrences are a weak proxy for the
actual number of watermarked documents a hash
may have appeared in (many occurrences may be
concentrated in one document).? For instance, we
manually confirm that the two SHA-512 hashes
with many occurrences but weak Z-scores are re-
peated many times in the same document, so they
appeared in fewer distinct training batches than sug-
gested by their number of occurrences. Meanwhile,

81deally, we would provide the number of unique docu-
ments each hash appeared in, but we encountered limitations
of the ROOTS search tool.

other hashes in Figure 5 are memorized strongly
despite occurring in relatively few documents.

Hashes occurring as few as 12 times can be
extremely strong. Figure 5 shows a number of
hashes that have extreme detection strength (less
than —10). In line with our findings in §4, the
strongest hashes are the longest ones (i.e. SHA-512
hashes) because the variance of the null distribution
is much lower. While a SHA-512 watermark can
achieve strong detection with only 12 occurrences,
the shorter MD5 hashes are strong only when they
occur more than 100 times.

Robust detection is possible past 90 occurrences.
By setting a Z-score threshold of —2 (correspond-
ing to a false detection rate o < 5%), we can empir-
ically estimate the number of occurrences needed
for robust detection. Based on the observational
data in Figure 5, we estimate that robust detection
for BLOOM requires hashes to be duplicated 90
times or more. If StackExchange wished to do so,
they could apply a robust data watermark by insert-
ing a relatively small number of documents contain-
ing a secret hash. This is not a prohibitively large
duplication requirement, suggesting that applying
data watermarks may be feasible for rightholders
with smaller document collections.

7 Future directions

Further research in several areas of data watermarks
will enable its mainstream use. We proposed two
watermarks—one that we suggested hiding pro-
grammatically, and another that is imperceptible
to humans. If the watermark is obvious, malicious
model creators could tamper with the watermark.
Hiding the watermark through word substitutions
or semantic paraphrases (in the spirit of Venu-
gopal et al., 2011) is a natural next step, which re-
quires further study on watermark detectability and
erasability (similar to Kirchenbauer et al., 2023b)
The main contribution of this work is to relate ba-
sic aspects of watermark design to the detection
strength. We hope that future work uses our in-
sights as a guide in designing stealthy data water-
marks. Finally, pretrained language models are
often fine-tuned on human feedback (Ouyang et al.,
2022), and whether data watermarks persist after
fine-tuning requires additional study.

Beyond supporting a right to opt-out, data water-
marks may also have the potential to meaningfully
contribute to the discourse on data stewardship for
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responsible machine learning (Peng et al., 2021).
One important question in this area is how to mit-
igate the risks of unintended usages of open data
(Tarkowski and Warso, 2022). Chan et al. (2023)
propose to establish a public trust for the digital
commons, where data watermarks could be used
to verify whether models were trained on open
data. The trust could then ensure their compliance
with standards that align with the public interest.
Methods that strengthen the relationship between
a model and its training data, such as data water-
marks, may open up new legal frontiers and present
opportunities for training data to play a role in a
model’s responsible deployment.

8 Conclusion

To support a right to opt-out of language model
training, our work proposes the use of data water-
marks. Rightholders can detect if their data was
used for training, by watermarking their data before
public release. If the data watermarks are memo-
rized, this serves as statistical evidence on whether
rightholders’ data has been trained on. By relating
aspects of watermark design to the strength of its
detection, our insights lay the groundwork for fu-
ture work on data watermarks. Scaling experiments
show that data watermarks are stronger for larger
models, and a post-hoc study on naturally occur-
ring SHA hashes confirms that random sequences
watermarks could be detected in BLOOM-176B if
it occurred more than 90 times in the training data.
Together, our results point towards a promising
future for data watermarks in real world use.

9 Limitations

Limitations of the methodology. The methods
here cannot detect membership of arbitrary data,
and a data collection has to be carefully prepared
before public release. In the context of supporting
a right to opt-out, we find the relaxations in §1 to
be practical, and show that data watermarks can
provide strong statistical guarantees (Oren et al.,
2023, studies a similar setting with restrictive as-
sumptions). As testing for data watermarks is an
auditing procedure, it relies on some form of black-
box access, as opposed to observing output text
alone. We assumed access to the log-probabilities
of the model’s predictions, but extra steps may be
involved to obtain the log probabilities from restric-
tive APIs (Morris et al., 2023). On the design of the
watermarks, both the random and unicode water-

marks can be removed or manipulated, and creating
undetectable and un-eraseable watermarks requires
further study. Different training procedures such
as differentially private optimization may prevent
watermark memorization (Abadi et al., 2016), but
such optimization may also serve a dual purpose in
enabling the fair use of the data (Henderson et al.,
2023).

Limitations of the application setting. This
work focuses on detecting unauthorized usage of
data, which fundamentally assumes that model cre-
ators are unwilling to disclose the contents of their
training data. Without this assumption, using data
watermarks to detect dataset membership would be
unnecessary. Having motivated our work with real
examples of legal negotiation (see §1), we believe
that data watermarks are relevant while new legal
developments are underway. As of now, adopting
transparency measures are voluntary but could be
backed by legislation similar to the reporting re-
quirements in the EU AI Act’. However, the scope
of such transparency requirements will be depen-
dent on the jurisdiction, and data watermarks will
continue to be relevant where transparency require-
ments are weak. With additional regulatory support,
we highlight a few sociotechnical solutions, such
as better data documentation tools and responsible
reporting, which can efficiently address member-
ship queries and other societal concerns (Marone
and Van Durme, 2023; Mitchell et al., 2019).

Authors’ positionality. In building technical
tools to support a right to opt-out, amongst the
many use cases, enforcing copyright is a major one.
Building tools to support copyright law is not an
ethically neutral position, and we acknowledge the
potential for unethical abuse of copyright law, such
as enabling censorship (Tehranian, 2015). Despite
these concerns, we believe that it is valuable to con-
duct technical research that complements existing
legal systems. As a technique that strengthens the
relationship between models and their training data,
data watermarks have the potential to broaden the
legal discourse on large language models.
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A Normality of null distributions

The null distribution is composed of random water-
mark losses, which are average losses over tokens.
The tokens losses may not be independent to each
other so the null distributions may not be normal.
Normality of the null distribution does not affect
the validity of the hypothesis test (see §3.1).
Normality of the null distribution can aid in in-
terpreting the Z-scores (if the null is normal, a
Z-score of —2 corresponds to p = 0.05). We per-
form normality tests with QQ plots in Figure 6 and
qualitatively show that null distributions for for
different watermarks are roughly normal.

B Token rarity

To better understand how vocabulary usage af-
fects watermarks, we conduct an oracle study that
uses the model’s tokenizer. In Figure 8, we con-
struct our watermarks by sampling random se-
quences of tokens from different regions of the
GPT2Tokenizer which are ordered by frequency
(higher rank implies rarer tokens). In particu-
lar, instead of always sampling random charac-
ters from the first [0 : 100]'" indexes of the
GPT2Tokenizer (outlined in Section 3), we ran-
domly sample from the range of [i : ¢ + 100], for
i € {0, 10000, 20000, 30000, 40000, 50000}.

A watermark is stronger if it is constructed from
rare tokens. In Figure 8(a), we see that random
sequence watermarks composing of rarer tokens
have lower Z-scores. Figure 8(b) shows that the
test statistic of rarer-token watermarks are lower.
We hypothesize that the usage of rarer tokens may
induce larger gradient updates during training and
exhibit better memorization.

C Additional details on the Unicode
watermark

C.1 Unicode lookalikes

The mapping we use between ASCII characters
and their Unicode lookalikes are provided below.
There are 28 substitutions:

{
"a": "\\u@430", "c": "\\u@3f2",
"e": "\\u@435", "g": "\\u@261",
"1 "\\u@456", "j": "\\u@3f3",
"o": "\\u@3bf"”, "p": "\\u0440",
"s": "\\u@455", "x": "\\u@445",

following standard pythonic slicing notation

"yTs \\u@443”, "A”: "\\u@391",
"B": "\\u@392", "C": "\\u@3f9”,
"E": "\\u@395”, "H": "\\u@397",
"I": "\\u@399”, "J": "\\u0408",
"K”: "\\u@39a”, "M”: "\\u@39c”,
"N”: "\\u@39d”, "0": "\\u@3of”,
"Pr. "\\u@3al”, "S": "\\u0405",
"TP. "\\u@3a4”, "X": "\\u@3a7",
"yre "\\u@3a5”, "Z": "\\u0396”"

3

C.2 Scaling results

The scaling results for the Unicode watermark are
presented in Figure 7. In general, the same trends
hold as here in the scaling of random sequence
watermarks, but Unicode watermarks are generally
weaker.

D Additional results on SHA hashes
D.1 Regex strings used to filter the hashes

The regular expressions used to extract the naturally
occuring hashes from the StackExchange corpus
are provided below:

* MDS5: \b[a-f0-91{32}\b

* SHA-256: \b[a-f0-91{643}\b

* SHA-512: \b[a-f0-91{128}\b

D.2 Results on BLOOM-7B

The testing results for BLOOM-7B are presented
in Figure 9. The 7B model only memorizes the
most duplicated hashes. For smaller model trained
on large datasets, data watermarks may need to
watermark many documents to be detected.
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Figure 6: QQ-plots of null distributions across different experimental configurations. The null distributions
visualized are individual runs from 70M model trained on a dataset of 100M tokens. Watermark type varies across
columns, while number of watermarked documents varies across rows. In general, null distributions are qualitatively
normal for word-based Unicode substitutions and random sequences, with minor deviations in the global variant of
the Unicode experiments.

(a) Dataset scaling (z-score) (b) Model size = 70M (c) Model size = 410M
“[FEE R
-8
3.2 3.2 % %
o, ( )
-10 N 3.0 3.0 % %
.\‘—o/

I
12}
S 2
0 is|
N Ng 2.8 2.8
-12 70M | ‘ ' A
=0- 160M o0 26 26
_14 =®= 410M L | : : A N N
1 2 4 8 1 2 4 8 1 2 4 8
Dataset size (B tokens) Dataset size (B tokens) Dataset size (B tokens)

Figure 7: Experiments on the word-level Unicode watermarks under model and dataset scaling. All experiments
watermark 256 documents. Results in (a) are averaged over 3 runs, and we visualize the null distribution and
test statistic for one run in (b) and (c¢). (a) When scaling the training data, watermarks become weaker. However,
watermarks remain strong for larger models. (b) As dataset size scales, the watermark loss of the 70M model
increases. (c) For the 410M model, as the dataset size increases, both the null distribution and test statistic decrease.

13319



(a) Token rarity

-8.0 ‘
[}
-8.5 ‘
-9.0
-9.5 \
.\ 1
-10.0 ' i,
0 10k 20k 30k 40k 50k
GPT2Tokenizer rank
(b) Length = 20
10
8
6
2]
[%2]
(=]
= a4
2
A A
0 A A A A
0 10000 20000 30000 40000 50000

# of documents

Figure 8: Experiments on watermarking strength and
token rarity. Results are on 70M models trained on
100M tokens, averaged over 5 runs. 20-length random
sequence watermarks were used and inserted into 256
documents. Random sequence watermarks composed of
rarer tokens are stronger. Watermarks with rarer tokens
have slightly lower loss after training.
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Figure 9: Test results on naturally occurring SHA and
MD?5 hashes in BLOOM-7B. Duplication rates are pro-
vided by the ROOTS search tool and occurrences may
appear in the same document. The dotted line denotes
a Z-score of —2 corresponding to a false detection rate
of a = 0.05. Since the model is relatively small to the
dataset, more duplications are needed for detection.
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