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Abstract

Large Language models (LLMs) are achiev-
ing state-of-the-art performance in many differ-
ent downstream tasks. However, the increas-
ing urgency of data privacy puts pressure on
practitioners to train LLMs with Differential
Privacy (DP) on private data. Concurrently,
the exponential growth in parameter size of
LLMs necessitates model compression before
deployment of LLMs on resource-constrained
devices or latency-sensitive applications. Dif-
ferential privacy and model compression gener-
ally must trade off utility loss to achieve their
objectives. Moreover, simultaneously applying
both schemes can compound the utility degra-
dation. To this end, we propose DistilDP: a
novel differentially private knowledge distilla-
tion algorithm that exploits synthetic data gen-
erated by a differentially private teacher LLM.
The knowledge of a teacher LLM is transferred
onto the student in two ways: one way from
the synthetic data itself— the hard labels, and
the other way by the output distribution of the
teacher evaluated on the synthetic data— the soft
labels. Furthermore, if the teacher and student
share a similar architectural structure, we can
further distill knowledge by aligning the hidden
representations between both. Our experimen-
tal results demonstrate that DistilDP can sub-
stantially improve the utility over existing base-
lines, at least 9.0 PPL on the Big Patent dataset,
with strong privacy parameters, € = 2. These
promising results progress privacy-preserving
compression of autoregressive LLMs. Our
code can be accessed here: https://github.
com/james-flemings/dp_compress.

1 Introduction

Large Language Models (LLMs) have accom-
plished amazing feats, from generating human-
like text to improving human productivity through
Al-powered assistants. However, recent work has
demonstrated that practical privacy attacks are pos-
sible due to memorization of training data from

LLMs (Carlini et al., 2019, 2021). Differential
Privacy (DP), a rigorous mathematical framework,
is widely used to mitigate this type of informa-
tion leakage (Dwork, 2006). To guarantee DP
for machine learning models, DP is operational-
ized within the learning algorithm, known as DP-
SGD (Abadi et al., 2016). The standard training
paradigm of LLMs is to first pre-train an LLM on
large publicly available data, then fine-tune it on
a specific downstream task using private data. Re-
cent works in differentially private training have
taken advantage of this paradigm by initializing an
LLM using pre-trained weights and then applying
DP-SGD in the fine-tuning process, which can sig-
nificantly boost its performance (Li et al., 2021; Yu
et al., 2021; Ganesh et al., 2023), albeit with some
reduction in model utility.

Due to the huge computational and memory de-
mands of LLMs, it becomes necessary to consider
model compression in this training paradigm. For
example, model compression is required when de-
ploying LLMs on client devices where memory
resources are scarce, or real-time systems such as
sentence completion in text editors where inference
latency is crucial (Xu et al., 2023). One popular
technique for model compression that our work
focuses on is task-specific Knowledge Distillation
(KD) (Hinton et al., 2015), which distills the knowl-
edge of a larger teacher model onto a compressed
student model. Although knowledge distillation in
LLMs has been quite successful (Jiao et al., 2019;
Sanh et al., 2019; Sun et al., 2019), few works have
explored compressing LLMs with DP (Mireshghal-
lah et al., 2022; Yu et al., 2023a,b). Since achieving
DP or KD for an LLM already trade-offs utility
loss, accomplishing both can result in substantial
utility loss, which highlights the challenge of this
problem.

A naive solution to this problem would be to
apply DP-SGD when training the teacher model,
then apply DP-SGD again during the knowledge
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Figure 1: A brief overview of our differentially private knowledge distillation framework, DistilDP, which can be
broken down in three steps: (1) A pre-trained teacher model is fine-tuned on a private corpus using DP-SGD. (2)
Next, the teacher model will generate synthetic data using control codes. (3) Finally, a pre-trained student model is
fine-tuned on the DP synthetic data with the DP fine-tuned teacher for knowledge distillation.

distillation between the teacher and student. Since
the teacher model is a function of the entire private
corpus, applying DP-SGD during the fine-tuning of
the teacher is seemingly unavoidable. Despite the
additive computational and memory costs due to
an additional run of DP-SGD, this solution has also
been shown to have worst utility compared to dif-
ferentially private fine-tuning the student without
knowledge distillation (Mireshghallah et al., 2022).

The goal of our work is to enable efficient differ-
entially private compression of LLM deployment
while minimizing model utility degradation. To
this end, we introduce DistilDP: a simple, but effec-
tive, Differentially Private Knowledge Distillation
framework, shown in Figure 1. The innovation of
our approach is that it avoids running an additional
DP-SGD during the knowledge distillation by uti-
lizing DP synthetic data. Our frameworks proceeds
as follows: (1) First, DP-SGD is employed to fine-
tune a teacher model on a training dataset, where
the teacher accurately captures the distributional
properties of the training data. (2) Then we gener-
ate synthetic text closely resembling the original
data distribution without incurring additional pri-
vacy loss. (3) Lastly, the student model is trained
using a non-private optimizer on the differentially
private synthetic data while the teacher distills its
knowledge to the student.

In summary, our key contributions are the fol-
lowing: (1) We introduce DistilDP, a novel differ-
entially private knowledge distillation algorithm

for autoregressive LLMs using synthetic text gener-
ation. Our framework utilizes two forms of knowl-
edge transfer from the teacher: one from the syn-
thetic text data, and the other from aligning the
teacher output distribution with the student. (2) We
comprehensively demonstrate that our algorithm
significantly improves the utility of the student
model over existing baselines with strong privacy
parameters, € = 2; In particular, the alignment step
between the output distribution of the teacher and
student is a crucial component to boosting the per-
formance of the student. (3) We perform extensive
experiments exploring different hyperparameters to
provide insight into our approach. Additionally, if
the teacher and student share a similar architectural
structure, we can align the hidden representation of
the teacher and student to further boost the utility
of our framework.

2 Related Works

Knowledge Distillation and DP Compression.
Work in knowledge distillation for LLMs typically
trains a smaller student model to match its output
logits with the output logits of a larger, teacher
model. More advanced works align the hidden state
vectors between the teacher and the student (Jiao
et al., 2019; Sanh et al., 2019; Sun et al., 2019).
DP-SGD (Abadi et al., 2016) is the most widely
used technique to guarantee DP for LLMs. Specifi-
cally, a pre-trained LLLM trained on large amounts
of public text data scraped from the internet is fur-
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ther fine-tuned on a private corpus D using DP-
SGD (McMabhan et al., 2017; Yu et al., 2021; Li
et al., 2021). An orthogonal approach investigated
differentially private decoding of LLMs (Flemings
et al., 2024; Majmudar et al., 2022; Ginart et al.,
2022), thereby avoiding the use of DP-SGD.

Mireshghallah et al. (2022) first introduced DP
model compression and gave a framework for DP
knowledge distillation. However, their framework
requires using DP-SGD twice: once for the teacher
and once for the student. This procedure leads
to suboptimal results for text classification tasks.
Wang et al. (2019) also explored private model com-
pression, but is limited by the number of queries
to the teacher for knowledge distillation. Yu et al.
(2023b) explores DP model compression during
the pre-training stage; our work focuses solely on
compression during fine-tuning. Another line of
work similar to our approach is Data-Free Distilla-
tion (Chen et al., 2019; Haroush et al., 2020) where
a generative model synthesizes data to substitute
training data. Since no private data is used, this
results in no privacy loss, € = 0. Our approach
uses a private corpus to generate synthetic data in
a differentially private manner.

Another problem setup broadly related to
DP knowledge distillation is private ensemble
learning via PATE (Papernot et al., 2016, 2018).
An ensemble of teacher models is trained on
disjoint private data, then produces noisy labels
on unlabeled public data, which comes from a
similar distribution as the private data, for the
student to train on. Lyu and Chen (2020) used
PATE to achieve differentially private knowledge
distillation for mobile analytics. Our method does
not require unlabeled public data.

DP Synthetic Data for Downstream Task.
Promising progress has been made in generating
high-fidelity, DP synthetic text (Bommasani et al.,
2019; Mattern et al., 2022; Kurakin et al., 2023;
Yue et al., 2022). These works have substantially
reduced the utility gap between DP-SGD on real
data and SGD on DP synthetic data for classifica-
tion tasks.

Yu et al. (2023a) investigated synthetic data
generation from DP foundational models to train
lightweight downstream models. However, our
method differs from theirs by the following: (1)
Their framework only considers knowledge trans-
fer from the synthetic data. Our results demon-
strate that other forms of knowledge distillation, in

particular, the output distribution and hidden repre-
sentations, are crucial to obtain strong performance
for compressed models. (2) Their framework needs
large foundational models to generate high-enough
quality synthetic text data, which requires model
parallelism on four V100 GPUs for fine-tuning
even with LoRA (Hu et al., 2021; Yu et al., 2021).
And to the best of our knowledge, there is no open-
source implementation of DP model parallel train-
ing. In contrast, our framework can obtain strong
results without relying on large foundational mod-
els and thus does not need model parallelism.

3 Preliminaries

3.1 Knowledge Distillation

Knowledge Distillation (KD) aims at transferring
the knowledge of a teacher LLM T to a smaller
student LLM S. The standard approach is to train
the student to mimic the output distribution of the
teacher and the true labels. Let fr(z) and fs(z)
be the logit outputs of the teacher and student net-
works evaluated on an input data x, respectively,
and y be the true labels. The student is trained to
minimize the linear combination of the supervised
learning loss and the distillation loss:

Lxp(T, S, D) = Z (1 =X Lce(y,o(fs(x)))
(z,y)eD

+t? Lx (log (o (fr () /1)), log (o (fs(x) /1))

(1

where )\ is a weight hyperparameter, Lcg is the
cross-entropy loss, Lxp is the Kullback-Leibler
divergence, o is the softmax function, and the sec-
ond term is the distillation loss which follows the
softmax-temperature using a temperature parame-
ter ¢ (Hinton et al., 2015). At inference time, ¢ is
set to 1 to recover the standard softmax. y is known
as the hard label because of its one-hot encoding
while o (fr(x)/t) is the soft label.

3.2 Text Generation

Given some context vector Xy = 1,2, ..., L,
which is a string of tokens from some vocabulary
V,ie. x; € Vforalli = 1,...,t, text genera-
tion involves sampling the next token x;; using a
generative language model p. More precisely, the
output of a language model p for a given context
x¢ is a likelihood function of all possible tokens
p(xs41 = w|x¢), and choosing the next token in-
volves sampling from this probability mass func-
tion to obtain a token Zy11 ~ p(Try1|X¢).
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3.3 Differential Privacy

Differential Privacy (DP) is a strong privacy notion
that upper bounds the amount of influence an indi-
vidual in a private dataset has on the output of an
algorithm. In the context of training machine learn-
ing models, this means reducing memorization of
each individual and forcing the model to learn fea-
tures that are shared amongst the population. We
formalize this below:

Definition 3.1 (Differential Privacy (Dwork,
2006)). Let ¢ > 0 and 6 € [0,1]. A random-
ized algorithm A : D — TR satisfies (¢, §)-DP if
for any pair of adjacent datasets D, D’ € D that
differ exactly in a single data sample, and for all
sets R C R it holds that

Pr[A(D) € R] < e“Pr[A(D') € R] + 6.

The privacy parameters €, § can be interpreted as
follows: € upper bounds the privacy loss, and ¢ is
the probability that this guarantee does not hold.
One notable property of DP that we crucially rely
on in this work involves the post-processing theo-
rem. This property ensures that for any (e, §)-DP
algorithm A, the composition F' o A is (e, §)-DP
for any deterministic or randomized function F'. In
other words, a privatized quantity cannot be un-
privatized if the data is not used again.

The standard approach to integrating DP for deep
learning models is by modifying the stochastic gra-
dient descent algorithm (SGD), called DP-SGD
(Abadi et al., 2016). The modifications involve
calculating per-sample gradients, rather than per-
batch gradients, clipping them if their 1-2 norm ex-
ceeds some threshold, then adding noise sampled
from a Gaussian distribution. Note that per-sample
gradient calculations typically reduce the parallel
efficiency of GPUs; hence, applying DP-SGD has a
negative impact on the training speed ( Yousefpour
etal., 2021). In the following section, we will make
use of DP-SGD.

4 Method

4.1 Problem Formulation

Given a task-specific private dataset D, a pre-
trained, generative teacher model 7', a pre-trained,
generative student model S, and a privacy budget
(e,0), our goal is to produce a student model such
that .S minimizes Equation 1, the size of S is sig-
nificantly smaller than 7", and S is (¢, 0)-DP with
respect to D. We will also assume access to a set

Algorithm 1 DistilDP: Differentially Private
Knowledge Distillation via Synthetic Data

Input: A pre-trained teacher model 7', pre-trained
student model S, private data D, control codes
C, max length of synthetic examples Tix, total
number of synthetic examples N, privacy budget
(e, 0), mixing parameter \, temperature parameter
t

Output: An (¢, d)-DP student model S

1: Preprocessing Step: Prepend control codes C
onto the dataset D, i.e., D'[i]] = C[i] + D[]
Vi € [|D]].

2: Fine-tune the teacher T' on the preprocessed
data D’ using DP-SGD with privacy budget
(e,0)-DP

3: Subsample a subset of the control codes CC
C where |C|= N

4: for c € C do

,I‘max
5: Synthetic example d ~ H T(z¢|z14,C)

D=Dud
end for .
Train Student S = Hgln Lxp(T,S', D)

return S

© ® 3D

of control codes C' (Keskar et al., 2019) in our
solution.

The DPKD framework introduced in Mireshghal-
lah et al. (2022) tackles this problem setup by first
fine-tuning a teacher model with DP-SGD, and then
using DP-SGD a second time to minimize Eq 1 for
the student. This solution has three limitations: (1)
using DP-SGD on the student model results in ad-
ditional error proportional to the total number of
parameters of the student model, in the worst case
(Li et al., 2022); (2) allocating the privacy budget
between the teacher and student can make it diffi-
cult for the student to obtain useful signal for strict
privacy settings, smaller € values; (3) larger run-
time and memory consumption with an additional
use of DP-SGD.

Rather than applying DP-SGD twice, we take
the view that only applying DP-SGD on the teacher
model leads to a more optimal solution. The frame-
work from (Yu et al., 2023a) follows this approach,
but, as our results will show, the inclusion of more
information about the teacher, such as the output
distribution, substantially improves the utility of
the student.
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4.2 DistilDP: Knowledge Distillation with DP
Synthetic Text Data

We now introduce DistilDP, described in Algorithm
1. DistilDP fine-tunes a pre-trained, generative
LLM using DP-SGD as our teacher model T, i.e.,
T is (¢,0)-DP. Afterward, T is used to generate
synthetic text data. In practice, we can use any syn-
thetic text generation methodology, but we choose
to follow an approach from Yue et al. (2022). In
particular, we will utilize control codes (Keskar
et al., 2019) to provide more explicit control over
text generation. Hence, sampling the next token
Z¢41 involves conditioning the model with a con-
trol code ¢ from a set of control codes C', in addition
with the context vector x;: Zy+1 ~ p(xy1|x¢, €).

Control codes guide the model to focus on spe-
cific topics or features during text generation. For
example, when generating reviews, we can prompt
the model with additional information about the
product type and review score. A potential con-
trol code could look like the following: "Product
type: Toy; Review score: 3.0." Models learn to
use these control codes in their text generations
when the codes are included in the training dataset.
Using our working example, the model should be
equipped to generate reviews for a Toy with a re-
view score of 3.0 after fine-tuning. For our use
case, we prepend each training sample with a con-
trol code containing categorical information about
the sample. Then after training, we generate text
data using only the control codes as the initial con-
text vector from the training dataset, preserving the
control code distribution.

Once the synthetic data D has been generated,
we fine-tune the pre-trained student model .S on
D along with knowledge distilled from the teacher
model 7" to minimize Equation 1 without DP-SGD.
With this setup, we can capture the knowledge of
the teacher, which is a function of the entire private
dataset, in two ways: the synthetically generated
data and the output distribution of the teacher. Syn-
thetic data provides a coarse way to transfer the
knowledge of a teacher model, since one-hot en-
codings only give one piece of information about
the output of the teacher. However, the knowledge
distilled from the entire output distribution of the
teacher is richer, providing additional information
such as prediction uncertainty of the teacher that
the student can learn from. Since the synthetic
data closely resembles the original private data,
minimizing Equation 1 using D gives an accurate

approximation to Equation 1 using D.

Another advantage of DistilDP is that the syn-
thetic text generator and teacher model are the
same. Hence, we do not need to split the pri-
vacy budget and instead can allocate it entirely
to privately fine-tuning the teacher model. This
allows for better performance for the teacher, re-
sulting in higher-quality text generation and richer
information from the output distribution. Further-
more, since our method only requires DP-SGD
once, which is for the teacher, we further reduce
additional memory and computational costs com-
pared to DPKD.

Lastly, we designed our framework to be model
agnostic, making no architectural assumptions be-
tween the teacher and student. However, in section
5.4, we show that our framework can also be im-
proved by loosening this assumption. More specifi-
cally, we can add loss terms to Eq. 1 that involve
aligning the hidden representations of the teacher
and student model. Our method is precisely sum-
marized in Algorithm 1.

4.3 Privacy Analysis

We will now provide a privacy analysis of our
framework, which we state and prove below.

Theorem 4.1. The output of Algorithm 1 is (e, d)-
DP with respect to D.

Proof. Our goal is for DistilDP to guarantee
(€,9)-DP for D, which composes of text content
for each data sample. After step 1, our method pro-
duces a teacher model T that is (e, §)-DP. In step
2, sampling from T incurs no extra privacy loss
due to the post-processing property. However, one
subtle, but crucial, detail is the potential privacy
leakage from the control codes C'. We limit the
control codes to only contain categorical informa-
tion of a data sample, not text contents. However,
the categorical distribution in the original dataset
may be private information. In our work, we follow
the same procedure as Yue et al. (2022) by ignoring
this low-cost privacy loss and using the exact cate-
gorical distribution. For step 3, since D and T are
(e, 0)-DP with respect to D, utilizing a non-private
optimizer to minimize Equation 1 will result in S
being (€, d)-DP due to the post-processing prop-
erty. O
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Parameter DP-SGD DPKD DP Syn Ours
Teacher
Epochs - 10',20>3  10',20%3%  10',20%3
Learning Rate - le-41:23 le-41:23 le-4123
Batch Size - 4096523 409623 4096'-23
Clipping Norm - 1.0h23 1.0h23 1.0%2
Student
Epochs 25',40%3 25!, 40%3 51,323 12123
Learning Rate  le-4"23  le-4123  le-6',2e-5%3 8e-5%3
Batch Size 409623 409623 1623 1623
Clipping Norm  1.0%:23 1.0h2%3 - -

Table 1: Training hyperparameters for the teacher and student model of every method for the ! Yelp, Big Patent,

and *DBpedia datasets.

5 Experiments

5.1 Experimental Setup

We experimentally evaluated the privacy-utility
tradeoff of our framework with the following setup.
We used GPT2-Large (Radford et al., 2019) and
DistilGPT?2 (Sanh et al., 2019) as our teacher and
student model, respectively. GPT2-Large contains
774M parameters while DistilGPT2 contains §2M
parameters, so the teacher model is about 9.5 times
larger than the student. Our implementation of
fine-tuning language models with DP and knowl-
edge distillation utilizes the dp-transformers library
(Inan et al., 2022), which combines the NLP library
Huggingface (Wolf et al., 2019) with the DP library
Opacus (Yousefpour et al., 2021).

We experimented with the Yelp Open dataset !,
which contains review text data on businesses. We
follow the experimental setup as Yue et al. (2022)
by using the review stars and business category as
the control codes. These control codes are con-
structed as "Business Type: Restaurant | Review
Stars: 3.0" and are prepended to each sample. The
top 10 frequent business categories are sampled and
reviews with no ratings are removed. The resulting
data split is 1.9M reviews for training, 5000 for
validation, and 5000 for testing. Each data sample
is set to a sequence length of 128.

We also experimented with the Big Patent
dataset (Sharma et al., 2019), which consists of
1.3 million records of U.S. patent documents along
with human-written abstractive summaries. For our
experiments, we used the abstracts as the text data.
To construct the control codes, we prepend each
data sample with the Cooperative Patent Classifica-

"https://www.yelp.com/dataset

tion (CPC) code that it falls under. We only used
a subset of the total number of documents, result-
ing in 150K abstracts for the training, 5000 for the
validation, and 5000 for the testing dataset.

Lastly, we experimented on the DBpedia dataset
(Zhang et al., 2015), which is an ontology classi-
fication dataset consisting of 14 non-overlapping
classes from DBpedia 2014. Each of these 14 on-
tology classes are used as a control code for the
training samples. In total, we randomly selected
195K training samples, 5000 samples for validation,
and 5000 samples for the test set.

We compare our method against three baselines:
(1) a student model fine-tuned directly with DP-
SGD, namely the teacher plays no role in training
the student; (2) a student model fine-tuned using
DPKD (Mireshghallah et al., 2022); (3) a student
model fine-tuned only on DP synthetic data (DP
Syn Data), i.e. A = 0 in Eq. 1, which follows the
framework of Yu et al. (2023a). The training hyper-
parameters used for our method and the baselines
with the teacher and student models are shown in
table 1. We set the privacy budget to € = 2, which
is a strong privacy guarantee. We follow the stan-
dard practice of setting 6 = 1/N where N is the
size of the dataset.

For the generation of synthetic text, we use the
truncation decoding strategies of top-k (Fan et al.,
2018) and top-p (Holtzman et al., 2019) sampling
using k£ = 50 and p = 0.9. The teacher model gen-
erates 400K synthetic samples using control codes
from the Yelp and DBpedia training dataset and
200K synthetic samples from Big Patent. The max-
imum sequence length of each generated sequence
is 128. We follow the methodology of Kurakin et al.
(2023) for training on DP synthetic data by splitting
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Model Training € Teacher Yelp] | Big Patent] | DBpedial
GPT2-Large DP-SGD 1.0 - 26.84 21.91 28.85
DistilGPT2 Zero-shot 0 - 65.46 5742 83.00
DistilGPT2 DP-SGD 2.0 - 48.12 41.80 60.81
DistilGPT2 DPKD 2.0 | GPT2-Large | 46.16 41.20 59.85
DistilGPT2 | DP Syn Data | 2.0 | GPT2-Large | 61.84 49.26 59.87
DistilGPT2 DistilDP 2.0 | GPT2-Large | 44.15 32.43 49.11

Table 2: Comparison between the different models, the training method, the privacy budget e, the teacher model,
and the perplexity score on the Yelp and Big Patent Dataset. Lower PPL means better utility.

the Yelp and DBPedia synthetic samples into 396K
for the training set and 4K for the validation. Like-
wise, 198K and 2K Big Patent synthetic examples
for the training and validation set, respectively. For
both our method and DPKD, we set ¢ = 1.0 and
A = 0.4 for Equation 1. One minor technicality of
our method is that because our teacher model was
trained on control codes, its output distribution on
the initial context vectors will be skewed toward
the types of control codes. Hence, we ignore the
first few softmax predictions in the distillation loss
for each sample. We evaluated the utility of each
method by measuring the perplexity (PPL) of the
test set.

5.2 Main Results

Table 2 shows the results. We see that for the zero-
shot performance of the student model, i.e. € = 0,
which is just a pre-trained DistilGPT2 model, it
achieves a perplexity score of 65.46, 57.42, and
83.00 on Yelp, Big Patent, and DBpedia, respec-
tively. After performing DP-SGD with € = 2, we
observe that the student utility improves to 48.12,
41.80, and 60.81, a significant utility improvement
over the pre-trained student. However, compared to
the DP fine-tuned GPT2-Large model with € = 1,
there is still much improvement to strive for.

The DP-SGD baseline, where the student is pri-
vately fine-tuned without any teacher, serves as a
lower bound for the utility of the student. This
means that our framework must perform at least
better than DP-SGD, or else the knowledge distilled
from the teacher only hurts the student’s utility.

For the DPKD baseline, we evenly allocated the
privacy budget ¢ between the teacher and student,
i.e., T and S use ¢ = 1 for DP-SGD. We observe
that DPKD improves over the DP-SGD baseline

by 2, 0.6 and 0.96 PPL on the Yelp, Big Patent,
DBpedia datasets, respectively. Hence, DPKD can
give a modest performance boost to the student
models compared to directly privately fine-tuning
them for generative tasks, which was not the case
for classification tasks shown in Mireshghallah et al.
(2022).

DistilDP, using a GPT2-Large model with € = 2
as the teacher, was able to substantially outper-
form all baselines for both datasets. For the Yelp
datasets, our method beats all baselines by at least 2
PPL. The margin is much larger for the Big Patent
and DBpedia dataset, as our method outperforms
all baselines by at least 9 PPL. One contributing
factor for the margin being larger for Big Patent
and DBPedia is that the difference in size between
the synthetic and original dataset is smaller than
for Yelp. Most importantly, the results for both
our method and DPKD demonstrate that the tra-
ditional knowledge distillation of aligning outputs
between the teacher and the student can boost the
performance of the student for differentially private
generative tasks.

One insightful observation is that for the Yelp
and Big Patent datasets, DP Syn Data severely lags
behind all baselines, only providing a modest im-
provement over the zero-shot baseline but not im-
proving over the DP-SGD baseline. However, we
do observe that for DBpedia, DP Syn Data can
match the utility of DPKD. Additionally, we found
that it is harder to optimize DP Syn Data due to the
student easily overfitting the synthetic review data.
This result highlights the fact that training on DP
synthetically generated data alone is insufficient to
competitively train a compressed DP student model
for generative tasks. We surmise that a teacher
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model at the scale of a large foundation model is
needed to generate high enough quality synthetic
text to overcome this limitation (Yu et al., 2023a).

5.3 Ablation Study

In this section, we explore different hyperparameter
values to study how they affect the performance of
our framework using the Yelp dataset.

Figure 2a plots the change of the PPL score as A
changes. We see that relying purely on the distilla-
tion loss A = 1 already achieves competitive per-
formance, capturing most of the knowledge from
the private dataset. Meanwhile, the best utility we
could achieve when fine-tuning only on the syn-
thetic data, A = 0, is a severe utility degradation
compared to A = 1. Interestingly, nearly evenly
combining both losses, A = 0.4, leads to the most
optimal performance, necessitating both the super-
vised learning and distillation loss in Equation 1.

Figure 2b illustrates the influence of the tempera-
ture parameter ¢ on the performance of our method.
We explored values ¢ € {1.0,2.0,5.0} and found

that ¢ = 1 seemingly obtains the best utility while
larger values of ¢ only hurt the performance. This
is because as ¢ gets large, the output distribution
becomes more uniform, which makes it harder for
the student to learn the prediction uncertainty of
the teacher. Additionally, the distillation loss takes
over as it scales by ¢,

Lastly, Figure 3 shows how varying the number
of synthetic text reviews affects the performance
of the student. To get synthetic datasets of dif-
ferent sizes, we randomly sample subsets of the
total 400K generated text dataset. We observe that
the student greatly benefits from a larger training
dataset, as more synthetic text data leads to lower
PPL scores. Increasing the number of synthetic
reviews from 50K to 400K improves the PPL of
the student by 5. We suspect that by increasing the
number of synthetic text data to more than 400K,
we would observe our method outperforming all
baselines by an even larger margin in the main re-
sults. We leave it as a future work to explore how
large the synthetic text generation can be before we
observe marginal gains in utility.

5.4 Exploiting Hidden Representation of The
Teacher

The main results in section 5.2 showed that there
is still a reasonable utility gap between the PPL
score of the DP teacher model with ¢ = 1 and the
DistilDP student model with e = 2. The difference
for the Yelp dataset is 17.3 perplexity, while the
difference for Big Patent is less substantial, about
10.5 perplexity. In this section, we attempt to add
more ways for the teacher to distill knowledge onto
the student via a Mean Squared Error (MSE) loss
aLysg on the hidden representations to Eq 1. The
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Model Training Teacher PPLJ
GPT2 DP-SGD - 3141
DistilGPT2 Ours GPT2 37.17

Table 3: Further reducing the utility gap between the
teacher and the student by adding an MSE loss to Eq 1.
The results are for ¢ = 2 and use the Big Patent dataset.

Losses Used PPL|
Lcg + Lxy + Lymsg 37.17
Loce+LxL+9 3742

Table 4: Measuring the impact of the MSE Loss Lysg
with combined with other losses.

rationale behind this method is that it would be
beneficial to align the hidden representations of
the student with the hidden representations of the
teacher, assuming that the teacher has better hidden
representations. Hence, we can use the MSE loss to
push the student to mimic the hidden representation
of the teacher. Note that since 17" was fine-tuned
using DP-SGD, by the post-processing property
of DP, adding the MSE loss to Eq 1 will not leak
additional privacy.

To test the effect of aligning the hidden repre-
sentation of the teacher and student, we applied the
MSE loss to the last hidden representation. Since
the dimensions of the last hidden representations
must be equal between the teacher and the student,
we use GPT?2 as the teacher model, which has the
same dimension as the DistilGPT2. We ran our
experiments on the Big Patent dataset, and we set
the MSE loss coefficient v = 0.4.

Table 3 compares the performance between the
teacher and the student. We see that the utility
difference between the teacher and the student is
even smaller, only 6 PPL. Table 4 shows that the
inclusion of the MSE loss into Eq 1 does mildly
improve the overall utility of the student. We sus-
pect that the distillation loss Lk, already captures
most of the information distilled from the teacher.
However, the improvement from the MSE loss sug-
gests that our framework can be further improved
by including more information about the hidden
representation of the teacher. We leave it as a fu-
ture work to explore other advanced knowledge
distillation techniques that exploit this information.

6 Conclusion

In this work, we introduced DistilDP, a novel DP
knowledge distillation algorithm by utilizing DP
synthetic data generation. We presented compre-
hensive experimental results that demonstrate Dis-
tilDP obtains the best utility over all existing base-
lines for strict privacy settings. More generally, we
showed that differentially private knowledge dis-
tillation for autoregressive large language models
can be effective. The provided ablation study high-
lights that both the synthetic text as the hard label
and the output distribution of the teacher as the soft
label are crucial to boosting the performance of
the student. We believe further improvements to
our framework are feasible by generating more syn-
thetic text data and including additional knowledge
distillation from the hidden representations.

7 Limitations

One limitation of our work is that the teacher model
needs to be trained with DP-SGD. This limitation
is because the teacher is a function of the private
dataset, and is used for synthesizing text and align-
ing its outputs with the output of the student. How-
ever, the teacher is generally much larger than the
student, and thus the computational and memory
costs of running DP-SGD for the teacher are much
larger than for the student. Furthermore, the prob-
lem setup of DP compression only requires differ-
ential privacy for the student, not for the teacher. A
more optimal solution to this problem would only
use DP-SGD for the student, and avoid applying
DP-SGD for the teacher. However, such a solution
is non-trivial to derive and is left as future work.

Another limitation is the same limitations from
the synthetic text generation framework we used
from (Yue et al., 2022) carry over to our framework.
In particular, small classes corresponding to control
codes are disproportionately affected, where tight
DP guarantees most negatively impact learning the
distributions of small-size classes.

Finally, our work builds on recent advances in
DP and LLM by initializing the models with pre-
trained weights, and then privately fine-tuning them
on a downstream dataset (Li et al., 2021; Yu et al.,
2021). However, recent work has shown that pub-
lic LLMs can leak private information (Carlini
et al., 2021). A stronger and interesting future
work would look to relax this assumption.
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8 Ethical Considerations

In this work, we utilized pre-trained LLMs and
well-known language modeling datasets that were
accessed from the Hugging Face API, which are
publicly available and free to use. The Big Patent
dataset is licensed under CC BY 4.0. The GPT2-
models are licensed under the Apache License, Ver-
sion 2.0. We could not find a license for the Yelp
dataset, however, the intended use of this dataset
must be for academic research, which we do fol-
low. Our intended use of the artifacts in this work
is academic in nature, which is aligned with the
intended use of the creators. We did not anonymize
the dataset since Big Patent does not contain per-
sonally identifiable information, and we removed
attributes that contain any private information, such
as user or business id, from the Yelp dataset, as the
dataset we worked with only contained text data
and non-private categorical data, which are used as
control codes. Additionally, we did not disclose the
contents of either dataset. Our use of public mod-
els and datasets minimizes any unintended privacy
leakage that could result from experimenting.
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A Additional Experimental Setup

Most of the hyperparameter values from table
1 were selected from (Yue et al., 2022) and
(Mireshghallah et al., 2022), due to the large com-
putational cost of hyperparameter searching of DP-
SGD. Such values, like the clipping norm, are stan-
dard values to use. However, certain values were
selected via hyperparameter sweeping, such as the
learning rate. The computing infrastructure used to
train the teacher and student models with DP-SGD
18 8 40GB A100 GPUs, and the students with DP
synthetic text data used 8 Quadro RTX 5000. The
total training time for the teacher models on the
Yelp dataset was 2 days and 17 hours, while on
the Big Patent dataset, it took 10 hours. For the
student models, it took about one days for the DP-
SGD baseline, one and a half days for the DPKD
baseline, and about five hours for DP Syn Data and
ours. The reported main results are based on one
run of training and then inference on the testing set.
The version we used for the dp-transformers library
(Inan et al., 2022) is 1.0.1 which was installed by
source.
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