Argument-Aware Approach To Event Linking
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Abstract

Event linking connects event mentions in text
with relevant nodes in a knowledge base (KB).
Prior research in event linking has mainly bor-
rowed methods from entity linking, overlook-
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In 1803, the tensions
between the British East
India Company and a
coalition of Maratha factions
erupted into war. With the
logistic assembly of his army
complete, Wellesley gave the

ing the distinct features of events. Compared
to the extensively explored entity linking task,
events have more complex structures and can
be more effectively distinguished by examin-
ing their associated arguments. Moreover, the
information-rich nature of events leads to the
scarcity of event KBs. This emphasizes the
need for event linking models to identify and
classify event mentions not in the KB as “out-
of-KB,” an area that has received limited atten-
tion. In this work, we tackle these challenges
by introducing an argument-aware approach.
First, we improve event linking models by aug-
menting input text with tagged event argument
information, which facilitates the recognition
of key information about event mentions. Sub-
sequently, to help the model handle “out-of-KB”
scenarios, we synthesize out-of-KB training
examples from in-KB instances through con-
trolled manipulation of event arguments. Our
experiments across two test datasets showed
significant enhancements in both in-KB and
out-of-KB scenarios, with a notable 22% im-
provement in out-of-KB evaluations.

1 Introduction

Event Linking (Nothman et al., 2012; Ou et al.,
2023) involves associating mentions of events in
text with corresponding nodes in a knowledge base
(KB). This process of linking nodes can enhance
text comprehension to facilitate various down-
stream applications, such as question-answering
and recommendation systems (Yu et al., 2023b; Li
et al., 2020; Jacucci et al., 2021).

Despite its significance, event linking remains a
challenging and relatively under-explored task (Yu

*The authors contribute equally.

on 15 March 1775, for order to attack the nearest
Pune. Maratha fort.

Label: Label:
First Anglo-Maratha War Second Anglo-Maratha War

Figure 1: An example of two distinct events with the
same event mention but different event arguments.

et al., 2023a; Pratapa et al., 2022). In contrast to en-
tities that generally maintain consistent attributes
over time, events can vary based on nuances in
event arguments, such as time, location, and their
participants, leading to increased complexity and
ambiguity. For instance, Fig. 1 illustrates that the
two event mentions of “war” should be differ-
entiated and linked to distinct Wikipedia entries
by recognizing their unique occurrence times and
involved leaders, despite the similarity in event
names and combatants.

Previous studies on event linking predominantly
employed methods for entity linking. Yu et al.
(2023a) and Pratapa et al. (2022) both reuse the
framework from Wu et al. (2020), which first uses
a bi-encoder to perform efficient retrieval, followed
by precise re-ranking of top candidates using a
cross-encoder. Yu et al. (2023a) further enhanced
this approach by incorporating adjacent named en-
tities into the query text, emphasizing the role of
entities in event linking. However, not all adja-
cent entities are relevant to the event, and even the
relevant ones can play different roles in an event.

Furthermore, given the limited entries KBs
usually possess, it is always a practical chal-
lenge for linking models to deal with out-of-KB
queries (Dong et al., 2023). This challenge is more
acute in event linking due to the vast number of
newly occurring events, of which only a fraction
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Figure 2: Given a text with an event to ground, our method extracts the event’s attributes through event detection
and argument extraction modules. The text, enriched with event argument tags, is then input into a Bi-Encoder to
identify the top-k potential nodes. These candidates are further ranked by a Cross-Encoder, which also considers an
additional “NIL” candidate in case of out-of-KB instances. To equip the Cross-Encoder to robustly predict “NIL”
and real KB entries, we train it with additional synthetic data generated through our negative data creation process.

are recorded in KBs. Howeyver, this issue has often
been overlooked in existing event linking research.

In this work, we enhance event linking systems
by capitalizing on the role of event arguments in
distinguishing events. We use established event
extraction models (Huang et al., 2022; Hsu et al.,
2023a) to capture the participants, time, and loca-
tions of the query event. As illustrated in Fig. 1, this
argument data is crucial for differentiating events.
To address out-of-KB challenges, we train mod-
els to predict “out-of-KB” labels using synthetic
out-of-KB query data, which is created by manipu-
lating the event arguments of existing queries. For
example, our system will replace British East India
Company and the Maratha Empire in Fig. 1 with
alternative fictional combatant pairs to form the
training data for “out-of-KB” prediction.

We apply our design to a model architecture
akin to Yu et al. (2023a); Pratapa et al. (2022)
and conduct experiments on the two event link-
ing datasets introduced by Yu et al. (2023a). Our
approach yields a 22% accuracy improvement over
previous baselines for out-of-KB testing and an
over 1% increase for in-KB testing. Additionally,
by comparing various methods for generating syn-
thetic out-of-KB examples, we demonstrate that
our data synthesis approach successfully balances
in-KB and out-of-KB usage for event linking. Our
code can be found in https://github.com/
PlusLabNLP/Argu_Event_Linking.

2 Related Work

Entity Linking, which associates entity men-
tions with KB entries, has been studied for
years (Bunescu and Pasca, 2006; Mihalcea and

Csomai, 2007; Gupta et al., 2017; Botha et al.,
2020). Common approaches include using neu-
ral networks to represent queries and KB entries
for discriminative prediction (Francis-Landau et al.,
2016; Wu et al., 2020; Zhang et al., 2022) or using
generation-based methods (Cao et al., 2021; Mrini
et al., 2022; Xiao et al., 2023). While these tech-
niques can be adapted for event linking, they are not
tailored to incorporate the structured information
within events, which, as we will demonstrate in §5,
is vital for disambiguating events for grounding.

Event Linking are first introduced by Nothman
et al. (2012). Recently, Yu et al. (2023a) and Prat-
apa et al. (2022) make efforts on introducing En-
glish and multilingual datasets on the task. How-
ever, their approaches overlook the influence of
event arguments to the task and neglect the discus-
sion of handling out-of-KB cases.

3 Problem Statement

Event linking connects a mention of an event in the
text to relevant entries within a knowledge base. If
no matching entry exists, models predict “NIL,” as
established in prior research (Zhu et al., 2023; Yu
et al., 2023a). The event-linking model analyzes
a sequence of tokens X = 1,2, ..., Tepe, ---, Ll
where x¢,. signifies the target event mention. Its
objective is to output y, which can be either an
entry e; from the knowledge base (size n), or “NIL”
if no suitable match is found.

4 Method

We hereby introduce our event linking model with
two key innovations, as illustrated in Fig. 2. First,
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Prompt (Conceptual) + Input

You are a storyteller ... I'll give you a passage ... key details
marked by special tags ... You are to rewrite ... but containing
factually incorrect information ... To complete the task,
follow these two steps:

Step 1: Edit the tagged key details of the event, ensuring that
any changes remain consistent with the original role type ...
Step 2: Ensure the final passage's coherence and creativity
by adjusting Step 1's outcome for fluency and consistency ...

Original Passage: Zagrebelnyi was a Ukrainian novelist. He
graduated from secondary school in 1941. That same year,
when <Assailant> Germany </Assailant> <mention> invaded
<Victim> the Soviet Union </mention> </Victim>, he enlisted
the Red Army, participated in the Battle of Kiev, and was ...

Yellow: Event Trigger Underlined: Event Info Tags

Cyan: Event Arguments Gray: Changes in Step 2

Output

Step 1: Zagrebelnyi was a Ukrainian novelist. He graduated
from secondary school in 1941. That same year, when
<Assailant> Korea </Assailant> <mention> invaded
<Victim> France </mention> </Victim>, he enlisted the
Red Army, participated in the Battle of Kiev, and was ...

Step 2: Antoinette was a French novelist. He graduated
from secondary school in 1941. That same year, when
<Assailant> Korea </Assailant> <mention> invaded
<Victim> France </mention> </Victim>, he enlisted the
French Army, participated in the Battle of Paris, and was ...

Figure 3: Illustration for our negative data generation processing using LLM.

to help the model distinguish event attribute de-
tails, we propose to first tag the event argument
information of the input query (§4.1). Second, to
improve the model’s capability to deal with out-of-
KB cases, we introduce a negative data generation
method that synthesizes potential out-of-KB exam-
ples to train our model (§4.2). Finally, we train the
model with these data changes (§4.3).

4.1 Event Argument Tagging

To make event linking models better capture event
argument information, we use the UniST model
(Huang et al., 2022) trained on the MAVEN
dataset (Wang et al., 2020) to first identify the event
types of query events. Given predicted event types,
we extract event arguments using the TagPrime
model (Hsu et al., 2023a) trained on the GENEVA
dataset (Parekh et al., 2023). Text with event argu-
ment tags is used by our model. Take the passage
in Fig. 3 as an example, “Germany” will be ex-
tracted as the “Assailant” of the invasion, “the
Soviet Union” will be highlighted as the “Victim”.
More relevant details about event trigger and argu-
ment extraction can be found in Appx. §B.

4.2 Negative Data Generation

Prior research on event linking largely overlooked
out-of-KB issues, mainly due to the limited avail-
ability of diverse training data for such scenarios.
To address this gap, we design a pipeline to gener-
ate synthetic training data, enhancing the ability of
event linking systems to make robust predictions
for both in-KB and out-of-KB queries.

Creating out-of-KB event queries is non-trivial
because randomly altering the query text does not
guarantee that the event falls outside the KB or
at least stops referencing the original event. Di-

rectly altering the event mention word may lead to
text that is incoherent or still references the same
event, such as changing “invaded” to “grew” or
“attacked” in Fig. 3.

We address the challenge by leveraging our ob-
servation that events differ when argument configu-
rations change. To generate a data point, we first
sample an in-KB query from the training set, along
with its tagged event mention and arguments. We
then instruct a large language model (LLM) to ad-
just this example through a two-step process: first
modifying the tagged event arguments and then
making edits to ensure coherence and fluency, as
demonstrated in Fig. 3. !

To increase the likelihood of generating more re-
alistic out-of-KB query cases, we instruct the LLM
to create contexts that violates its own knowledge.
However, there remains a possibility that the gener-
ated context may reference other events within the
KB. To minimize this impact, in actual data usage,
we treat our generated event query as a “negative”
training data point when paired with top KB entries
for the original sampled in-KB mention. Further
details are provided in §4.3.

4.3 Model

We apply our proposed techniques to the same
retrieve-and-rerank model architecture (Wu et al.,
2020) used in prior works (Yu et al., 2023a).

The retrieve stage involves a bi-encoder model.
A candidate encoder first encodes each entry in the
KB into a dense space. A text query ¢ with event
information tags is then fed into the other encoder

'This two step generation is generated through a single
prompt. We use GPT-3.5-Turbo (Ouyang et al., 2022) with
2-shot examples (Brown et al., 2020) to instruct the model.
More details about the prompt are listed in Appx. §C.
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(query encoder) and projected into the same dense
space. Top-k candidates will be extracted by mea-
suring the dot product similarities between ¢ and
every KB entry.

After obtaining top-k KB candidates
€1,€2, ..., Ve € {ei,ea,..ep}, a cross-
encoder is employed to encode every pair (g, ¢;) to
a score S(q, ¢;). The best candidate is selected by
ranking the scores ¢ = arg max,, S(q, ¢;).

To handle out-of-KB scenarios, prior work (Yu
et al., 2023a), lacking out-of-KB training exam-
ples, generates the final output cqyy by setting an
arbitrary threshold 0:

Cinal = 4
final = NIL,

Unlike this approach, our method introduces a
learned “NIL” class trained with our synthetic neg-
ative data. During the re-ranking phase, we expand
the candidate pool to include k& + 1 options, the
extra one being a randomly initialized embedding
that represents “NIL” :

if S(g,c) < 0
otherwise.

Cnal = arg max S(q, ¢;)

Ci

,where i € {0,1,...,k}, co = NIL.

Our cross-encoder is trained to predict “NIL”
when the input query ¢ is replaced with the syn-
thetic negative query we generated, illustrated as
the “Negative Query” in Fig. 2.

5 Experiments
5.1 Experimental Settings

Datasets from the prior event linking work (Yu

et al., 2023a) are used. The data is constructed by

Yu et al. (2023a). The event KB used is the collec-

tion of Wikipedia pages with English titles. The

datasets include the Wikipedia dataset, which con-
tains training and in-domain testing data, and the

New York Times (NYT) dataset, which contains

out-of-domain and out-of-KB testing data. We in-

troduce the details of the datasets below and list

their statistics in Tab. 1.

* The Wikipedia dataset contains the training,
validation, and test splits. The Wikipedia dataset
is collected automatically from hyperlinks in
Wikipedia. A hyperlink text is considered an
event mention if the linked Wikipedia title has
its mapped FIGER type (Ling and Weld, 2012),
a fine-grained set of entity tags, being “Event.”
By construction, the Wikipedia dataset contains
in-KB event mentions only.

Dataset Train  Valid. Test

In-KB Out-of-KB
Wikipedia 66217 16650 19213 -
NYT - - 769 993

Table 1: Statistics of the two datasets.

* The NYT dataset is a smaller, manually anno-
tated test set. 2,500 lead paragraphs are sampled
from The New York Times Annotated Corpus
and then annotated through Amazon Mechanical
Turk. The dataset comes from real-life news arti-
cles and contains out-of-KB event mentions that
is not covered by Wikipedia.

Evaluation Metrics. We follow Yu et al. (2023a)
to evaluate models using accuracy.

Compared Methods:

e BM25: a term-based ranking algorithm for infor-
mation retrieval.

* GENRE: a generation-based entity linking
model retrieves entities by generating their
unique names. We follow the analysis from (Yu
et al., 2023a), who train GENRE on the event-
linking training set and perform inference.

* BLINK (Wu et al., 2020): the retrieve-and-
rerank model architecture introduced for entity
linking. We adopt its code but train it on the event
linking training set. BLINK processes the entire
token sequence, enriched with special tokens to
mark the beginning and end of the event mention,
ie., x1, T2, ..., [Ms], eve, [Me], ..., 21, and apply
retrieve-and-rerank training and inference. Here,
[M,] and [M,] are the special markers.

e EveLINK (Yu et al.,, 2023a): the current
SOTA event linking model that also follows
retrieve-and-rerank framework. It adopts BLINK
but enhances the text query by adding local
name entity information. Specifically, EveLink
initially performs named entity recognition
on x, identifying named entities, nej,nes, ...
and their type ¢1,%2,.... It then combines
the token and entity sequences as input to
models, i.e., z1,22, ..., [Ms], Teve, [Me], ..., 21,
[SEP], [tls],nel, [tle], [tgs}, neg, [tge], ceuy
where [SEP] is the BERT separator, and [t15],
[t1¢], ... are the special tokens indicating the start
and end of named entity types, respectively.

* Our method also employs the retrieve-and-
rerank framework. Yet, our method differs from
BLINK in that we incorporate event argument
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Wikipedia Test NYT Test

Wikipedia (in-KB) Test Set Recall

Model Model

All  Verb Noun \ All  Verb Noun R@] R@2 R@3 R@5 R@I0 R@20
BM25 . 9.72 13.08 636 | 3.69 3.18 5.19 BM25 9.72 16.64 20.58 2548 31.77 38.10
GENRE " 76.04 71.76 80.32 - - - BLINK 54.85 68.14 7427 80.36 86.22 90.55
BLINK 7874 78.12 79.36 | 27.13 29.24 20.74 EveLink 55.72 67.22 74.74 80.62 86.51 90.91
EveLink  79.00 78.07 79.93 | 32.03 34.34 25.13 Ours 5728 70.14 76.10 8169 87.40 9134
Ours 80.05 79.47 80.62 \ 5540 59.90 41.99

Table 2: Accuracy (%) on both Wikipedia (in-domain,
in-KB) and NYT (out-of-domain, out-of-KB) test sets.
The best performance is highlighted in bold. TWe report
GENRE (Cao et al., 2021)’s numbers using the results
from Yu et al. (2023a).

information of x and apply negative data
generation to augment the training data for better
support on “out-of-KB” cases. Specifically,
our model’s input format can be represented as

L1, T2y -y [Tls]>$a7‘g1a [Tle]a ) [Ms]a Teve, [Me]a
cor [P2s]s Targ2, [T2¢], .., where x4-4 denotes the
event argument token, and [ris], [rie], ..., are

special tokens indicating the corresponding

argument roles.

All reported results in this section are the aver-
age of three random runs. Appx. §D covers all
implementation details of the compared methods.

5.2 Main Results

Tab. 2 presents our main results, categorized by
the type of event mention (All/Verb/Noun). In the
in-domain Wikipedia evaluation, our approach sur-
passes all baseline methods across all categories.
For the out-of-domain, out-of-KB evaluation using
the NYT dataset, our method demonstrates its ro-
bustness with an over 20% absolute improvement.

5.3 Analysis

In this section, we present studies to verify our two
innovations. The exploration of the possibilities
of using LLMs in event-linking modeling can be
found in Appx. §A.

5.3.1 Bi-Encoder Results

Bi-encoder results are shown in Tab. 3. Directly
analyzing the bi-encoder performance allows us
to assess the impact of integrating event argument
data into the text. Our approach surpasses all base-
line methods, showing greater enhancements in the
harder cases as the number of candidates decreases.

5.3.2 Effectiveness of Negative Data
Generation

We benchmark our approach against two alterna-
tive methods for generating negative data to train

Table 3: Bi-encoder recall (%) on the Wikipedia test set.
“R@1” stands for recall at 1, and so on. See Appx. §E
for more recall values.

Model | Wiki. NYT
BLINK (no negative data usage) 78.74 27.13
w/ Non-argument-aware method 79.09 54.08
w/ KB Pruning 76.72 55.85

w/ Argument-aware method (Ours) | 79.22 55.18

Table 4: Analysis of alternative negative data generation
methods. The best and the second-best are bolded and
underlined, respectively. Our method shows the best
balance between in-KB and out-of-KB cases.

the cross-encoder: (1) Non-argument-aware Data
Generation, which also employs GPT-3.5-Turbo
but does not incorporate event information into the
prompts, as detailed in Appx. §C; (2) KB Prun-
ing, a strategy introduced by Dong et al. (2023) in
the entity linking field. This method creates nega-
tive samples by randomly eliminating 10% of KB
entries and marking the associated training data
as negative examples external to the KB. Tab. 4
shows the comparison. While KB Pruning ensures
high-quality negative examples outside the KB, it
negatively affects performance on in-KB tests. In
contrast, our method, designed to emphasize event
information, effectively balances the use of in-KB
and out-of-KB cases.

6 Conclusion

In this work, we introduce an argument-aware
method designed to improve event linking mod-
els. This approach aids in disambiguating events
and generating out-of-KB training examples. Ex-
perimental results demonstrate that our method en-
hances the accuracy for both in-KB and out-of-KB
queries. Our findings reveal that the system, trained
on flattened data, struggles to process structured
textual information effectively. Therefore, imple-
menting our guidance about event arguments can
improve its understanding of structured events.
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Limitation

Although our incorporation of event argument in-
formation is shown to be highly effective, it does in-
troduce additional pipelines to extract and tag event
information, bringing extra cost to model training
and inference. Additionally, since we demonstrated
that tagging event information in the query helps
improve performance, it would be interesting to
explore the possibility of also leveraging structured
event information in the KB entries as well. We
leave this investigation for future work.

Broader Consideration

We employ LLMs to generate training data for our
model. Consequently, the model may inherit biases
from the LLLM, potentially leading to ethical con-
cerns. Despite the low likelihood and our use of
the data for negative examples, we recommend a
thorough evaluation of these potential issues prior
to deploying the model in real-world applications.
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A Experiments with Large Language
Models as Ranking Model

To the best of our knowledge, current event link-
ing systems lack the integration of Large Language
Models (LLMs). Inspired by recent information re-
trieval techniques leveraging LLMs (Pradeep et al.,
2023), we explore their effectiveness by incorpo-
rating an instructed LLM for candidate re-ranking
within the existing event linking pipeline, replacing
the traditional cross-encoder.

We establish a baseline using GPT-3.5-Turbo
and compare our proposed method with this LLM
baseline 2. To ensure a fair comparison, we utilize
the same bi-encoder system and sample a subset of
1,000 test examples.

The results presented in Table 5 demonstrate that
the method solely employing LLM for re-ranking
significantly underperforms our approach. This
finding highlights the key advantage of our method,
which leverages LLMs for generating negative data,
leading to superior performance.

Model Wikipedia Test NYT Test

All Verb Noun | All  Verb Noun
LLM-reranked 44.64 45.61 43.53 2856 29.51 25.70
Ours 79.88 77.76 82.33 | 57.01 61.28 44.18

Table 5: Comparison with the LLM-reranked baseline.
Due to the budget constraints, the experiment is con-
ducted on a subset of the whole dataset.

B Event Extraction Details

Our system employs a two-step approach for com-
prehensive event extraction from text. First, we per-
form event typing to categorize the event described
in the input text. We leverage UniST (Huang
et al., 2022) to achieve this, trained on the MAVEN
dataset, which offers broad coverage with 168 event
types. This ensures our system can handle a wide
range of potential input events.

Next, upon identifying the event type, we pro-
ceed with event argument extraction. We utilize
TagPrime (Hsu et al., 2023a), the state-of-the-art
model in this domain. To maintain consistency
with MAVEN’s ontology, we employ the GENEVA
dataset, which aligns closely with MAVEN while
encompassing 115 event types due to minor modi-
fications. Consequently, our system offers compre-
hensive support for 115 event types, encompassing

YImplementation details can be found in Appx. §D.

220 distinct argument roles, effectively covering
diverse event types within queries on our experi-
mental dataset.

While alternative event extraction models exist,
such as DEGREE (Hsu et al., 2022), UnilE (Lu
et al., 2022), AMPERE (Hsu et al., 2023b), and
PAIE (Ma et al., 2022), each trained on various
datasets, our approach stands out as the most com-
prehensive event extraction pipeline to date. It
captures the vast majority of event types, providing
a robust solution for diverse user needs. For a more
in-depth exploration of alternative methodologies,
we recommend referring to the works of Peng et al.
(2023); Huang et al. (2023).

C Data Generation Details

Our negative data generation begins by sampling
from our tagged training and validation sets. To
ensure the quality of the generated data, we filter
out examples where the labeled event mentions are
proper nouns or numeric values. Additionally, to
better leverage our observations, we exclude exam-
ples with fewer than two tagged event arguments.

Following this filtering step, we employ a two-
stage process to generate negative data, as detailed
in the prompt provided in Fig. 4.

Due to the high cost of GPT-3.5-Turbo, we only
generated a final set of 6,600 examples from the
training set and 1,600 examples from the validation
set to train and develop our method.

We employed the same data generation method
for the non-argument-aware baseline, but without
tagging event arguments. The prompt was adjusted
to reflect the absence of this information (see Fig. 5
for the specific prompt used). Notably, the text con-
tent of the few-shot examples remained identical in
both cases; the only distinction lies in the presence
of event argument tags.

D Implementation Details

Model Training and Inference Pipeline Our
system follows a two-stage training approach. First,
we train a bi-encoder to encode queries and candi-
date event mentions. We then use the queries and
their top 10 candidates to train the cross-encoder.
During inference, we also first retrieve the top 10
candidates using the trained bi-encoder. Then, we
re-rank the retrieved candidates using the trained
cross-encoder and select the top 1 candidate to
compare with the ground truth. To ensure a fair
comparison, all baselines and our methods follow
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You are a storyteller, and you can assist me in crafting a narrative based on a
given passage. I’1ll give you a passage marking an event and its key details using
specific tags. The event is marked with "<mention> </mention>", while the related
details and the corresponding roles are identified with tags like "<role> </role>",
such as <Victim> Mark </Victim>, indicating that Mark is the event’s "Victim". You
are to rewrite the passage with similar length and structure but containing false
information by changing the key details. Remember that I want a passage that is
factually incorrect.

To complete the task, follow these two steps:

Step 1: Edit the tagged key details of the event, ensuring that any changes remain
consistent with the original role type.

Step 2: Ensure the final generated passage’s coherence and creativity by adjusting
Step 1’s outcome for fluency and consistency. This may include modifying unaltered
parts to enhance logic and flow.

Before each step, state your plans a little bit. Additionally, don’t truncate the
original passage or alter any escaped characters. Also, don’t remove any argument
role tags in the form of "<role> </role>" or event mention tags in the form of "<
mention> </mention>". Present your results as: ’'Plan 1: {{outline your changes for
Step 1}}\nFollowing Plan 1, we can generate this passage after Step 1: {{passage
after Step 1}}\nPlan 2: {{outline your changes for Step 2}}\nFollowing Plan 2, we
can generate this passage after Step 2: {{passage after Step 2}}

You can refer to the first two examples we provided and complete the third one on
your own.

Example 1:
{Example 1}

Example 2:
{Example 2}

Example 3:
Passage: {}

Additional information we have for the Passage: This "{event mention text span}"
event is of the type "{event type}".

Figure 4: Prompt for our argument-aware data generation.
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You are a storyteller, and you can assist me in crafting a narrative based on a
given passage. I’1ll give you a passage containing a reference to an event. An event
is an occurrence of something that happens in a certain time/place involving some
participants. In the given passage, The textual expression that refers to the event
is called the "mention" of the event. The event mention is marked with surrounding
"<mention> </mention>" tags. You are to rewrite the passage with similar length and
structure but containing factually incorrect information. Remember that I want a
passage that is factually incorrect.

Do not truncate the original passage or alter any escaped characters. Also, do not
remove the event mention tags in the form of "<mention> </mention>" from the passage

Present your output as: ’'New passage: {{new passage}}’

You can refer to the first two examples we provided and complete the third one on
your own.

Example 1:
{Example 1}

Example 2:
{Example 2}

Example 3:
Passage:

New passage:

Figure 5: Prompt for non-argument-aware data generation baseline.

I would like you to help me with a document re-ranking task. I will give you a short
passage containing an event. I will also give you a list of 10 documents, each with
a title and a short description. You task is to rank the given 10 documents in

decreasing order of relevance to the event that the short passage mentions. Do not

remove any documents. Do not include any documents that are not provided. In your
answer, only provide the document titles in the original format.

Input format:

Document 1: <title of document 1>
<short description of document 1>
Document 2: <title of document 2>
<short description of document 2>

Document 10: <title of document 10>
<short description of document 10>
Short passage containing an event: <short passage containing an event>

Answer format:
Document dl: <title of document dl (most relevant document)>
Document d2: <title of document d2 (second most relevant document)>

Document d1l0: <title of document dl0 (least relevant document)>

Now, here is the actual input.
{actual input}

Figure 6: Prompt for the LLM baseline on the Wikipedia dataset (in-KB).
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I would like you to help me with a document re-ranking task.
I will also give you a list of 10 documents,
You task is to rank the given 10 documents in
decreasing order of relevance to the event that the short passage mentions.

passage containing an event.
a title and a short description.

I will give you a short
each with

However,

it is possible that none of the 10 given documents describes the event in the

passage.
10 given documents,
remove any documents.
answer,

Input format:

Document 1: <title of document 1>
<short description of document 1>
Document 2: <title of document 2>
<short description of document 2>

Document 10: <title of document 10>
<short description of document 10>
Short passage containing an event:

Answer format
Document dl:
Document d2:

<title of document dl
<title of document d2

If you think that the event in the passage is not described by any of the

only provide the document titles in the original format.

Document dl0: <title of document dl0 (least relevant document)>

Answer format
output this sentence below) :

The passage should be labeled as NIL.
Now, here is the actual input.
{actual input}

you should label the passage with a special "NIL" label. Do not
Do not include any documents that are not provided. In your
<short passage containing an event>
(If 1 or more documents describe the event in the passage) :
(most relevant document) >
(second most relevant document) >
(If none of the documents describes the event in the passage, Jjust

Figure 7: Prompt for the LLM baseline on the NYT dataset (out-of-KB).

this recipe.

Training is conducted on Nvidia A100 40G
GPUs. The bi-encoder typically requires approx-
imately 6 hours to train, while the cross-encoder
takes around 30 hours.

Model Architectures Both the bi-encoder and
cross-encoder leverage the pre-trained BERT-base-
uncased model. For the bi-encoder, we set a max-
imum query and candidate length of 300 tokens.
The training utilizes a learning rate of le — 5, a
batch size of 48, and runs for 15 epochs to opti-
mize GPU memory usage.

The cross-encoder also employs BERT-base-
uncased, with a maximum query and candidate
length of 256 tokens. Here, the training process
utilizes a learning rate of 2e — 5, a batch size of 6,
and runs for 20 epochs.

Baseline Configurations For the threshold 6
used for baseline NIL prediction (see §4.3), we
follow the description in (Yu et al., 2023a)’s paper
and set it as 0.5 after normalization.

For the BM25 baseline, we use a query (context)
window size of 16, which follows the practice from
Pratapa et al. (2022).

For the analysis of negative data generation
methods, details on data generation are covered
Appx. §C. Additionally, the KB pruning baseline
is implemented by randomly pruning 10% of the
unique labels present in the training set. We then
label the corresponding samples (5984 samples) as
out-of-KB.

For the LLM baseline, on the Wikipedia test set,
the model is asked to re-rank the top-k documents
given the query. On the NYT test set, the model
is given an additional option to simply label the
query as “NIL” if none of the documents describes
the event in the query. The two prompts for the
Wikipedia and NYT test sets are shown in Fig. 6
and Fig. 7, respectively.

E Full Bi-encoder Evaluation Results

We present the full bi-encoder evaluation results,
which include more recall values, in Tab. 6.
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Wikipedia (in-KB) Test Set Recall
R@] R@2 R@3 R@4 R@5 R@8 R@I0 R@I5 R@20

BM25 972 16.64 20.58 23.16 2548 29.78 31.77 3558  38.10
BLINK (Wu et al., 2020) 54.85 68.14 7427 7795 8036 8449 8622 89.00 90.55
EveLink (Yuetal,, 2023a) 55.72 67.22 74.74 7827 80.62 84.83 86.51 89.21 9091

Ours 5728 70.14 76.10 79.49 81.69 85.82 8740 89.80 91.34

Model

Table 6: Different recall values on the in-domain, in-KB evaluation for the bi-encoder on the Wikipedia test set. The
best performance is highlighted in bold. “R@1” stands for recall at 1, and so on.
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