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Abstract

Large language models have achieved remark-
able success, but their extensive parameter size
necessitates substantial memory for training,
thereby setting a high threshold. While the
recently proposed low-memory optimization
(LOMO) reduces memory footprint, its opti-
mization technique, akin to stochastic gradient
descent, is sensitive to hyper-parameters and ex-
hibits suboptimal convergence, failing to match
the performance of the prevailing optimizer
for large language models, AdamW. Through
analysis of the Adam optimizer, we found that,
compared to momentum, the adaptive learn-
ing rate is more critical for bridging the gap.
Building on this insight, we introduce the low-
memory optimization with adaptive learning
rate (AdaLomo), which offers an adaptive learn-
ing rate for each parameter and exhibits su-
perior convergence performance compared to
LOMO theoretically. To maintain memory effi-
ciency, we employ non-negative matrix factor-
ization for the second-order moment estimation.
Additionally, we suggest the use of a grouped
update normalization to stabilize convergence.
Our experiments on instruction-tuning, fur-
ther pre-training and from-scratch pre-training
demonstrate that AdaLomo achieves results
on par with AdamW, while significantly re-
ducing memory requirements, thereby low-
ering the hardware barrier to training large
language models. The code is accessible at
https://github.com/OpenLMLab/LOMO.

1 Introduction

Large language models (Scao et al., 2022; Zhang
et al., 2022; Touvron et al., 2023a,b) have garnered
increasing attention due to their exceptional capa-
bilities across a diverse range of tasks. Either super-
vised fine-tuning or further pre-training can lead to
enhanced performance. As the number of parame-
ters grows, the substantial GPU memory required
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for training sets a high hardware threshold. Re-
cently, Lv et al. (2023) has proposed low-memory
optimization (LOMO) to train large language mod-
els in a memory-saving approach by simultane-
ously backpropagating gradients and updating pa-
rameters during the backward pass, enabling the
fine-tuning of all parameters of a 7B model on a
consumer-grade RTX 3090.

While LOMO’s performance on the Super-
GLUE (Wang et al., 2019) benchmark is compara-
ble to popular parameter-efficient fine-tuning meth-
ods (Ding et al., 2023; Hu et al., 2022), it falls
short on a broader range of tasks against adaptive
optimization methods like Adam (Kingma and Ba,
2015), exhibiting a convergence gap. We attribute
this to its reliance on the naive stochastic gradient
descent optimization approach. We analyze the dif-
ferences in optimization methods between Adam
and LOMO. Compared to LOMO, Adam incorpo-
rates both the first and second moment estimation
in its optimizer state, which are the moving aver-
ages of the gradient and the squared gradient, re-
spectively. Based on our theoretical and empirical
analysis, we identify that the second moment esti-
mation is the pivotal factor influencing the conver-
gence of training large language models between
LOMO and Adam.

The second-order moment estimation in Adam
serves to offer an adaptive learning rate for each
parameter. Expanding on this concept, we intro-
duce the low-memory optimization with adaptive
learning rate (AdaLomo), which similarly provides
an adaptive learning rate for each parameter, thus
exhibiting superior convergence performance com-
pared to LOMO theoretically. To retain mem-
ory efficiency, inspired by Adafactor (Shazeer and
Stern, 2018), we employ non-negative matrix fac-
torization (Yu et al., 2018) for the second-order
moment estimation in the optimizer state. We ad-
vocate for the use of a grouped update normal-
ization to stabilize convergence instead of global
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Method Trainable Params Memory (GB)
(Billion) Param Gradient Optimizer State Total

LoRA N 2M O(N) O(N) ∼ 2M
AdamW M 2M 2M 12M 16M
AdaLomo M 2M O(N) O(N) ∼ 2M

Table 1: Trainable parameter number and memory usage under mixed-precision training. N ≪M and O(M+N) =
O(M), where M is the number of model parameters. AdaLomo’s memory consumption is comparable to LoRA,
and its trainable parameter number is equivalent to AdamW.

update normalization, which nearly doubles the
training speed of AdaLomo while maintaining its
performance. Moreover, under identical conditions,
AdaLomo’s memory utilization accounts for only
approximately 40% of that consumed by Adafactor.
The number of trainable parameters and the GPU
memory consumption for model state under mixed-
precision training among AdaLomo, the popular
LoRA (Hu et al., 2022) method, and the AdamW
optimizer (Loshchilov and Hutter, 2019) are com-
pared in Table 1.

Our contributions are as follows:

1. We examined the distinctions between the
LOMO and Adam optimization techniques.
Analysis in Section 2.2 revealed that the
primary difference in performance between
LOMO and Adam, especially when training
large language models, stems from Adam’s
incorporation of second-moment estimation.

2. We introduce AdaLomo, which provides an
adaptive learning rate for each parameter
while maintaining memory efficiency, democ-
ratizing the training of large language models.
In AdaLomo, we also employ grouped update
normalization to stabilize the training process.

3. We evaluate the performance of large lan-
guage models post instruction-tuning with
AdaLomo across five benchmarks spanning
diverse tasks. The results are comparable
to both AdamW and LoRA. Furthermore,
when AdaLomo is used for pre-training from
scratch and further pre-training on Chinese
and Python code, its performance is on par
with that of AdamW.

4. We profile the memory consumption and
throughput of AdaLomo. Its reduced memory
usage and reasonable computational overhead
make it a viable option for training large lan-
guage models.

2 Preliminaries

In the subsequent sections of this paper, we use
θt to denote the parameters of the model at the
tth step of the training process. θt,i represents the
parameter at the ith gradient computation during
the backpropagation process of θt. We use gt to
represent the gradient of θt, and gt,i to denote the
gradient of θt,i. The first and second moment esti-
mation at the tth training step, which are the mov-
ing averages of the gradient and the square of the
gradient respectively, are represented by mt and
vt. The symbol α represents the learning rate.

2.1 Fused Backward
In the training process, the memory is primarily
consumed by the optimizer states, parameters, and
gradients. The fused backward proposed in LOMO
refers to the process that simultaneously calculates
gradients and updates parameters during backprop-
agation. This can effectively reduce the memory
consumption of gradients.

For a given parameter θt,i, its gradient gt,i re-
sides in the GPU memory until the gradient gt,i+1

corresponding to the subsequent parameter θt,i+1

is computed. Subsequently, LOMO utilizes a stan-
dard gradient descent approach for parameter up-
dates, as depicted by the following equation:

θt,i = θt−1,i − α× gt,i. (1)

For transformer-based language models, gt,i is un-
necessary in subsequent backpropagation steps and
can be eliminated from memory. Consequently,
at any given moment, the memory retains the gra-
dients of only two consecutive parameters. The
memory usage for gradients remains constant re-
gardless of the language model’s scale, yielding
an O(1) memory footprint. In the case of large
language models, such as LLaMA-65B (Touvron
et al., 2023a) with its 82 layers and 723 weight
matrices, the memory consumption for gradients
becomes negligible compared to that for parame-
ters or optimizer states.
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Figure 1: Empirical analysis on different optimization
methods. Both Adam and SGD with variance exhibit a
stepwise decline in loss as the training epochs increase,
ultimately achieving a lower loss than both SGD and
SGD with momentum.

Gradient Normalization Gradient normaliza-
tion is instrumental in mitigating gradient vanish-
ing and explosion. Nevertheless, its integration
into LOMO presents challenges. Specifically, gra-
dient normalization necessitates the computation
of a scaling factor derived from the gradients of all
parameters. This factor subsequently informs pa-
rameter updates. In the context of LOMO, however,
the gradients for all parameters have not yet been
computed. To incorporate gradient normalization
within LOMO, two backward passes are essential:
the first backward pass to get the the overall gra-
dient scaling factor and the second updating the
parameters using the derived scaling factor.

This process almost doubles the training time
for LOMO. In AdaLomo, we employ grouped up-
date normalization, which requires only a single
backward pass to complete.

2.2 Analysis on the Two Moments in Adam

LOMO exhibits efficient memory usage, essen-
tially pushing the optimization of large language
models with gradients to the extreme. However,
the naive gradient descent method shown in Equa-
tion 1 faces challenges such as the propensity to
get trapped in saddle points and sensitivity to the
learning rate (Dauphin et al., 2014; Darken et al.,
1992). Building upon SGD, a series of advanced
optimization methods have been proposed that have
been proven both theoretically and practically to ad-
dress these challenges (Ruder, 2016). These meth-
ods typically introduce additional optimizer states,
such as momentum (Qian, 1999), Nesterov acceler-
ated gradient (Nesterov, 1983), and moving aver-
ages of squared past gradients (Duchi et al., 2011;

Zeiler, 2012; Kingma and Ba, 2015), leading to ex-
tra memory consumption. Among these, the Adam
series of optimizers are most widely used in train-
ing large language models, simultaneously incorpo-
rating first-moment (mt) and second-moment (vt)
estimation for parameter updates, as demonstrated
in the following equation,





mt = β1mt−1 + (1− β1)gt,

vt = β2vt−1 + (1− β2)g
2
t ,

m̂t =
mt

1− βt
1

,

v̂t =
vt

1− βt
2

,

θt = θt−1 − α
m̂t√
v̂t + ϵ

,

(2)

where ϵ is a small quantity introduced to pre-
vent division by zero in calculations. The hyper-
parameters β1, β2 ∈ [0, 1) dictate the exponential
decay rates of the respective moving averages.

Theoretical Analysis Qi et al. (2023) found that
the SGD optimizer is highly sensitive to the net-
work’s Lipschitz constant. A significant variance in
the Lipschitz constant across different layers results
in substantial gradient disparities, leading to incon-
sistent step sizes in parameter updates with SGD.
In contrast, the Adam optimizer employs an adap-
tive learning rate approach, normalizing update
values and demonstrating robustness to variations
in the Lipschitz constant. Kim et al. (2021) demon-
strated that self-attention structures lack a bounded
Lipschitz constant, suggesting that the gradient
disparities across different layers in transformer
architectures could be significant. Therefore, in-
corporating an adaptive learning rate into LOMO
could enhance optimization for the widely used
Transformer architecture (Vaswani et al., 2017).

Empirical Analysis We empirically investigated
the differences in convergence behaviors between
Adam and SGD under the fine-tuning of large lan-
guage models. To ablatively analyze the roles of
the first and second moments of the gradients in
Adam, we conducted experiments retaining only
the first-order moment estimate or the second-order
moment estimation in Adam, respectively. The
update rule retaining only the first-order moment
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estimation (or momentum) is:





mt = β1mt−1 + (1− β1)gt,

m̂t =
mt

1− βt
1

,

θt = θt−1 − α× m̂t.

(3)

Meanwhile, the update rule retaining only the
second-order moment estimation (or variance) is:





vt = β2vt−1 + (1− β2)g
2
t ,

v̂t =
vt

1− βt
2

,

θt = θt−1 − α
gt√
v̂t + ϵ

.

(4)

The results of the convergence analysis are
shown in Figure 1. In the instruction-tuning sce-
nario, we trained LLaMA-7B (Touvron et al.,
2023a) with the Alpaca dataset (Taori et al., 2023;
Wang et al., 2023) for three epochs. The loss curve
of Adam during these three epochs exhibits a step-
like decline, achieving a significantly smaller em-
pirical loss compared to SGD.

Through our analysis on Adam above, we found
that its second-order moment estimation has a sig-
nificantly greater impact on its convergence than
the first-order moment estimation. The second-
order moment estimation is particularly effective
for handling sparse data, allowing parameters that
are infrequently updated to receive larger update
steps.

Furthermore, the second-order moment in the
optimizer’s state has been proven to be decompos-
able or compressible to reduce memory usage. For
example, Adafactor (Shazeer and Stern, 2018) de-
composes the second moment vt,i ∈ Rm×n by
minimizing the I-divergence into rt,i ∈ Rm×1 and
ct,i ∈ R1×n such that

vt,i = rt,ict,i/(1
T
mrt,i). (5)

The update formulas for rt,i and ct,i in Adafactor
are as follows:

rt,i = β1rt−1,i + (1− β1)g
2
t,i 1n, (6)

ct,i = β2ct−1,i + (1− β2)1
T
mg2t,i, (7)

where 1n and 1Tm are all-ones vectors of dimen-
sions n× 1 and 1×m, respectively.

3 Method

In this section, we introduce our proposed memory-
efficient optimization algorithm, Adalomo. This
algorithm has demonstrated performance compa-
rable to the current de facto optimization method
for large language models, AdamW, requiring less
memory consumption.

3.1 AdaLomo

Algorithm 1 AdaLomo

Require: model f(·) with parameter θ , learning
rate α, max step T , training dataset D, loss
function L, decay coefficient β, regularization
constant ϵ

1: for t = 1 to T do
2: sample batch B = (x,y) ⊂ D
3: ŷ ← f(x,θ) ▷ forward pass
4: ℓ← L(y, ŷ)
5: for each parameter θi in the order of back-

propagation do
6: gt,i = ∇θt−1,i

ℓ ▷ gt,i−1 needed for
computing gt,i

7: rt,i = βrt−1,i + (1− β)g2t,i1n
8: ct,i = βct−1,i + (1− β)1Tmg2t,i
9: vt,i = rt,ict,i/(1

T
mrt,i)

10: ut,i = gt,i/vt,i
11: ût,i = ut,i/max(1, RMS(ut,i)) ×

max(ϵ, RMS(θt−1,i))
12: θt,i = θt−1,i − αtût,i
13: gt,i−1 ← None ▷ clear gt,i−1

14: end for
15: end for

Based on the analysis in Section 2.2, to achieve
improved optimization while maintaining low
memory consumption, we decided to incorporate
a second-order moment estimation and discard the
first-order moment. In our pursuit of further mem-
ory efficiency, we applied non-negative matrix fac-
torization to the second-order moment, inspired
by Adafactor. Specifically, for each parameter θi
within the model parameters θ, we introduce two
optimizer states, ri and ci. For parameters of size
m×n, we store only ri and ci instead of storing vi.
The size of the optimizer states is m+ n, which is
negligible compared to the size of the parameters.

Contrary to Adafactor, we update the optimizer
state, update the parameters and discard the gradi-
ents during the gradient backpropagation process,
which reduces our memory footprint to just 40%
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Model Method MMLU BBH GSM8K HumanEval AlpacaFarm Avg.

LLaMA-7B

N/A 31.5 32.3 10.9 11.6 4.2 18.1
LoRA 33.5 34.8 12.3 11.0 41.1 26.5
AdamW 39.3 34.4 9.6 11.6 50.6 29.1
LOMO 30.7 34.0 12.0 12.8 30.6 24.0
AdaLomo 39.5 36.0 14.4 11.0 53.3 30.8

LLaMA-13B

N/A 45.2 38.5 19.5 14.0 5.3 24.5
LoRA 48.3 40.3 20.2 19.5 49.1 35.5
AdamW 49.4 40.2 21.8 18.9 61.0 38.2
LOMO 44.2 38.9 21.3 16.5 38.4 31.8
AdaLomo 50.0 41.5 25.3 18.9 62.9 39.7

LLaMA-30B

N/A 57.7 51.8 40.3 20.1 7.1 35.4
LoRA 59.3 52.3 42.8 26.2 63.3 48.8
AdamW 57.3 49.5 36.6 21.3 65.5 46.1
LOMO 56.3 51.5 44.4 18.9 57.8 45.8
AdaLomo 59.4 52.1 48.5 25.6 69.6 51.0

LLaMA-65B

N/A 62.4 58.7 53.9 20.7 4.7 40.1
LoRA 62.7 58.7 60.5 32.9 69.6 56.9
AdamW 63.0 57.9 55.3 28.1 73.1 55.5
LOMO 62.1 56.9 57.6 28.1 65.2 54.0
AdaLomo 62.7 59.0 59.7 29.9 73.4 56.9

Table 2: Performance of the LLaMA series models on various benchmarks after instruction-tuning with different
optimization techniques. Bolded numbers indicate the best results for models of the same size on a given benchmark.
“N/A" denotes that no instruction-tuning is performed.

of that required by Adafactor. During parameter
updates, we compute vi = rici using ri and ci to
provide adaptive learning rate for the parameters,
which ensures that the optimization of AdaLomo
is theoretically superior to that of LOMO based on
the preceding analysis. Additionally, we employ
grouped update normalization, which nearly dou-
bles training speed compared to the naive gradient
norm used in LOMO. The details of the algorithm
are presented in Algorithm 1.

3.2 Grouped Update Normalization

We utilize grouped update normalization in the
AdaLomo update process, which entails adaptive
modifications for the update of each parameter and
helps maintain model stability especially during
large-scale training. Grouped update normalization
ensures that each parameter’s update is meaning-
ful and not overshadowed by large gradient values
from other parameters, facilitating faster conver-
gence and sustained stability. In contrast, global
update normalization, where all parameters share a
single scaling factor, might lead to some parameters
updating too rapidly or too slowly, thereby affect-
ing both convergence speed and stability. This is
especially evident in large language models where
different layers and parameters can exhibit consid-

erable variations in gradient magnitudes, rendering
global scaling potentially less effective.

As shown in line 11 of Algorithm 1, for the up-
date matrix ui for parameter θi, before applying it
to the weight matrix, we divide it by the parameter-
wise root-mean-square (RMS) of ui 1. Addition-
ally, we utilize the parameter-wise RMS of θi to
ensure the update step size is proportional to the
magnitude of the parameter.

Furthermore, it’s worth noting that grouped
update normalization integrates seamlessly with
AdaLomo’s fused backward process. While global
update normalization requires two backward passes
as gradient normalization mentioned in Section 2.1,
grouped update normalization allows us to normal-
ize the update matrices within a single fused back-
ward pass.

4 Experiments

In this section, we evaluate the efficacy of
AdaLomo in instruction-tuning, further pre-
training and from-scratch pre-training. Addition-
ally, we assess memory usage and throughput. Ex-

1The root-mean-square (RMS) of u is given by

RMS(u) =

√∑n
i=1 u2

i
n

, where n is the number of elements
in u.
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(a) Training loss curve for LLaMA-7B.
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(b) Training loss curve for LLaMA-13B.
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(c) Perplexity of the validation set.
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(d) Next-token accuracy of the validation set.

Figure 2: Results of further pre-training in the Chinese domain.

periments are performed using the LLaMA series
of models, which have parameter sizes ranging
from 7 billion to 65 billion.

4.1 Instruction Tuning

We utilized GPT-4-Alpaca (Peng et al., 2023) as
the training data to fine-tune LLaMA, incorporat-
ing 52k instruction-following demonstrations gen-
erated by GPT-4 using the Alpaca method. Be-
sides the unaltered vanilla model and LOMO, we
compared LoRA and AdamW, two prevalent meth-
ods for instruction-tuning large language models,
which act as strong baselines.

We evaluated the trained models across diverse
tasks: knowledge-based tasks (MMLU (Hendrycks
et al., 2021)), general reasoning tasks
(BBH (Suzgun et al., 2023)), mathematical
tasks (GSM8K (Cobbe et al., 2021)), coding
tasks (HumanEval (Chen et al., 2021)), and
instruction-following tasks (AlpacaFarm (Dubois
et al., 2023)). For MMLU, BBH, and GSM8K,
the answers are obtained by generating, and are
assessed using accuracy. The HumanEval task is
evaluated using pass@1. The AlpacaFarm task is
assessed by comparing the win rate of responses
against those from GPT-3.5 (Brown et al., 2020),
as scored by GPT-4 (OpenAI, 2023). Training and

evaluation are conducted using templates provided
in the Alpaca repository.

The results are presented in Table 2. Com-
pared to the vanilla model, models trained using
these methods generally exhibit improved perfor-
mance, especially in instruction-following capabil-
ities. LOMO’s performance on general reasoning
(BBH), mathematics (GSM8K), and coding (Hu-
manEval) tasks was comparable to that of LoRA
and AdamW across all model sizes. However, its
performance on knowledge-based tasks (MMLU)
and instruction-following tasks (AlpacaFarm) is
relatively inferior. The performance gap between
LOMO and both LoRA and AdamW on these two
tasks decreases as the model size increases. By
incorporating the second-order moment estimation,
AdaLomo addresses LOMO’s limitations, achiev-
ing comparable results with AdamW across various
benchmarks for all model sizes.

4.2 Further Pre-training

Further pre-training refers to the additional large-
scale unsupervised learning applied to a pre-trained
model. We conduct further pre-training on the
LLaMA model with parameter sizes of 7B and 13B
in two domains: Chinese and Python code. The
LLaMA model had limited exposure to data from
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(a) Training loss curve for LLaMA-7B.
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(b) Training loss curve for LLaMA-13B.
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(c) Perplexity of the validation set.
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(d) Next-token accuracy of the validation set.

Figure 3: Results of further pre-training in the Python code domain.

these two domains during its initial pre-training
phase. Baidu-baike is a Chinese online encyclo-
pedia. We scraped 2 million entries from Baidu-
baike for further pre-training in the Chinese do-
main. Additionally, we extracted 2.2 million en-
tries from the Python subset of the StarCoder (Li
et al., 2023) training dataset for further pre-training
in the Python code domain. Beyond this, we set
aside 2,000 entries as a validation set.

We choose AdamW as the baseline for com-
parison. The training hyper-parameters and data
samples are detailed in Appendix D. We plot the
loss curve during the model’s training process and
tested the perplexity and accuracy of the next-token
prediction every 100 steps on the validation set.

As shown in Figure 2a and 2b, during the fur-
ther pre-training in Chinese, the loss curves of
AdaLomo and AdamW overlap significantly, with
AdaLomo’s curve slightly below that of AdamW.
The fluctuation range of their losses is at a similar
level. Figure 2c and 2d also indicate that AdaLomo
ultimately achieved a slightly lower perplexity and
accuracy on the validation set than AdamW. Both
methods effectively reduced LLaMA’s perplexity
in Chinese.

Figure 3 presents the results of further pre-
training in the Python code domain. The overall

findings are similar to those in the Chinese do-
main, with some differences. The enhancement
of LLaMA’s capabilities in the Python code do-
main through further pre-training is relatively less
pronounced. This is because, in terms of perplex-
ity, the original LLaMA performs better on Python
code than on Chinese. Although AdaLomo exhib-
ited some fluctuations during the initial warmup
phase (with a perplexity difference of less than
0.02), it converged to a more optimal point at a
faster rate thereafter. The LLaMA-13B model ex-
hibited less fluctuation than the LLaMA-7B model.
We attribute these fluctuations to AdaLomo’s re-
liance on g2

t over vt−1 during the early stages of
training, and the fact that AdaLomo does not utilize
momentum.

Grouped update normalization effectively substi-
tutes the role of gradient normalization. It enables
stable training even without the use of gradient nor-
malization, which is essential to prevent gradient
explosion but with a decrease in throughput for
LOMO. A detailed comparison regarding gradient
normalization are shown in Appendix B.

4.3 Pre-training from Scratch

We conducted a from-scratch pre-training on the
C4 corpus (Raffel et al., 2020) using a model with
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(a) Training loss curve.
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(b) Validation perplexity.
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(c) Validation next-token accuracy.

Figure 4: Results of pre-training LLaMA-1.1B from scratch on C4 corpus.

1.1 billion parameters based on the LLaMA archi-
tecture2. The batch size was set to 1024, with a
maximum data length of 2048 tokens, and warmup
steps of 300 using a cosine scheduler. We report
the training loss for the first 8000 steps, along with
the perplexity and accuracy on the validation set,
as shown in Figure 4.

Our results indicate that AdamW, Adafactor,
and AdaLomo exhibit comparable convergence per-
formance, significantly outperforming SGD. This
highlights the effectiveness of AdaLomo in the pre-
training context.

4.4 Memory and Throughput Profile
We evaluate the max allocated memory and
throughput of AdamW, Adafactor, LoRA, LOMO,
and AdaLomo, with the results in Figure 5. We
employ ZeRO-3 (Rajbhandari et al., 2020) for dis-
tributed training. Throughput is measured in terms
of tokens processed per GPU per second (TGS).
Detailed numerical results and more specific exper-
imental settings can be found in Appendix F.

Among the evaluated methods, AdamW exhibits
the highest memory consumption. Adafactor re-
duces memory usage compared to AdamW by de-
composing the second-order moment, resulting in
memory savings proportional to the model’s pa-
rameter size. AdaLomo, in comparison to LOMO,
introduce an adaptive learning rate for each pa-
rameter. Nevertheless, its memory consumption
remains close to that of LOMO and is compara-
ble to LoRA, which trains with very few parame-
ters. Due to fewer trainable parameters requiring
communication during training, LoRA achieves the
highest throughput. AdaLomo, which necessitates
additional computations during parameter updates,
shows slightly lower throughput than LOMO. All
methods are tested with a consistent batch size, yet

2The architecture is consistent with TinyLlama-
1.1B (Zhang et al., 2024).

AdaLomo retains residual memory capacity, sug-
gesting the potential for an increased batch size
and greater throughput. Overall, the throughput of
these methods is at the same level.

5 Related Work

Previous research has extensively explored
memory-efficient optimizers. Adafactor (Shazeer
and Stern, 2018) employs non-negative matrix fac-
torization and approximates the second-order mo-
ment estimate v ∈ Rm×n using the outer product
of r ∈ Rm×1 and c ∈ R1×n, achieving sublinear
memory consumption. The SM3 algorithm (Anil
et al., 2019) introduces the cover of the parameters
or, more specifically, a set of k non-empty parame-
ter groups. Each parameter is assigned an adaptive
learning rate based on this cover. For a parameter
matrix of size m × n, the sets can be divided by
rows and columns, resulting in m+n sets. This re-
duces the memory requirement from O(m× n) to
O(m+ n), analogous to Adafactor’s memory con-
sumption. Another line to reduce memory usage is
by utilizing low-precision storage for the optimizer
state. Ramesh et al. (2021) and Rae et al. (2021) ex-
plored the stability of 16-bit optimizers. The 8-bit
Optimizer (Dettmers et al., 2022), using block-wise
and dynamic exponent quantization, quantizes the
optimizer states of SGDM and Adam to 8 bits. The
4-bit optimizer (Sun et al., 2020), employing the
newly proposed FP4 format and the adaptive gra-
dient scaling technique. To decrease the memory
used by gradients, LOMO updates parameters si-
multaneously during the gradient computation in
the backward pass.

Additionally, there exists a series of memory-
efficient optimization methods designed exclu-
sively for fine-tuning. BBT (Sun et al., 2022b)
and BBTv2 (Sun et al., 2022a) utilize evolution-
ary gradient-free algorithms to optimize continu-
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Figure 5: Memory footprint and throughput using different optimization methods.

ous prompts without model updates. MeZO (Mal-
ladi et al., 2023) employs zeroth-order optimiza-
tion methods, estimating gradients using two for-
ward passes and optimizing the model in-place,
thus equating memory consumption with inference.
Parameter-efficient fine-tuning (PEFT) (Ding et al.,
2023) methods selectively add or pick a subset
of parameters for optimization, freezing the ma-
jority of the model parameters. In comparison,
AdaLomo updates all parameters using a gradient-
based method, suitable for both pre-training and
fine-tuning, with memory consumption comparable
to PEFT methods.

6 Conclusion

In this paper, we introduce AdaLomo, designed
to reduce the training barriers for large language
models. By incorporating an adaptive learning
rate and utilizing grouped update normalization,
AdaLomo achieves results comparable to AdamW
in instruction-tuning, further pre-training and from-
scratch pre-training. Concurrently, the memory
footprint of AdaLomo is on par with the PEFT
methods.

Limitations

While AdaLomo is memory-efficient when train-
ing large language models, it primarily reduces
the memory occupied by gradients and the opti-
mizer states. Therefore, for models with a signifi-
cant amount of activation values occupying mem-
ory, the reduction in memory usage by employing
AdaLomo is limited. Thus, AdaLomo is best suited
for training models with a large number of param-
eters. Additionally, while our experiments show
that the throughput decrease is minimal, AdaLomo
introduce some extra computational overhead, sug-

gesting a direction for further improvement. This
framework can be extended to optimizers using
other update methods, such as SM3, and can also
be adapted to methods related to optimizer states
compression.
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A Empirical Analysis on the Two
Moments

We also empirically investigated the differences
in convergence behaviors between Adam and
SGD under the function f(x, y) = x2 + y2 −
2e−5[(x−1)2+y2] − 3e−5[(x+1)2+y2].

The results of the convergence analysis are
shown in Figure 6. Starting from the same ini-
tial point, Adam converges to the global optimum
while SGD gets trapped at a local optimum.

-2 8

Adam
SGD
SGD with momentum
SGD with variance
Global minimum

Figure 6: Empirical analysis on different optimization
methods. Loss trajectories of different optimizers start-
ing from the same initial point. Both Adam and SGD
with variance converge to the global optimum on the
left, while SGD and SGD with momentum converge to
the local optimum on the right.

B Gradient Normalization for AdaLomo

We conduct experiments on the LLaMA-7B to as-
sess the effects of using gradient normalization
during the further pre-training of AdaLomo. Com-
parative experiments in the Chinese domain are il-
lustrated in Figure 7, while those in the Python code
domain are shown in Figure 8. Our results indicate
that the convergence performance of AdaLomo is
unaffected by the use or absence of gradient nor-
malization. We attribute this to the grouped update
normalization feature within AdaLomo. Avoiding
the use of gradient normalization can eliminate
the need for two backward passes, thus preventing
computational redundancy during training.

C Instruction Tuning

C.1 Hyper-parameters

Hyper-parameters used by different optimization
methods and models for instruction-tuning are
shown in Table 3.

C.2 Templates
Templates used for instruction-tuning on Alpaca-
GPT4 are shown in Table 4.

C.3 More Results
In Table 5, we include a comparison of Adafac-
tor on LLaMA-7B. The results show that Adafac-
tor’s performance is similar to AdaLomo’s. Both
Adafactor and AdaLomo significantly outperform
LOMO on instruction-following task (Alpaca-
Farm).

D Further Pre-training

D.1 Hyper-parameters
Hyper-parameters used for further pre-trianing are
shown in Table 6.

D.2 More Results
We present the results of further pre-training in the
Chinese domain and the Python code domain on
the LLaMA-7B model in Figure 9 and Figure 10,
respectively. It can be observed that AdaLomo,
AdamW, and Adafactor exhibit similar conver-
gence speeds and final performance, while SGD
performs poorly in both domains. This experiment
confirms our hypothesis: second-order moments
are crucial for optimizing transformer-based large
language models.

E Pre-training from Scratch

Our experimental comparisons and learning rates
are shown in Table 7, with AdamW’s weight decay
set to 0.01.

F Memory and Throughput Profile

The hyper-parameters used to profile memory and
throughput and the detailed results are shown in
Table 8. The experiments are conducted on A800
with NVLink. For practical scenarios, we employ
pynvml (Python NVIDIA Management Library) to
record system-level memory usage.
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(c) Validation next-token accuracy.

Figure 7: Results of further pre-training of LLaMA-7B with AdaLomo in the Chinese domain with and without
gradient normalization.
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Figure 8: Results of further pre-training of LLaMA-7B with AdaLomo in the Python code domain with and without
gradient normalization.
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Figure 9: Results of further pre-training in the Chinese domain.
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Figure 10: Results of further pre-training in the Python code domain.
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LLaMA-7B LLaMA-13B
LoRA AdamW LOMO AdaLomo LoRA AdamW LOMO AdaLomo

Learning
Rate 3E-04 2E-05 1E-02 5E-04 3E-04 2E-05 1E-02 5E-04

Batch
Size 128

Ecochs 3

Warmup
Steps 0.03 * Total Steps

LLaMA-30B LLaMA-65B
LoRA AdamW LOMO AdaLomo LoRA AdamW LOMO AdaLomo

Learning
Rate 3E-04 2E-05 1E-02 5E-04 3E-04 1E-05 1E-02 5E-04

Batch
Size 128

Ecochs 3

Warmup
Steps 0.03 * Total Steps

Table 3: Hyper-parameters for instruction-tuning.

Template for entries with input

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
{instruction}

### Input:
{input}

### Response:{response}

Template for entries without input

Below is an instruction that describes a task. Write a response that appropriately completes the request.

### Instruction:
{instruction}

### Response:{response}

Table 4: Templates used for instruction-tuning.

Model MMLU BBH GSM8K HumanEval AlpacaFarm Avg.

LLaMA-7B 31.5 32.3 10.9 11.6 4.2 18.1
LoRA 33.5 34.8 12.3 11.0 41.1 26.5
AdamW 39.3 34.4 9.66 11.6 50.6 29.1
LOMO 30.7 34.0 12.0 12.8 30.6 24.0
Adafactor 40.8 35.8 14.9 11.0 47.7 30.0
AdaLomo 39.5 36.0 14.4 11.0 53.3 30.8

Table 5: Performance of the LLaMA-7B after instruction-tuning with different optimization techniques.
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Method AdamW AdaLomo

Sequence Length 2048
Learning Rate 1E-05 3E-01

Batch Size 128
Warmup Steps 0.03 * Total Steps

Table 6: Hyper-parameters used for further pre-training.

SGD Adafactor AdamW AdaLomo

LR 1e-3 1e-3 2e-5 1e-3

Table 7: Hyper-parameters for pre-training from scratch.
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Model Optimizer GPUs Micro Batch Size Memory (GB) Throughput (TGS)

LLaMA-7B

AdamW

4 8

169.4 3169.4
Adafactor 144.3 3169.5

LoRA 70.6 3344.6
LOMO 59.6 3228.2

AdaLomo 59.6 2997.4

LLaMA-30B

AdamW

16 4

786.2 728.6
Adafactor 665.0 726.5

LoRA 303.7 811.6
LOMO 264.3 669.1

AdaLomo 272.8 589.0

LLaMA-13B

AdamW

8 4

320.7 1679.6
Adafactor 272.3 1683.4

LoRA 110.0 1829.8
LOMO 94.4 1659.9

AdaLomo 95.8 1456.3

LLaMA-65B

AdamW

32 2

1532.6 349.1
Adafactor 1289.4 341.1

LoRA 510.5 405.7
LOMO 473.8 303.3

AdaLomo 507.7 238.1

Table 8: Hyper-parameters and detailed results in memory and throughput profile.
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