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Abstract

Research on abusive language detection and
content moderation is crucial to combat online
harm. However, current limitations set by reg-
ulatory bodies and social media platforms can
make it difficult to share collected data. We
address this challenge by exploring the possi-
bility to replace existing datasets in English
for abusive language detection with synthetic
data obtained by rewriting original texts with an
instruction-based generative model. We show
that such data can be effectively used to train
a classifier whose performance is in line, and
sometimes better, than a classifier trained on
original data. Training with synthetic data also
seems to improve robustness in a cross-dataset
setting. A manual inspection of the generated
data confirms that rewriting makes it impossi-
ble to retrieve the original texts online.

 Warning: this paper contains examples that
may be offensive or upsetting.

1 Introduction

Abusive language detection1 online has been a
topic of interest to the NLP research community
for the last ten years, with a number of datasets re-
trieved from social media platforms and annotated
to be used for training and evaluation (Vidgen and
Derczynski, 2020; Poletto et al., 2020). However,
more and more restrictions are now being set that
limit resharing of this kind of data even for research
purposes (e.g. recent changes in X/Twitter terms of
use). If data is used for commercial purposes, even
more restrictions apply, while national and inter-
national organizations are enforcing regulations to
protect users’ privacy and limit data transfer, like
the European General Data Protection Regulation.2

Datasets created to train abusive language detection
1In this work, we use abusive as an umbrella term to en-

compass both implicit and explicit attacks, including hate
speech and offensive language (Caselli et al., 2020).

2https://gdpr.eu/tag/gdpr/

This dude needs a	tall glass	
of	STFU

He’s in	dire	need of	a	nice,	
big	dose	of	‘shut the	hell up’

Figure 1: Original example and its corresponding syn-
thetic rewriting.

systems deserve particular attention in this respect,
since they are extremely useful to develop systems
that contrast online hate, but on the other hand
could be easily employed to profile users and target
them. As discussed in Jahan and Oussalah (2023),
even when such datasets do not contain user infor-
mation, a search engine could be straightforwardly
used to trace back the person who posted a certain
message, nullifying anonymization efforts. Fur-
thermore, in several jurisdictions around the world,
social media users should be granted the so-called
‘right to be forgotten’, i.e. they can ask for their
personal data, including data from social media
posts, to be removed from platforms and, ideally,
derived datasets.

In the light of these restrictions, it is likely that
the availability of data to pursue research on abu-
sive language detection and content moderation
will represent an issue in the near future. We there-
fore address the following question in this work:
would it be possible to replace existing datasets for
abusive language detection with synthetic ones by
maintaining the same classification performance?
Performing this task with a good accuracy would
present several advantages. For example, it would
be possible to freely share datasets without the
risk of disclosing user information or infringing
terms of use and regulations. Furthermore, it would
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mitigate the problem of data degradation, which
makes social media datasets unusable after few
years from release, since hateful content is fre-
quently deleted (Klubička and Fernandez, 2018;
Chung et al., 2019). Beside the benefits in terms
of privacy, high-quality synthetic data could also
reduce the need for human effort in dataset anno-
tation, providing an effective way to automatically
create large amounts of training data.

We present a first set of experiments in this di-
rection by using a generative language model to
rewrite two different abusive language datasets,
comparing two prompt types. We then evaluate
the quality of the generated data by using it for
training abusive language detection classifiers.

2 Background

The use of synthetic data has been proposed as a
way to mitigate some of the known issues with hate
speech datasets (Vidgen and Derczynski, 2020),
such as data scarcity (Founta et al., 2018) and neg-
ative psychological impact on annotators (Riedl
et al., 2020). One of the applications of synthetic
data is data augmentation (DA), in which new data
is generated starting from a small set of gold in-
stances, and which is mainly meant to address low-
resource settings. Although DA based on large
language models (LLMs) has been found to poten-
tially lead to performance improvements for many
NLP tasks (Feng et al., 2021; Chen et al., 2023),
it has shown mixed results with regards to abusive
language identification (Casula and Tonelli, 2023).
Other work has focused on using fully synthetic
data for training models in a few-shot and zero-
shot setting (Li et al., 2023), but models trained
on synthetic data were found to achieve worse per-
formance than models trained on gold data, espe-
cially for subjective tasks. Differently from DA
and the above work, we propose a rewriting ap-
proach, meant to address a scenario where enough
gold data has been collected and annotated in the
past, but cannot be reshared.

3 Data

In this work, we experiment with the creation of
synthetic data starting from two different English
datasets revolving around abusive language. First,
the Multi-Domain Agreement dataset (MDA) by
Leonardelli et al. (2021), which contains tweets
annotated for offensive language with different
inter-annotator agreement levels, spanning across

three topics: the Black Lives Matter movement,
Covid-19 and the 2020 US elections. We use the
set of this dataset containing 2,700 tweets, balanced
across agreement levels, labels, and topics. Second,
we use the Measuring Hate Speech (MHS) cor-
pus (Kennedy et al., 2020; Sachdeva et al., 2022),
which contains social media posts from multiple
platforms annotated for hate speech. We use ∼10%
of this corpus for training (3,013 examples) given
its large size, to reflect the size of the MDA dataset.
We then test each model on both datasets to evalu-
ate cross-dataset generalization. Furthermore, we
also test our models on the HateCheck test suite
(Röttger et al., 2021), a set of functional tests for
finding specific weaknesses of hate speech detec-
tion models. For all datasets, we first carry out a
pre-processing step in which we remove all user
mentions and URLs, replacing them with ‘@USER’
and ‘URL’ respectively. Further details about the
splits we use are reported in Appendix A.

4 Methods

Previous works experimenting with generative
LLMs to augment abusive language datasets mostly
exploit fine-tuning of generative models on existing
gold data (Anaby-Tavor et al., 2020; Kumar et al.,
2020), trainable components for task-specific de-
coding (Hartvigsen et al., 2022), or humans in the
loop to evaluate generated sequences (Fanton et al.,
2021; Chung et al., 2023). However, with the grow-
ing size of generative LLMs, making them more
expensive to fine-tune, and their zero-shot capabili-
ties thanks to instruction tuning, these models can
often carry out numerous tasks without requiring
any further fine-tuning (Wei et al., 2022). Because
of this, we use a freely available instruction-tuned
model in our experiments, Llama-2 chat 7B (Tou-
vron et al., 2023), through the HuggingFace library
(Wolf et al., 2020).3

The now widespread use of instruction-tuned
generative large language models has also led to nu-
merous efforts towards alignment, ideally in order
to minimize inappropriate, offensive or unethical
uses (Rao et al., 2023). While this is often prefer-
able for many applications, it can make the creation
of synthetic abusive language detection datasets
complex, as these models are tuned to avoid pro-
ducing abusive content due to its potentially harm-
ful uses. Because of this, we frame the task not as

3https://huggingface.co/meta-llama/
Llama-2-7b-hf
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the generation of new, unseen data, but rather as the
rewriting of existing gold sequences, so that i) the
synthetic sequences are semantically close to ex-
isting data, inspired by the simple changes applied
by Easy Data Augmentation (Wei and Zou, 2019),
and ii) the synthetic sequences cannot in principle
be traced back to any existing social media posts
or their original posters.

4.1 Rewriting Original Examples

We frame our rewriting task as two established NLP
tasks: paraphrasing and formality style transfer,
with the aim of forcing rewriting to be informal, so
that we counteract the tendency of aligned models
to use language that is as neutral as possible.

In order to maximize our chances of produc-
ing at least one ‘valid’ sequence corresponding to
each gold example, we produce multiple synthetic
sequences. In particular, starting from each origi-
nal text, we prompt Llama-2 with three different
prompts for each task type, giving the model the
original text and instructing it to reword it. For in-
stance, for the formality style transfer task framing,
one of our prompts would be:

Rewrite this message more informally,
keeping the same meaning: “text"
Rewritten text: "

A full list of the prompts can be found in Ap-
pendix C. In addition to using 3 different prompts
for each task framing, we run each prompt 3 times
for each corresponding gold example, resulting in
at least 9 synthetic texts for each source text for
each prompt type.4 For generation, we use top-p =
0.9, a temperature of 1.0, and we set the minimum
and maximum lengths of the generated sequences
to 3 and 500, respectively.5

4.2 Filtering

Since we aim at obtaining synthetic data that i)
cannot be reconnected to their source text but ii)
preserves the original labels of the source data, we
perform two filtering steps. First, we discard the
synthetic sequences that are verbatim or extremely
similar repetitions of the original gold texts using

4In some cases the model will continue producing para-
phrases until it hits our maximum length, often resulting in
more than 9 synthetic sequences being produced.

5The remaining hyperparameters we use are the default
ones of the GenerationConfig HuggingFace class.

the TheFuzz library6, a Levenshtein distance-based
tool to calculate string similarity. Then, we further
filter the synthetic sequences using a classifier, fol-
lowing an established practice in generation-based
data augmentation (Anaby-Tavor et al., 2020; Ca-
sula and Tonelli, 2023) to minimize issues with
data preservation (Kumar et al., 2020). In particu-
lar, we train a Roberta large classifier (Liu et al.,
2019) on the original gold data, and then use this
classifier to infer the class of the synthetic instances.
We discard all sequences for which the predicted
label of the synthetic text does not match the label
of the original text used to create it. Finally, out of
all the remaining sequences, we pick a random one
to use as the synthetic equivalent of the original
one in our experiments. If for a given original ex-
ample no synthetic texts pass the filtering stage, we
move onto the next example. As a result, the size
of the original gold dataset tends to be bigger than
the synthetic one. The total number of synthetic
texts that pass filtering for each prompting type are
reported in Table 1 in the n(train) column.

Out of the synthetic texts that do not pass the fil-
tering step, an overwhelming majority of them (be-
tween 95 and 98% across both datasets and prompt-
ing strategies) does not make it due to inconsistent
label assignment, i.e. the classifier predicted a dif-
ferent label for the synthetic text than the label of
the original. The remaining texts that are discarded
during filtering are mostly almost-exact matches
with the original data, and instances that do not
pass either filter are extremely rare.

5 Evaluation

Since our main research question focuses on the
possibility to replace abusive language datasets
with synthetic data by maintaining the same perfor-
mance level, we train classifiers on synthetic data
derived from MDA and MHS and evaluate them on
the gold test sets of both, including cross-dataset
testing to assess model robustness. Additionally,
we test our models with the HateCheck test suite.
For our classification experiments, we fine-tune a
Roberta large classifier (355M parameters) (Liu
et al., 2019) on the original and synthetic data for
both gold datasets and for both prompting types.
We select this model because it was the best per-
forming one on the MHS dataset, as reported in
Kennedy et al. (2020), and it outperformed BERT

6https://github.com/seatgeek/thefuzz. We discard
all sequences scoring over 75 in terms of similarity with their
original counterparts.
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Test data → MDA MHS HateCheck

Training data ↓ n(train) M-F1 Ab-F1 M-F1 Ab-F1 M-F1 Ab-F1

MDA
Original gold 2,161 0.779±.009 0.720±.008 0.661±.011 0.595±.007 0.519±.021 0.573±.033

Synth: Paraphrase 1,444 0.779±.013 0.706±.022 0.680±.005 0.607±.004 0.508±.009 0.552±.016

Synth: Formality 1,557 0.783±.003 0.713±.004 0.684±.007 0.611±.005 0.470±.015 0.490±.029

MHS
Original gold 3,013 0.540±.034 0.260±.063 0.791±.006 0.688±.010 0.338±.029 0.206±.049

Synth: Paraphrase 2,435 0.629±.014 0.423±.025 0.787±.005 0.694±.008 0.351±.025 0.236±.051

Synth: Formality 2,587 0.606±.019 0.381±.035 0.793±.003 0.697±.003 0.359±.008 0.255±.017

Table 1: Average results over 5 runs in terms of Macro-F1 (M-F1) and Abusive-class F1 (Ab-F1) ± stdev. Grey cells
denote out of distribution / cross-dataset performance. The n(train) column indicates the number of initial examples
for gold data and the number of synthetic instances that passed filtering and are therefore used for training.

on MDA (Leonardelli et al., 2021). Furthermore,
previous work showed that no relevant differences
among BERT-like models could be observed with
respect to the impact of synthetic data on model
performance for hate speech detection (Casula and
Tonelli, 2023). Further details are reported in Ap-
pendix B.

Classification Results Classification results of
models trained on synthetic data are reported in
Table 1. We report the mean macro-F1 and abusive-
class F1 across 5 runs with different data shuffles
and different model initializations, as well as the
standard deviation across runs.

We observe that models trained on synthetic data
tend to perform similarly to the models trained on
the original gold data, in some cases even with
mild improvements. This is in contrast with previ-
ous findings showing that synthetic data are gen-
erally not very helpful for subjective tasks such
as this one (Li et al., 2023). However, this differ-
ence might be due to the fact that, for instance, Li
et al. (2023) frame the creation of synthetic data as
generation, not rewriting of existing examples, and
they do not carry out any filtering on the artificial
texts. Surprisingly, our models based on synthetic
data perform well even if the training set size is
smaller than the gold one. Furthermore, we observe
improvements with regards to cross-dataset perfor-
mance, especially in the case of the synthetic data
produced starting from the MHS corpus. Indeed,
the model trained on data rewritten from MHS
yields an improvement over training using gold
data when tested both on MDA and HateCheck, up
to 16 abusive-class F1 points on the former. These
results suggest that synthetic data can potentially
improve robustness in out-of-distribution scenar-
ios, probably because lexical cues specific to the
training data may be removed through rewriting,

TTR MTLD

MDA
Original gold 0.86 52.37
Synth: Paraphrase 0.88 59.86
Synth: Formality 0.88 69.70

MHS
Original gold 0.88 52.08
Synth: Paraphrase 0.87 65.18
Synth: Formality 0.87 66.46

Table 2: Lexical diversity measures on the original and
synthetic data for both datasets.

achieving better generalization capabilities. Over-
all, neither prompting type appears to clearly out-
perform the other.

Lexical Diversity To further analyze differences
between original and synthetic data, we compare
their lexical diversity using Type Token Ratio
(TTR) and Measure of Textual Lexical Diversity
(MTLD) (McCarthy, 2005), which are calculated
with the TAALED library7 on texts tokenized with
Spacy.8 Results are reported in Table 2. While
TTR is comparable on all datasets, generally in-
dicating high lexical variability, MTLD shows a
difference between gold and synthetic data. Indeed,
synthetic data exhibits a higher degree of lexical
diversity, especially if generated with the formality
prompt type. The different output between TTR
and MTLD may be due to the fact that the latter is
more robust with regards to text length variations
(Fergadiotis et al., 2015).

Lexical Analysis In addition to quantitatively
measuring lexical diversity, we also inspect the
data for any lexical cues that might influence gen-
eralization. Using the Variationist tool (Ramponi

7https://pypi.org/project/taaled/
8https://spacy.io/
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et al., 2024), we calculate npw_relevance, a nor-
malized class relevance metric based on PMI as
seen in Ramponi and Tonelli (2022). Looking at
what tokens tend to be more informative for each
class, we consult the list of tokens whose informa-
tiveness for the abusive class changes the most in
the gold and generated data. For the MDA dataset,
the 5 most informative tokens for the abusive class
are ‘CHEATER’, ‘Fuck’, ‘shit’, ‘ass’, and ‘fuck-
ing’. Conversely, in the synthetic data rewritten
through paraphrasing, the most informative tokens
for this class are ‘person’, ‘Fuck’, ‘individual’, ‘id-
iot’, and ‘expressing’, which seems to support the
hypothesis that synthetic data might influence the
reliance of models on lexical cues. We plan to
further investigate this in future work.

Manual Inspection We finally perform a manual
inspection of the generated data, to assess whether
the synthetic data can be traced back to the orig-
inal post through online search. We provide an
annotator with 100 synthetic examples from the
MDA dataset for each prompting type.9 Out of
the original posts that are still online, 60 to 62%
were found by the annotator through a search en-
gine. However, none of the original posts could
be found starting from their synthetic counterparts,
showing the potential of this type of approach for
data anonymization.

6 Conclusion

In this work, we perform a first exploration of abu-
sive language detection using synthetic data gen-
erated through rewriting. We show that this is a
promising research direction, since models trained
on synthetic data can achieve a classification perfor-
mance on par with models based on gold data, and
even show better robustness in some cross-dataset
settings. Furthermore, it was not possible to trace
back the original data starting from the synthetic
ones, even through a manual search online. Rewrit-
ing original texts seems to be an effective strategy
both through paraphrasing and formality style trans-
fer. We believe this approach to be a step forward
for the development of datasets and systems for
subjective tasks that are more privacy-aware and
comply with existing regulations on personal data
sharing, anonymization, and right to be forgotten.

9We only manually analize MDA-derived data since we
have the original Tweet IDs of the messages, to effectively
check whether the original messages still exist online.

Limitations

Our method for creating synthetic data relies on
the availability of pre-trained LLMs for generation,
which could in some cases inject private informa-
tion into the synthetic sequences. In this respect, it
would be interesting to investigate in the future a
possible integration between our approach and dif-
ferentially private models (Yu et al., 2022; Matzken
et al., 2023) to mitigate this kind of risk.

All our paraphrasing experiments rely on
Llama-2 chat 7B, which we select because it
is widely used in research and it is freely available.
We use a single model to carry out both types of
rewriting to avoid confounding effects on our re-
sults. However, using other LLMs to paraphrase
would allow us to test more thoroughly the robust-
ness of our approach. We plan to experiment with
more models in future work.

Our experiments present a first exploration to-
wards the use of synthetic data for abusive lan-
guage detection using a privacy-aware approach.
Our approach may be comparable or even better
than training a system with real data in terms of
performance. However, we acknowledge that the
insights, domain and linguistic knowledge coming
from real data represent a crucial contribution to
better understand online communication, and this
would not be possible with synthetic data.

Ethical Considerations

The main motivation behind our work is the need
to pursue research on abusive language detection
that complies with privacy-preserving principles
and regulations. However, our approach does not
guarantee that personal information contained in a
source text are erased during rewriting. Personal in-
formation leaked from the generative model could
be even introduced during rewriting. Although we
have not found such cases during the manual in-
spection of our synthetic data, we advocate for a
a combination between our approach with differ-
ential privacy. In addition, some biases could be
propagated through rewriting, so further research
in this direction would be needed to assess this type
of risk.

Finally, all the ‘original’ examples used in this
paper were slightly modified by hand, so that they
cannot be traced back to any existing posts.
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A Data Details

We use the default train-dev-test splits of the MDA
dataset, with 2,160 class-balanced training exam-
ples, 540 development examples, and 3,057 test
examples. For the MHS dataset, we use the hate
speech label rather than the hate speech scores,
since we focus on binary classification. The
hatespeech label in the MHS dataset can assume
three values (0: non hateful, 1: unclear, 2: hate-
ful), we average all the annotations for a given post,
mapping it to abusive if the average score is higher
than 1 and to non abusive if it is lower. After this
process, we are left with 35,243 annotated posts,
of which 9,046 are annotated as containing hate
speech (∼26%). We use a subset of this dataset
in order to have a comparable size with the other
dataset we use, selecting 10% of the dataset as the
test set (3,524), 5% of the remaining examples as
development data (1,586 examples) and finally 10%
of the remaining texts as the training data (3,013
posts). The random seed we use for splitting10 and
shuffling the data for all datasets is 2023.

B Implementation Details

We use the HuggingFace library for all model im-
plementations. For the RoBERTa classifiers, we use
the default hyperparameters of the TrainingArgs
class, setting batch size to 16, the maximum se-
quence length to 150, and the learning rate to 5e-6.
For the models trained on the original data, we run
training for 10 epochs, selecting the epoch with the
lowest validation loss. After a manual analysis of
the best epochs in most of the runs with the original
data, we pick 3 epochs for training the models on

10With the train_test_split function from
sklearn.model_selection.

synthetic data, as using synthetic development data
would be misleading, and we aimed at not using
any gold data during the training phase. Genera-
tion took about 180 hours and training of classifiers
took about 10 hours on a Nvidia A40 GPU.

C Llama-2 Chat Prompts

In this section we provide the full prompts we use
for Llama-2 chat. For the paraphrasing task fram-
ing, we use the following prompting templates:

1. Paraphrase this text: “text”
Paraphrased text: “

2. Reword this text, preserving meaning and
tone: “text”
Reworded text: “

3. Rewrite this message keeping the same mean-
ing: “text”
Reworded text: “

For the formality style transfer task framing we
use the following templates for prompting:

1. Paraphrase this text in a more informal way:
“text”
Paraphrased text: “

2. Reword this text, preserving meaning and tone
but using more informal language: “text”
Reworded text: “

3. Rewrite this message more informally, keeping
the same meaning: “text”
Reworded text: “
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