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Abstract

Determining sentence pair similarity is crucial
for various NLP tasks. A common technique
to address this is typically evaluated on a con-
tinuous semantic textual similarity scale from
0 to 5. However, based on a linguistic obser-
vation in STS annotation guidelines, we found
that the score in the range [4,5] indicates an
upper-range sample, while the rest are lower-
range samples. This necessitates a new ap-
proach to treating the upper-range and lower-
range classes separately. In this paper, we in-
troduce a novel embedding space decomposi-
tion method called MixSP utilizing a Mixture of
Specialized Projectors, designed to distinguish
and rank upper-range and lower-range samples
accurately. The experimental results demon-
strate that MixSP decreased the overlap repre-
sentation between upper-range and lower-range
classes significantly while outperforming com-
petitors on STS and zero-shot benchmarks. !

1 Introduction

Determining the similarity between sentence pairs
is fundamental to many downstream applications
such as text classification, search, and ranking.
Usually, sentence pair similarity is assessed via Se-
mantic Textual Similarity (STS), where each sample
contains a pair of sentences, and their label denotes
the degree of similarity, which uses scores from
0 to 5, where 5 represents the highest degree of
similarity. Studies have shown that improving the
ability to rank sentence pairs according to their sim-
ilarities enhances text classification accuracy (Gao
et al., 2021; Limkonchotiwat et al., 2022; Miao
et al., 2024) and reranking mean-average preci-
sion (Wang et al., 2021).

A common approach to solving the STS problem
is employing a pre-trained language model (De-
vlin et al., 2019; Liu et al., 2019) and finetuning it
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"The code and models are available at https://
github.com/KornWtp/MixSP.
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Figure 1: Cosine similarity distributions for BERT-Base
formulated on Gaussian estimation. The overlap value
refers to the intersection between the upper and lower
ranges. We use the data from the CDSC-R test data.

with a supervised learning objective. In particular,
we aim to construct an embedding space in which
the cosine similarity between sentence pairs re-
flects the degree of similarity; contrastive learning
is a popular method to achieve such an embedding
space (Yan et al., 2021; Gao et al., 2021; Jiang
et al., 2022a; Wang and Lu, 2022). Regardless of
the differences in their data augmentation strate-
gies, all aforementioned methods treat the degree
of similarity as a continuous range. In other words,
all learning methods indifferently treat sentence
pairs with different degrees of similarities within
the STS score range [0,5].

In this paper, we challenge the common practice
of treating STS scores as a continuous spectrum.
Several studies observed that the score range [4,5]
signifies semantically related (i.e., upper-range)
samples, while the rest represents unrelated (i.e.,
lower-range) samples (Gao et al., 2021; Chuang
et al., 2022). Consequently, the STS problem
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should be considered a ranking within two distinct
classes rather than one continuous spectrum.

We introduce a novel embedding space decom-
position method called MixSP utilizing a Mixture of
Specialized Projectors. The novelty of MixSP lies
in a carefully designed learning pipeline with the
following traits: (i) the ability to distinguish upper-
range from lower-range samples and (ii) the ability
to accurately rank sentence pairs within each class.
In particular, our method uses a routing network
and two specialized projectors to handle upper-
range and lower-range representations, resulting
in a better STS performance overall.

Figure 1 illustrates how our embeddings can
better distinguish different sentence pairs as com-
pared to our competitors: SimCSE (Gao et al.,
2021), FT (Reimers and Gurevych, 2019), and
MOoE (Zhou et al., 2022b) compared to that of
MixSP. We quantify the confusion between upper-
range and lower-range classes as the cosine score
overlaps between these two classes using Gaussian
kernel density estimates. A smaller overlap indi-
cates the ability to distinguish the upper-range and
lower-range classes. We can see that MixSP ob-
tains the smallest overlap between upper-range and
lower-range classes of 31.4% while all competi-
tors have an overlap ranging from 32.4% to 38.5%.
Regarding the similarity ranking performance, our
method also produces superior performance com-
pared to these competitors (as shown in Figure 3,
Section 5.3). These results demonstrate that our
method improves the ability to distinguish upper-
range and lower-range samples and rank sentence
pairs according to their similarities.

Our contributions are as follows:

* We have recast the sentence embedding
paradigm from one embedding space containing
upper-range and lower-range to separate embed-
ding space for each group.

* We propose a novel embedding space decom-
position technique called Mixture of Special-
ized Projectors (MixSP). Our model has the abil-
ity to distinguish upper-range and lower-range
samples while accurately ranking sentence pairs
within each class.

* We demonstrate the efficiency of our method
on STS and zero-shot benchmarks. In addition,
we provide deep analyses of (i) performance
efficiency and (ii) design choice in embedding
space decomposition settings.

2 Related Work

2.1 Sentence Representation

Currently, researchers typically use pre-trained lan-
guage models and supervised contrastive learning
to train sentence representation models. The main
goal of contrastive learning is to maximize the
similarity between anchor and positive while mini-
mizing the similarity between anchor and negative.
The key component of contrastive learning is data
augmentation for positive and negative pairs. Gao
et al. (2021) proposed SimCSE, a contrastive learn-
ing for sentence embedding. SimCSE used dropout
masks in two forward passes as the data augmenta-
tion method.

Jiang et al. (2022a) proposed PromptBERT, a
prompt-based sentence embedding. PromptBERT
used contrastive learning with template denoising
to generate positive pairs, while negative pairs are
sentences within the same mini-batch.

Wang and Lu (2022) proposed DiffAug, a two-
stage training objective. The training objective
of DiffAug is similar to SimCSE, but DiffAug
used a contextual prompt to produce a hard posi-
tive, improving the generalizability of the embed-
ding space.

Additionally, other works used various augmen-
tation to obtain augmented texts. Notable tech-
niques include back-translation (Fang et al., 2020;
Limkonchotiwat et al., 2022, 2023), MLM (Yang
et al., 2021; Chuang et al., 2022), and prompt-
ing (Zhou et al., 2022a; Wang et al., 2022; Jiang
et al., 2022a,b).

2.2 Embedding Space Decomposition

Embedding space decomposition is the task of par-
titioning data into distinct subsets within the em-
bedding space, enhancing model performance and
understanding through focused representations. A
common technique is to separate the space with
semantic features. Wang et al. (2020) proposed
semantic subspace analysis to break down the high-
dimensional embedding space into semantic groups
and examine their interrelationships. Opitz and
Frank (2022) decomposed the embedding space to
unveil interpretable semantic features within sen-
tence embeddings, targeting semantic roles, nega-
tion, and quantification for a deeper understanding
of the conveyed meaning.

Recently, researchers employed Mixture-of-
Experts (MoE), which partitions the space into
smaller subspaces managed by specialized experts,
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Figure 2: The overview of Mixture of Specialized Projectors (MixSP). (a) Given an upper-range sample, we encode
the sample with a pre-trained language model. (b) We use a router to classify a class of sentences 1 and 2 (upper-
range or lower-range). The final representation is formulated by projecting the representation with specialized
projectors. (c) We improve the classification and representation with our training losses L¢yr and Lgy, respectively.

to handle varied data aspects (Li et al., 2023; Chen
et al., 2023; Chowdhury et al., 2023). The key
components of MoE comprise routing networks
that classify embedding space weights and aggre-
gate embedding spaces from expertise networks to
formulate the final representation.

While these works offer a decomposed learning
paradigm, their approaches are inapplicable to the
linguistic property of sentence relationship predic-
tion. In particular, we must address the following
issues to formulate a suitable space decomposition
method. First, prior works lack an explicit control
mechanism to differentiate between types of con-
cern (upper-range and lower-range classes in this
case). Second, the space embedding decomposi-
tion is only performed in the training step while
aggregating the embedding space at the inference
stage. In the following section, we propose a solu-
tion that addresses these limitations to reflect the
problem requirements.

3 Mixture of Specialized Projectors

We design our method, Mixture of Specialized Pro-
Jjectors (MixSP), based on our linguistic observa-
tion that when labeling sentence pairs for similarity,
the score ranges of [0,4) and [4,5] are considered as
two distinct classes: lower-range and upper-range,
respectively. In particular, we address our space de-
composition problem by designing a classify-and-
rank pipeline with a routing mechanism and one
specialized projector for each class. Consequently,
we improve (i) the ability to differentiate between
upper-range and lower-range sentence pairs and
(i1) the ranking performance within each, thereby

uplifting the overall sentence similarity prediction
performance.

Figure 2 displays our classify-and-rank pipeline
consisting of the following components:

* The cross-encoder setup that transforms input
sentence pairs into vectors (Section 3.1).

* The space decomposition mechanism that differ-
entiates and separately handles upper-range and
lower-range classes (Section 3.2).

* The training objective that improves the ranking
consistency within the embedding space of each
class (Section 3.3).

3.1 How Do We Encode Sentence Pairs?

As shown in Figure 2, given a sentence-pair
(sentl,sent?2), we input them to a cross-encoder
architecture from a pre-trained language model
as [CLS]sentl[SEP]sent2[SEP] and ob-
tained three embeddings:

* hg is the embedding of [CLS] from the last
layer of the pre-trained language model.

* hy; is the mean pooling of sent1’s representa-
tion.

* hy, is the mean pooling of sent2’s representa-
tion.

3.2 How Do We Decompose the Embedding
Space?

The embedding space decomposition mechanism
consists of the routing network and specialized
projectors. These two parts are explained in the
following subsections.
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3.2.1 The Routing Network

As discussed in the related work section, the rout-
ing network can be used as a technique to decom-
pose an embedding space. Unlike existing methods,
however, we introduce the [CLS] label into the
routing network in addition to the contextual rep-
resentation hy. This additional information allows
the routing mechanism to understand the relation
between the sentence pair (sent1,sent?2). In par-
ticular, by incorporating the global representation,
our sentence-pair input is the element-wise addic-
tions: h.s @ hy. We formulate the routing network
as a group classification from a linear layer Gy (+),
whether hjs @ hy; and hes @ hy, are the represen-
tation of upper-range or lower-range groups based
on the softmax probability py;:

ﬁxj = SoftMax(G1 (hcls @ hXj)): (D

where j is sentl (j=1) or sent2 (j=2). We
calculate the softmax probability px; and px, from
sent1 hy; and sent 2 hy,, respectively.

To assist the routing network in classifying the
input, we employ a binary cross-entropy (BCE) as
follows.

1 o 1 o
Lcir = §BCE(y,px1) + iBCE(y,sz), ()

where y is a gold label indicating whether the sen-
tence pair is upper-range or lower-range. The clas-
sification loss Lyt is used as part of the overall
learning objective explained in Section 3.3.

3.2.2 Specialized Projectors

The main goal of MixSP is to decompose the rep-
resentation hy; into upper-range or lower-range
subspaces. Note that previous works in embedding
space decomposition produce a composite repre-
sentation, i.e., obtaining the final representation
by computing the vector summation from multiple
projectors’ outputs. We found that such a soft-
selection approach results in overlaps between sub-
spaces, which is detrimental to the model’s perfor-
mance. Consequently, we derive a hard-selection
process in which our specialized projectors have
a separate projection for each class and use only
one head per representation. In particular, our two
specialized projectors, (i) an upper-range projector
Upper(+) and (ii) a lower-range projector Lower(-),
map representations hy; to upper-range or lower-

range subspaces as follows:

o Upper(hy;) * Bj,
X] Lower(hy;) * f3;,

if argmax(py;) = 0
otherwise
3)

where f3; is the highest probability of p obtained
from max(pyx;) and zy; is the representation that
mapped to upper-range or lower-range subspaces.

With the output from different projectors, we
obtain the representation pair of upper-range and
lower-range samples separately, zx; and zx,. How-
ever, zy; is produced from a random weight of the
specialized projectors. We require a method to
improve the representation of the projectors.

3.3 How Do We Improve The Contextual
Embedding Space?

One of the key components in this work is improv-
ing the semantic understanding of representation
z; produced from specialized projectors Upper(-)
or Lower(-). A common practice is applying su-
pervised contrastive learning to a pair-wise repre-
sentation. However, we found that in-batch con-
trastive learning harms the projectors’ performance
because it is required to compose the represen-
tations from difference projectors (Upper(-) and
Lower(+)) in the same mini-batch. (See Section 5.4
for experimental analysis.) Therefore, we design
a more suitable learning objective for the classify-
and-rank mechanism, which is linear similarity pre-
diction for each projector separately. In particular,
we concatenate zx; with zx, using a linear layer
G where the linear’s output is regression number
from zero (dissimilar) to one (similar). We then
minimize the discrepancy between the output and
gold label ygin (STS score) with the BCE loss as
follows:

Lri, = BCE(ysin, Galconcat(zy1, 22))) ()

The final training loss £ is an end-to-end paradigm
of representation learning and classification losses:

L= arlry,  + ool
S~—— ~——

classification

®)

representation learning

The parameters o1 and ay are the loss weights
obtained from tuning on the development set.

4 Experimental Setup

The purpose of our experimental studies is to under-
stand how MixSP performs compared to the tradi-
tional fine-tuning method (Reimers and Gurevych,
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2019) and Mixture-of-Expert (Zhou et al., 2022b)
as competitive methods. Since we present MixSP
as a generic STS enhancement method, we assess
MixSP against its competitive methods by vary-
ing critical factors like the pre-trained sentence
encoder, base model, and evaluation tasks and ob-
serve how results generalize.

4.1 Competitive Methods

To assess the effectiveness of MixSP as an STS en-
hancement method, we compare it against two com-
petitors. Note that for the full implementation of
competitive methods, please refer to Appendix A.1.

* +FT (Reimers and Gurevych, 2019) [No Space
Decomposition]. We fine-tune the base model
through the cosine similarity function. This
method serves as our fine-tuning baseline in
which the base model is directly adapted to the
STS task.

* +MoE (Zhou et al., 2022b) [Soft Selection]. As
our comparator for embedding space decomposi-
tion, we employ the Mixture-of-Expert method.
Its relative performance against MixSP will pro-
vide insight into the merit of the hard selection
approach adopted by MixSP, i.e., supervised
classification loss Lcyr and the Argmax selec-
tion as opposed to weighted-average pooling in
Section 3.2.2.

To ensure fair and transparent assessment, we apply
the same STS dataset, STS-B (Cer et al., 2017),
to all methods. We chose STS-B due to its well-
documented sources, which can help us avoid data
leakage when selecting evaluation datasets. For
the full data leakage discussion, please refer to
Appendix A.2.

4.2 Training Setup

We use STS-B training data following prior
works (Cer et al., 2017; Reimers and Gurevych,
2019). For the lower-range and upper-range sam-
ples, we separate the lower-range and upper-range
samples according to the STS score in the range of
[0,4) and [4,5], respectively. We use AamW as the
optimizer, a learning rate of 5e~°, and a batch size
of 16 for 10 epochs. We use a; and as equal to
7e~* and le™*, respectively (tuned on the STS-B
development set). For the base encoder, we use
SBERT, SimCSE, and DiffAug to observe the im-
provement of changing from a single embedding to
a separate embedding space. All experiments were
done on a single V100 with three random seeds per
model.

4.3 Sentence Encoders and Base Models

We employ off-the-shelf text encoder models as
follows:

* SBERT (Reimers and Gurevych, 2019). A su-
pervised baseline. The model was trained on the
STS-B training set with cosine similarity as the
training objective (similar to our method).

* SimCSE (Gao et al., 2021). A simple con-
trastive learning method using dropout as the
data augmentation.

* DiffAug (Wang and Lu, 2022). A two-stage con-
trastive learning framework. Contrastive learn-
ing is applied to minimize the discrepancy be-
tween two differentiable augmentation schemes.

Note that SimCSE and DiffAug were trained on
NLI-supervised datasets, MNLI (Williams et al.,
2018) and SNLI (Bowman et al., 2015) datasets.
In addition to varying the sentence encoders, we
test our method with two different architectures,
BERT-Base and RoBERTa-Base.

4.4 Evaluation Tasks

We evaluate the effectiveness of our method com-
pared to competitive methods on two tasks: STS
and zero-shot tasks. For the STS task, we select the
STS benchmarks with low to non-word overlapping
between our training data and benchmarks to pre-
vent data leakage, as discussed in Appendix A.2.
In particular, we evaluate our model with three
STS benchmarks: CDSC-R (validation set), CDSC-
R (test set) (Wréblewska and Krasnowska-Kieras,
2017), and BIOSSES (Sogancioglu et al., 2017).
In addition, we also evaluate our model on stan-
dard seven STS datasets in Appendix A.3. We use
Spearman’s rank correlation as the main metric to
be consistent with prior works.

For the zero-shot task, we assess the generaliz-
ability of our model across unseen tasks/domains,
namely reranking and binary text classification.
In the reranking task, we adopt the settings and
datasets from MTEB (Muennighoff et al., 2023),
where the Mean Average Precision (MAP) is the
main evaluation metric. We also test our model
on sentence-pair binary classification tasks where
the model has to decide if a sentence-pair has cer-
tain relations. The ground truth labels of this task
are either O or 1. We calculate Area Under Curve
(AUCQC) scores with the binary labels and the rele-
vance scores predicted by models following previ-
ous works (Li et al., 2020; Liu et al., 2022; Limkon-
chotiwat et al., 2023).
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BERT-Base RoBERTa-Base
Method CDSC-R CDSC-R CDSC-R CDSC-R
BIOSSES (Val) (Test) Avg. BIOSSES (Val) (Test) Avg.
SBERT as the base encoder
SBERT 63.88 59.48 63.53 62.30 72.03 68.37 70.57 70.32
+MoE 78.52 84.70 84.02 82.41 73.75 85.09 79.88 79.57
+MixSP | 80.58_p¢s | 85.0810¢65 | 84.15 059 | 83.271058 | 76.011 13 | 85.60 044 | 81.211 930 | 80.94. ¢ 47
SimCSE as the base encoder
SimCSE 68.38 70.21 70.63 69.74 67.75 68.38 70.64 68.92
+FT 76.62 69.98 69.53 72.04 73.35 69.01 71.69 71.35
+MoE 77.07 82.87 83.34 81.09 72.65 84.01 80.33 79.00
+MixSP | 82.61.g5) | 88.27104s | 85.28.1006 | 85.391035 | 80.74 0s5 | 84.48. 031 | 80.41 919 | 81.88. 034
DiffAug as the base encoder
DiffAug 40.12 61.42 62.61 54.72 39.15 62.47 64.65 55.42
+FT 71.26 6791 70.25 69.81 71.02 64.14 70.66 68.61
+MoE 79.95 86.29 84.71 83.65 72.65 85.01 81.33 79.66
+MixSP | 81.239g4 | 88.28. 042 | 8545 046 | 84991103 | 80.35 065 | 86.16 055 | 81.79. 983 | 82.7710.69

Table 1: Spearman’s rank correlation on the STS benchmarks in a fair environment for assessment.

S Experimental Results

5.1 STS Benchmarks

To assess the generalizability of MixSP, we tested
it on two architectures, three base encoders, and
three datasets, bringing the total number of com-
binations to 18. As shown in Table 1, MixSP out-
performs competitive methods in all cases. More-
over, as a generic improvement method, we can
observe reasonable improvement compared to fine-
tuning techniques for all the average scores. For
instance, when changing from a single to sepa-
rate embedding spaces, we improved the perfor-
mance of SOTA (SimCSE-BERT-Base) from 69.74
to 85.39 (15.65 improvement points). In particular,
compared to fine-tuning methods that use the same
dataset as our method, FT and MoE, we outperform
them by 13.35 points and 4.30 points on the average
score, respectively. Furthermore, we evaluate the
effectiveness of each method on RoBERTa-Base.
The experimental results demonstrate consistency
improvement similar to BERT-Base, e.g., MixSP
outperforms FT and MoE on DiffAug by 14.16 and
3.11 points on the average score, respectively. Note
that we experimented on the accuracy of our router
network in Appendix 5.5.

5.2 Zero-shot Downstream Tasks

In our prior experiment, we demonstrated the effec-
tiveness of our method in the seen task (STS). How-
ever, a crucial question emerges: does sentence
embedding performance in the STS task accurately
represent a model’s capabilities ? To explore this,
we assess our method in zero-shot settings, evalu-
ating its performance in two unseen tasks/domains:
reranking and binary text classification. This study

aims to unveil the versatility of our model, offer-
ing insights into its potential application across a
diverse range of tasks and domains.

5.2.1 Reranking

In this experiment, we study the effectiveness of
our model on unseen datasets and tasks from the
MTEB reranking benchmark. As demonstrated
in Table 2, MixSP outperforms competitive meth-
ods in all cases. Our method improves the perfor-
mance of SOTA (SimCSE) from 47.54 to 51.01
points. Moreover, we achieve a new SOTA on Dif-
fAug by improving the performance from 47.38 to
52.94 points. In contrast, we found performance
decreases in the traditional fine-tuning technique,
FT. For example, when we applied FT to DiffAug,
the performance of DiffAug decreased from 47.38
to 46.66. This finding demonstrates that MixSP has
benefits beyond the seen task of STS.

Method | AU [ MM | SD [ SO [ Avg.
SBERT-BERT-Base

SBERT [51.09 [30.24
+MoE | 53.72 | 30.00
+MixSP | 54.56 | 30.59
SimCSE-BERT-Base

SimCSE [ 51.80 [ 29.30
+FT 51.8128.91
+MoE | 53.94 | 27.98
+MixSP | 54.50 | 30.68
DiffAug-BERT-Base

DiffAug [ 51.10 [ 29.52
+FT 51.04 (29.44
+MoE | 52.68|29.83
+MixSP | 53.92 | 30.07

69.40
75.14
75.78

36.54
41.72
42.39

46.82
50.15
50.83

70.14
70.07
74.25
75.35

38.90
38.19
41.51
43.51

47.54
47.25
49.42
51.01

71.10
69.82
74.76
75.68

37.81
36.34
40.52
42.08

47.38
46.66
49.45
52.94

Table 2: The MAP score on the reranking task from the
MTEB benchmark where AU = AskUbuntuDupQues-
tions, MM = MindSmallReranking, SD = SciDocsRR,
and SO = StackOverflowDupQuestions.
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Figure 3: Comparison between MixSP and competitors on three STS datasets. The x-axis represents class overlap,
quantifying the confusion between upper-range and lower-range classes. The y-axis measures similarity ranking
performance using Spearman’s rank correlation (SRC) coefficients. The figures include SRC Coefficients for Overall
Results (3a), Upper-Range (3b), and Lower-Range (3c). These visuals illustrate the reduced class overlap and

effective sentence pair ranking compared to competitors.

5.2.2 Binary Text Classification

In this experiment, we study the generalization of
sentence embedding methods on standard binary
text classification datasets. As shown in Table 3,
our method outperforms competitive methods in
the average score. In particular, we improved the
average AUC score of DiffAug-FT and DiffAug-
MOoE by 4.18 and 0.58 points, respectively. More-
over, a consistent pattern emerges, similar to obser-
vations in the STS and reranking benchmarks. Our
method consistently outperforms competitive meth-
ods on SBERT and SimCSE; e.g., the gap between
our work and MoE on SBERT is 0.68 points.

Method [ QQP | QNLI | MRPC | Avg.

SBERT-BERT-Base

SBERT | 80.44 | 68.51 | 80.13 | 76.36
+MoE 81.60 | 76.91 | 83.08 | 80.53
+MixSP | 82.29 | 78.21 | 83.21 | 81.24
SimCSE-BERT-Base

SimCSE | 81.37 | 74.53 | 77.83 | 77.91
+FT 82.55 | 72.40 | 81.48 | 78.81
+MoE 81.66 | 79.36 | 82.54 | 81.19
+MixSP | 82.08 | 80.14 | 82.32 | 81.51
DiffAug-BERT-Base

DiffAug | 81.90 | 74.17 | 78.08 | 78.05
+FT 81.39 | 69.11 | 81.30 | 77.27
+MoE 81.33 | 78.64 | 82.63 | 80.87
+MixSP | 81.85 | 80.11 | 82.40 | 81.45

Table 3: The AUC score of binary text classification on
three standard datasets.

5.3 Why Does MixSP Work?

In this experiment, we explain why our method
outperforms previous works based on two metrics:
(i) the overlap area in sentence embedding and (ii)
the upper-range and lower-range alignment scores.
Reduced Upper-Lower Ranges Overlap. As dis-

cussed in the introduction (Figure 1), MixSP pro-
duces the smallest upper-lower ranges overlap com-
pared to FT and MoE. In this subsection, let us
examine how this quantity relates to the overall,
upper-range, and lower-range raking performances
shown in Figure 3. Results are reported as the av-
erage over the three STS datasets used in the main
experiment. For the full results, please refer to
Table 9 in the appendix section. As can be seen,
MixSP exhibits the smallest overlap compared to
competitive methods. Figure 3a shows that we de-
crease the overlap from 0.360 (SimCSE) and 0.281
(MoE) to 0.265. Regarding the overall ranking
performance, MixSP provides the highest SRC.

Ranking improvement in upper-range and
lower-range classes. Figures 3b and 3c provide an
insight into the ranking performance within each
class. We can see that MixSP is also the best per-
former regarding the upper-range and lower-range
ranking. Interestingly, Figures 3b and 3c show con-
trasting results for FT regarding upper-range and
lower-range classes ranking performances. Com-
pared to the SimCSE baseline, FT provides a perfor-
mance drop for the upper-range class and a perfor-
mance increase for the lower-range class. One pos-
sible explanation comes from our hypothesis that
the upper-range and lower-range samples differ lin-
guistically. Since the lower-range class dominates
the datasets, familiarizing the model with an STS
dataset helps improve the lower-range ranking but
detriments the upper-range ranking performance.
Another valuable insight obtained from this anal-
ysis is the performance gap between upper-range
and lower-range classes. All methods exhibit an
upper-lower range performance difference of at
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least 31.51 points. This insight suggests that more
research attention should be dedicated to improving
upper-range raking performance.

Summary. The space decomposition mechanism
in MixSP produces the smallest upper-lower ranges
overlap and obtains the best raking performance
overall, as well as the individual cases of upper-
range and lower-range classes. These results high-
light the benefits of dividing the samples into
upper-range and lower-range classes with the assis-
tance of the routing network and specialized pro-
jectors. Our analysis also shows the ranking per-
formance gap between the upper-range and lower-
range classes. This insight suggests where the re-
search attention should be dedicated to improving
the STS ranking performance.

5.4 Ablation Study

In this study, we analyze our framework’s perfor-
mance and design choice, including the routing
network, specialized projectors, and training ob-
jectives. In addition, we use SImCSE+MixSP as
our baseline. The analyses of each component are
presented as follows.

Method | BERT-Base
MixSP | 8539
Routing network

Using only hy; for the routing network 11.39
Using hy and hy, for the routing network 11.30
Removing Lf J1.10
Specialized projectors

[0,4), [4,5]—[0,1), [1,2), [2,3), [3,4), [4,5] 10.73
[0,4), [4,5]—1[0,3), [3,5] 10.92
[0,4), [4,5]—[0,2), [2,5] 11.09
Argmax— Weighted-average pooling J1.31
Training objectives

BCE—Contrastive learning 13.43
BCE—Cosine similarity 11.79

Table 4: The design choice of our framework. We eval-
uate the average STS score across three STS datasets.
— is replacing the left method with the right method.

Routing network. As presented in Table 4, the
best setting of the routing network is the default set-
ting (our decomposition embedding space setting).
For example, we found performance decreases by
1.10 points when removing the classification loss
(Lcir). This outcome underscores the importance
of having a supervised signal for the router in con-
trast to the MoE, which lets the attention module
automatically decide how to route. Altering the
default setting, which is designed based on the de-
sired property and linguistic observation, harms the
model’s performance in all cases.

Specialized projectors. Table 4 shows a consis-
tent decline in the STS score when we change from
the default range, [0,4) and [4,5], to other ranges.
Specifically, when changing from the default range
to five ranges, there is a noticeable drop in perfor-
mance by 0.73 points. In addition, when projector
representations are combined through weighted-
average pooling similar to MoE, the results de-
crease by 1.31 points. This trend highlights the
effective representation achieved using two projec-
tors separately to sufficiently capture upper-range
and lower-range samples.

Training objective. One of the key successes of
MixSP is the training objective. In this study,
we changed from binary cross-entropy to well-
established supervised training objectives, such
as contrastive learning and cosine similarity. As
shown in Table 4, the experimental results demon-
strate that using the default training objective yields
the best STS score. While contrastive learning
demonstrated a reasonable performance in compet-
itive methods, it adversely impacted the model’s
performance more than any other setting. This
is because contrastive learning combines negative
representations produced from different specialized
projectors through a mini-batch negative sample.
Mixing both representations from upper-range and
lower-range projectors in the training step only cre-
ates confusion between the two classes, deteriorat-
ing the model’s performance. The experimental
result from Argmax— Weighted-average pooling
conforms with this analysis.

5.5 Vanilla Vs. End-to-End Routing Networks

A common technique to separate two classes (i.e.,
upper-range and lower-range classes) is training a
sequence text classification with a PLM (Devlin
et al., 2019), while our work trains the routing net-
work simultaneously with the representation learn-
ing (the end-to-end manner). In this study, we
evaluate the effectiveness of our routing network
compared to the vanilla text classification model on
three STS benchmarks. Table 5 demonstrates that
training a text classification in an end-to-end man-
ner outperforms the vanilla model in all metrics.
This is because our routing network’s training ob-
jective Lcy receives the benefit from the Lgy loss
by dynamically adjusting gradients alongside repre-
sentation learning, thereby enhancing classification
performance. This result confirms that training the
group classification in an end-to-end manner sur-
passes the performance of the two-stage paradigm.
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Model

End—to—end
Vanilla

BIOSSES | CDSC-R(Val) | CDSC-R(Test) | Av.

95.50 88.80 86.95 90.42
94.00 82.60 82.40 86.33

Table 5: The accuracy score of our routing network
(end-to-end) compared to a vanilla text classification
model on three STS benchmarks.

5.6 Tuning Time and Memory Requirements

Table 6 compares the original SimCSE and three
competitive tuning methods in terms of the number
of parameters, tuning time, GPU memory consump-
tion (during tuning), and the SRC score. Since FT
does not introduce any new component, it has the
shortest tuning time and consumes the smallest
GPU memory. MoE and MixSP incur substantially
higher costs than FT, which are comparable to each
other, while MixSP provides the highest perfor-
mance uplift among the three tuning methods.

Method [#Params| Tuning time|GPU memory[SRC Avg.

SimCSE| 110M - - 69.73
+FT 110M 83 sec. 5.606 MBs 72.04
+MoE 133M 182 sec. 8,352 MBs 81.09
+MixSP| 145M 198 sec. 8,390 MBs 85.39

Table 6: The number of parameters, training time, GPU
memory usage, and the average Spearman’s rank cor-
relation (SRC) score from Table 1. We use the same
training data, learning rate, epoch, and batch size for the
competitive methods and ours.

6 Conclusion

In this paper, we proposed a novel embedding space
decomposition method called MixSP, a mixture of
specialized projectors. We challenge the common
practice in treating STS scores from a continuous
paradigm [0,5] to embedding space decomposition
for lower-range [0,4) and upper-range [4,5] classes.
Our experiments highlight that MixSP outperforms
competitive methods in the average cases of STS
and zero-shot benchmarks. We also discuss the
improvement of our method, design choice, and in-
ference speed to emphasize the effectiveness of our
framework. The embedding space decomposition
is the promising paradigm for sentence embedding.

7 Limitation

Since our method incorporates a learnable module
for enhancing sentence embeddings, MixSP’s pa-
rameter increases from 110 million to 145 million
parameters, as shown in Table 6. In addition, the
training time and memory usage of our method are
also higher than competitor methods. However,

regarding performance, our method outperforms
competitors in all cases.
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A Appendix

A.1 Competitive Method Implementations

As stated in Section 4.1, we compare our method
with two competitive methods, such as +FT and
+MOoE. We explain in more detail about the imple-
mentation and differences between our work and
competitive methods as follows:

* +FT [No Space Decomposition]: First, we mod-
ify the model architecture to conform with the
learning process described in Sentence Trans-
formers (Reimers and Gurevych, 2019). Then,
for fine-tuning, we utilize the cosine similarity
loss function to train the model, comparing pre-
dicted and ground truth similarity scores. The
final result is a model that takes pairs of sen-
tences and outputs similarity scores for STS. FT
treats the entire STS score range [0,5], provid-
ing a contrast to our method, which separates
the ranges [0,4) and [4,5].

* +MoE [Soft Selection]: First, we utilize the
standard cross-encoder architecture (Reimers
and Gurevych, 2019). Second, we modify the
model to incorporate the MoE technique (Zhou
et al., 2022b) and train the model using the BCE
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Dataset 4-gram similarity | 5-gram similarity | 6-gram similarity

STS12 0.1168 0.1059 0.0968
STS13 0.0147 0.0086 0.0048
STS14 0.1492 0.1416 0.1876
STS15 0.0675 0.0611 0.0546
STS16 0.0066 0.0040 0.0024
SICK-R 0.0242 0.0160 0.0100
STS-B 0.0258 0.0188 0.0148
BIOSSES 0.0001 - -

CDSC-R (validation set) - - -

CDSC-R (test set) - - -

Table 7: The comparison of N-gram similarity between the STS-B training set and other STS corpora.

loss function to compare predicted and ground
truth similarity scores. Similar to FT, we obtain
a model that accepts a sentence pair and out-
puts a similarity score as the final result. While
MOoE decomposes the embedding space using
multiple experts, they combine outputs using
weighted average or soft-selection. In contrast,
MixSP performs a hard selection on the out-
put, utilizing only one output representation at a
time.

A.2 Data Leakage

In this study, we demonstrate the data leakage in
STS-B and standard STS benchmarks. We found
that STS-B has a high n-gram overlap with the
test data (STS 12-16, SICK-R, and STS-B test set).
This is because STS-B comprises samples from
STS datasets between 2012 to 2016, as stated on
the STS-B’s website 2. In addition, we also con-
ducted an n-gram overlap analysis and found a
high Jaccard similarity compared to other datasets,
as shown in Table 7. Therefore, we need to omit
the high word-overlap dataset from our main ex-
perimental results. Our experimental results only
consisted of the CDSR-R and BIOSSES datasets.

A.3 Seven Standard STS Datasets

In this study, we evaluate the effectiveness of our
method and competitive methods on the traditional
seven benchmarks. Note that all models were
trained on STS-B training data. However, we no-
tice that using the STS-B as the training data might
cause data leakage, as discussed in Appendix A.2.
Thus, we did not include these results in the main
paper.

As shown in Table 8, our method outperforms
competitive methods on the average score. We
observe performance improvements compared to

https://ixa2.si.ehu.eus/stswiki/
stswiki/index.php/Special:Random.html

base encodes in all cases for all methods. Moreover,
we also notice the performance gap in SBERT on
the main table (Table 1) and seven standard STS
datasets. This is because the data leakage setting
and SBERT seem to find a shortcut in this setting.
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Method | STS12 | STSI13 [ STS14 [ STS15 | STS16 | STS-B | SICK-R | Avg.

SBERT as the base encoder
SBERT 72.51 87.16 84.32 85.26 79.65 82.67 73.37 80.71
+MoE 80.71 87.89 89.88 90.83 83.75 86.14 75.01 84.89
+MixSP 79.99 89.47 89.99 90.89 84.59 87.27 76.23 85.49
SimCSE as the base encoder
SimCSE 75.30 84.67 80.19 85.40 80.82 84.25 80.39 81.57
+FT 79.15 89.44 89.33 90.46 83.50 87.04 80.40 85.39
+MoE 79.38 89.02 89.80 91.35 83.38 86.34 76.43 85.10
+MixSP 81.08 89.74 90.41 91.27 84.16 87.18 75.86 85.67
DiffAug as the base encoder
DiffAug 76.92 85.17 80.81 86.91 82.52 84.32 80.27 82.42
+FT 77.30 89.56 87.77 88.54 82.02 85.36 78.94 84.21
+MoE 80.18 88.74 90.25 91.48 83.63 86.29 76.19 85.25
+MixSP 80.88 88.89 89.64 91.46 84.53 87.00 75.88 85.47

Table 8: Spearman’s rank correlation on the seven STS benchmarks (Cer et al., 2017; Marelli et al., 2014; Agirre
etal., 2012, 2013, 2014, 2015, 2016). All models were implemented on BERT-Base.

BIOSSES CDSC-R(Val) CDSC-R(Test) Avg.
Upper | Lower [ Overlap | Upper [ Lower | Overlap | Upper | Lower | Overlap | Upper | Lower | Overlap

SimCSE | 66.34 | 27.51 0.414 56.92 | 30.47 0.292 53.78 | 24.53 0.374 59.01 | 27.50 0.360
+FT 74.12 | 25.22 0.234 55.79 | 29.89 0.295 53.75 | 20.52 0.385 61.28 | 25.21 0.305
+MoE 74.21 | 34.36 0.238 75.97 | 45.08 0.281 79.42 | 23.65 0.324 | 76.53 | 34.37 0.281
+MixSP | 80.06 | 36.27 0.201 79.57 | 44.69 0.280 | 83.44 | 27.83 0.314 | 81.02 | 36.26 0.265

Model

Table 9: Spearman’s rank correlation on the STS benchmarks where Upper is upper-range samples: STS € [4, 5],
Lower is lower-range samples: STS € [0,4), and Overlap is the overlap area between [0, 4) and [4, 5].
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