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Abstract

Large language models (LLMs) exhibit out-
standing performance in machine translation
via in-context learning. In contrast to sentence-
level translation, document-level translation
(DOCMT) by LLMs based on in-context learn-
ing faces two major challenges: (1) docu-
ment translations generated by LLMs are of-
ten incoherent; (2) the length of demonstration
for in-context learning is usually limited. To
address these issues, we propose a Context-
Aware Prompting method (CAP), which en-
ables LLMs to generate more accurate, cohe-
sive, and coherent translations via in-context
learning. CAP takes into account multi-level
attention, selects the most relevant sentences
to the current one as context, and then gener-
ates a summary from these collected sentences.
Subsequently, sentences most similar to the
summary are retrieved from the datastore as
demonstrations, which effectively guide LLMs
in generating cohesive and coherent transla-
tions. We conduct extensive experiments across
various DOCMT tasks, and the results demon-
strate the effectiveness of our approach, partic-
ularly in zero pronoun translation (ZPT) and
literary translation tasks.

1 Introduction

With the increasing scale of parameters and training
corpus, large language models (LLMs) have gained
remarkable abilities to handle a variety of tasks via
in-context learning (Li et al., 2023a; Wang et al.,
2023b), which allows language models to perform
tasks with a few given demonstrations and human-
written prompts as context. One particular area
where LLMs have shown outstanding potential is
machine translation (MT) (Moslem et al., 2023;
Zhang et al., 2023a,b; Gao et al., 2024). However,
most existing studies (Zhu et al., 2024) have fo-
cused on sentence-level translation, which makes
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LLM-based document-level machine translation
underexplored (Wang et al., 2023a; Li et al., 2024).
To bridge this gap, we adapt LLMs to document-
level machine translation (DOCMT) in this paper.

As a complex task different from sentence-level
translation, one major challenge of DOCMT with
LLMs is that the length of demonstrations for
in-context learning is limited. For sentence-level
MT, Agrawal et al. (2023) and Zhang et al. (2023a)
show that using 32 or more randomly sampled bilin-
gual parallel sentence pairs as prompts can effec-
tively enhance the translation abilities of LLMs.
However, for DOCMT, the length of the text seg-
ments to be translated or to be used as demonstra-
tions inherently increase (Zeng et al., 2024). Conse-
quently, the limited input window of large language
models poses a significant obstacle (Pawar et al.,
2024; Tang et al., 2023). Unlike sentence-level
translation, the constraints of DOCMT hinder the
seamless integration of such demonstrations. More-
over, the lengthier nature of document-level inputs
exacerbates issues related to inference speed. As
the length of the demonstrations increases, the com-
putational resources required for processing also
escalate, potentially impeding real-time translation
capabilities.

Previous efforts to DOCMT with LLMs, e.g.,
the method presented in (Wu et al., 2024), involve
fine-tuning LLMs using two strategies: Parameter-
Efficient Fine-Tuning and Full Parameter Fine-
Tuning. Such a framework may not be able to
sufficiently overcome the limitation of the length
of demonstration for in-context learning in LL.Ms.
And it also reveals a significant issue: context-
independent translations, which can result in
translations that lack coherence and disambigua-
tion (Zhang et al., 2022a; Macé and Servan, 2019).

To address these issues, we propose a novel
method called CAP, which stands for Context-
Aware Prompting. It consists of three essential
steps. Firstly, by combining token- and sentence-
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level attention scores, we obtain sentences with the
highest sentence-level attention scores as context
for each sentence. This step facilitates LLMs in
generating coherent translations. Secondly, to ad-
dress the limitation of the length of demonstration
for in-context learning in LL.Ms, we summarize
the context and retrieve parallel sentences from the
datastore, which are most similar to the generated
summary. Finally, we use the retrieved example
pairs as demonstrations, prompting LLMs to pro-
duce document translations.

In summary, the contributions of this work are
as follows:

* We investigate document-level translation via
LLMs. Specially, we explore linguistic phe-
nomena in document-level translation with
LLMs, such as ZPT.

* We propose a novel method, CAP, to enable
LLMs to perform accurate and coherent trans-
lation via in-context learning. Our method
addresses the issue of translation coherence
deficiency by employing a dynamic context
window and resolves the limitation concern-
ing the length of demonstration for in-context
learning by summarizing the context.

* To demonstrate the effectiveness of our
method, we conduct experiments on various
DOCMT tasks. Experimental results show
that our method significantly outperforms the
baselines, especially for the ZPT task.

2 Related Work

Document-Level Machine Translation In recent
years, numerous approaches have been proposed
for DOCMT (Maruf et al., 2022; Lei et al., 2022;
Zhang et al., 2022b; Tan et al., 2022; Zhang et al.,
2020b). These studies could be further roughly cat-
egorized into two groups. Studies of the first group
extend the source-side context from a sentence to
the local context of few sentences (Tan et al., 2021;
Lyuetal., 2021; Xu et al., 2021). Studies of the sec-
ond group have focused on document-to-document
(Doc2Doc) translation. The initial exploration of
Doc2Doc NMT has involved concatenating mul-
tiple sentences into a single unit (Ma et al., 2020;
Zhang et al., 2020a; Tan et al., 2019). Recent stud-
ies have successfully trained vanilla Transformer
models for Doc2Doc translation by leveraging ei-
ther large augmented datasets (Lupo et al., 2022;
Sun et al., 2022) or pre-trained models (Yang et al.,

2021). Additionally, some latest work has achieved
the truly Doc2Doc translation by enhancing the at-
tention mechanism in the Transformer model (Bao
et al., 2021; Li et al., 2023b).

Translation Oriented LLMs LLMs have
demonstrated remarkable proficiency across a wide
range of NLP tasks (Scao et al., 2022; Touvron
et al., 2023; Sun and Xiong, 2022; Min et al., 2024;
Wei et al., 2022). Recent research has shown that
in-context learning can significantly enhance their
performance when following general language in-
structions. Specifically, there is a growing body
of work exploring the translation capabilities of
LLMs (Lu et al., 2023; Zhang et al., 2023a; Hendy
et al., 2023). However, it is important to note that
these efforts have primarily focused on sentence-
level machine translation and have not delved into
DOCMT (Wu et al., 2024). Latest noteworthy stud-
ies in DOCMT are conducted by Wu et al. (2024)
and Wang et al. (2023a). Wang et al. (2023a) inves-
tigate the document-level translation capabilities
of GPT-3.5-TURBO, making it the most closely
related work to ours that explores the DOCMT abil-
ity of LLMs. Wu et al. (2024) explore fine-tuning
LLMs using two strategies: Parameter-Efficient
Fine-Tuning and Full Parameter Fine-Tuning, to en-
hance the DOCMT ability of LLMs. Such a frame-
work may not be able to sufficiently overcome the
limitation of the length of demonstration for in-
context learning in LLMs. We observe that the
existing translation-oriented LLMs tend to struggle
with effectively translating sentences in the middle
and ending of a document. Existing methods that
explore DOCMT with LLMs are rarely considering
the issues of (1) the length limitation of demonstra-
tions for in-context learning and (2) maintaining
coherence and resolving ambiguities. In this work,
we mainly concentrate on mitigating the length
limitation of in-context learning for DOCMT and
addressing the issues of incoherence and ambiguity
in DOCMT with LLMs.

3 CAP: Context-Aware Prompting

In this section, to address the challenges associated
with utilizing LLMs for DOCMT via in-context
learning, we propose a Context-Aware Prompting
method.

As shown in Figure 1, our approach consists
of three steps. Firstly, we take into consideration
multi-level attention, subsequently opting for the
sentences with the highest sentence-level attention
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sent8 sent8
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/
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Related <src_lang> - <tgt_lang> sentence pair:
<example x;><example y;>, ..., <example_x>
<example yy>

Instruction: Given the above demonstrations,
translate the following <src_lang> to <tgt_lang>:
<sent8>
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'\ Output: <summary>
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<example y,>
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Figure 1: Diagram of the proposed CAP. It consists of three essential steps. (1) Dynamic Context Window: selecting
context by sentence-level attention scores; (2) Summarize and Retrieve: summarizing the context and retrieving
parallel sentences from the datastore, which are most similar to the summary; (3) Inference: with parallel sentences
serving as demonstrations, the LLM translates the input text via in-context learning.

scores as the context. Secondly, we input the con-
text into an LLLM to obtain its summary, then re-
trieve K example pairs from the datastore, which
are most similar to the summary. Thirdly, we use
the retrieved example pairs as demonstrations in
the prompt, guiding the model to generate accu-
rate and coherent translations through a few-shot
approach.

3.1 Dynamic Context Window

In the context of document-level translation for
LLMs, issues of incoherence and disambiguation
may arise, leading to context-independent transla-
tions. In order to address this problem, we propose
a Dynamic Context Window as a solution. By ex-
tracting the most attended context surrounding the
current sentence, it facilitates the model in generat-
ing accurate and coherent translation outputs.
Initially, we meticulously devise a method for
computing sentence-level attention. Specifically,
as demonstrated in Eq. (1), we extract the attention
weights from the final layer of the LLM, followed
by averaging across all attention heads to obtain the
token-token attention scores. Next, as illustrated in

Eq. (2), the maximum value of token-token atten-
tion scores between tokens in the current sentence
and tokens in all other sentences is computed as
the token-sentence attention score. Ultimately, as
shown in Eq. (3), the average of attention scores
between all tokens in the current sentence and other
sentences is calculated to derive the sentence-level
attention score.

H
1
attn; ; = Vi Z attn,’ij (D)
h=1

TSi s = max(attn;y),k € tokens(S) (2)
SS1s = avg(TS;s),1 € tokens(I) 3)

where T'S; g is the attention score of Token i and
Sentence S, SSyg is the attention score between
Sentence I and Sentence S. attnz j denotes the
attention score of the h-th head in the final trans-
former block, calculated between the i-th token
and the j-th token in the current document. H is
the number of attention heads in each transformer
block.
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After obtaining the sentence-level attention
scores, we extract the top IV sentences with the
highest sentence-level attention scores as dynamic
context, while maintaining their original sequential
positions within the document.

3.2 Example-Specific In-Context
Demonstrations Selection

Unlike sentence-level translation, the challenge in
utilizing LLMs for DOCMT arises from the con-
strained context length, as the length of the text
segments to be translated or used as demonstra-
tions inherently increases. To effectively address
these challenges, it is necessary to further process
the context and extract as much relevant informa-
tion as possible from the preceding sentences. We
then input this extracted context into an LLM to
generate a concise summary that encapsulates key
topics and information.

Subsequently, as shown in Eq. (4), we utilize
sentence-transformers (Reimers and Gurevych,
2020) to retrieve carefully designed example pairs
from a specified datastore. These examples are
selected based on their cosine similarity with the
embedding of the summary sentences, ensuring
that the retrieved examples exhibit semantic simi-
larity to the context and content of the document.

score(S, X) = cos(S, X) 4

where S, and X are the summary we obtained at the
preceding step and the example sentence in datas-
tore respectively. S and X are the embeddings of
S and X respectively.

By employing these selected examples as few-
shot demonstrations, we provide the LLM with a
more precise understanding of the document. This
approach not only enhances the model’s accuracy
in utilizing in-context learning for translation but
also contributes to enhancing the robustness of doc-
ument translation tasks.

3.3 Inference

We employ a prompt template, which is identical to
that utilized in (He et al., 2023). In this approach,
we integrate the retrieved example pairs from the
preceding step seamlessly into the prompt template,
which will then be input into the target LLM. This
strategic integration serves to guide the LLMs in
generating translations that exhibit enhanced cohe-
sion and coherence.

Following the translation process, we employ
a diverse set of evaluation metrics to thoroughly

assess the quality of the translations generated by
the LLM. This multifaceted evaluation allows us
to gain comprehensive insights into the effective-
ness and performance of the language models in
producing accurate and appropriate translations.

4 Experiments

In this section, we conducted extensive experiments
on various DOCMT tasks to examine the effective-
ness of the proposed method.

4.1 Setup

Datasets: We used OPUS-100' and news-
commentary-v15 as the datastore to retrieve the
in-context demonstrations on four language pairs.
To assess the effectiveness of our proposed method
on LLMs, we employed WMT22 newstest as the
test set. Following (Agrawal et al., 2023), we nor-
malized punctuation using Moses® and removed
sentence pairs with a source/target length ratio ex-
ceeding 1.5. To assess the accuracy of our method
in ZPT, we utilized the GuoFeng (Xu et al., 2022)
dataset, which covers five domains: movie subtitle,
Q&A forum, government news, web fiction, and
personal profile. To validate the capability of our
approach in guiding the model to generate more
cohesive and more coherent translations, we em-
ployed the WMT23 Literary Translation dataset,’
which comprises two test sets: an in-domain test
set and an out-of-domain test set. Additionally, we
used its training set to retrieve in-context demon-
strations.

Models: To compare the translation perfor-
mance of LLMs using our method, we compared
against the following three encoder-decoder based
strong NMT models as baselines.

* MarianMT: A framework for translation mod-
els, using the same models as BART (Lewis
et al., 2020). In our experiment, each language
pair is associated with a distinct pre-trained
model.

e M2M100 (Fan et al., 2021): It is a multilin-
gual encoder-decoder model, which is pre-
trained on 100 languages and is capable of
translating 9,900 directions.

"https://opus.nlpl.eu/opus-100.php

Zhttp://www2.statmt.org/moses/

3https://www2.statmt.org/wmt23/literary-translation-
task.html
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Qwen-1.8B-Chat Qwen-7B-Chat Qwen-14B-Chat Qwen-72B-Chat
methods

de-en zh-en de-en zh-en de-en zh-en de-en zh-en
Zero-shot | 19.84 17.28 3421 24.02 3599 2637 3742 29.11
Random 17.58 15.12 3291 2358 3528 2642 37.55 28.40
BM25 17.70 14.92 3290 2354 3486 2590 3749  28.59
Similar 17.81 15.34 3343 2385 3529 2642 37.72 28.50
Precedent | 15.80 15.23 3449 23.65 3575 2649 38.01 29.15
Ours 18.56 15.51 3486 2434 36.57 26.77 38.14 29.32

Table 1: Document-level BLEU scores of variants of the Qwen chat version LLM, employing different prompt

strategies, on the WMT22 newstest dataset.

* NLLB (Costa-jussa et al., 2022): It is a neu-
ral multilingual machine translation model,
which supports translation between any pair of
200 languages. There are numerous variants
of it, and the one utilized in our experiments
is NLLB-3.3B.

To evaluate the translation abilities of LLMs, we
utilized LLMs that are tuned with SFT, as they can
follow instructions to generate translations. Hence,
we chose the following two LLMs, which support
both Chinese and English and have undergone in-
struction tuning:

* Baichuan (Yang et al., 2023): It is trained on
a high-quality corpus with 2.6 trillion tokens
and has achieved the best performance in au-
thoritative Chinese and English benchmarks
of the same size.

* Qwen (Bai et al., 2023): It is pretrained on
over 3 trillion tokens, including Chinese, En-
glish, multilingual texts, code, and mathemat-
ics, covering general and professional fields.

Prompt Selection Strategies: To assess the ef-
fectiveness of the proposed method, we compared
our method against five prompt selection strategies:

e Zero-shot: Zero-shot is a powerful baseline.
Previous studies (Radford et al., 2019) show
that LLMs have excellent zero-shot abilities
in many NLP tasks, including reading com-
prehension, translation, and summarization.

* Random: This strategy randomly selects K
sentence pairs from the datastore as demon-
strations.

* BM25: It calculates the similarity between
translated sentences and sentences in the cor-
pus with BM25, and then selects top K sen-
tences with the highest similarity as demon-
strations.

e Similar: This method uses sentence embed-
ding similarity-based retrieval to select K
demonstrations (Moslem et al., 2023). In
our work, we used sentence-transformers
(Reimers and Gurevych, 2020) to implement
this method.

* Precedent: This approach guides large lan-
guage models in generating translations by
utilizing the preceding K sentences of the cur-
rent sentence within a document, along with
those translations generated in previous steps
as demonstrations.

For prompt selection experiments, we employed
models from four distinct sizes of the Qwen LLMs.
Meanwhile, for a trade-off between performance
and cost, we set K to 3.

Metrics: We employed a variety of metrics
to assess the quality of document-level transla-
tion generated by LLMs, including document-level
BLEU(d-BLEU), and ChrF2 using SacreBLEU for
document-level evaluation. For the ZPT task, we
employed accuracy to evaluate the precision of
zero pronoun translation. Additionally, we have
also evaluated document-level translation quality
with Blonde (Jiang et al., 2022), which is an au-
tomatic evaluation metric for document-level ma-
chine translation. More experimental results can
be found in Appendix A.

All experiments were performed on 4 NVIDIA
A100 GPUs.

4.2 Comparing Different Prompt Selection
Strategies

Experimental results are presented in Table 1. We
find that the prompt guidance constructed using
our approach yields the highest translation quality
across LLMs of different sizes, except for Qwen-
1.8B-Chat. We attribute this to the fact that small
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Methods de-en zh-en en-de en-zh

d-BLEU chrF2 d-BLEU chrF2 d-BLEU chrF2 d-BLEU chrF2
Encoder-Decoder

MarianMT 36.25 68.28 22.15 58.60 30.99 58.29 27.08 24.89

M2M100-1.2B 35.11 66.86 17.32 49.15 31.13 67.51 28.45 26.13

NLLB-3.3B 36.35 67.74 25.48 60.03 34.08 69.23 24.03 23.02

LLMs

Baichuan-7B-Chat 33.59 68.32 25.06 60.70 20.87 63.08 33.34 33.57

Baichuan-13B-Chat 33.62 68.83 26.02 64.91 22.32 64.83 36.30 33.94

Qwen-7B-Chat 34.86 68.84 24.34 62.57 24.01 64.72 36.59 33.67

Qwen-14B-Chat 36.57 70.00 26.77 64.24 29.36 67.88 42.28 37.85

Qwen-72B-Chat 38.14 70.44 29.32 65.43 31.48 68.11 46.80 40.90

Table 2: Document-level BLEU and chrF2 scores of models with different architectures on four language pairs from

the WMT22 newstest dataset.

methods 1.8B 7B 14B  72B

Zero-shot  29.29 36.00 3830 36.53
Random  27.81 38.59 37.55 38.13
BM?25 28.13 3745 3794 37.95
Similar 29.14 3749 3793 37.39
Precedent 2991 42.02 4045 39.07
Ours 32.58 42.13 41.87 41.65

Table 3: ZPT accuracy of various variants of the Qwen
chat version model on the GuoFeng dataset. 1.8B, 7B,
14B, and 72B represent the model sizes. We computed
the average accuracy across five domains for the model.

models often struggle to extract meaningful con-
text.

Additionally, in the same few-shot experimental
setup, the translation quality of selecting demon-
strations based on sentence embedding similarity
surpasses that of the random approach. This is also
corroborated in (Agrawal et al., 2023). Addition-
ally, we observe experimental results consistent
with (Radford et al., 2019), indicating that the qual-
ity of generative outputs guided in a “Zero-shot”
method is generally superior to those generated
through “Random” selection or “Similarity-based”
selection in a few-shot method.

We observe that “Precedent” serves as a strong
baseline and exhibits a similar performance trend
to our method: when the model size is too small,
it struggles to produce high-quality translations.
As noted by Agrawal et al. (2023), the quality of
demonstrations in prompt is crucial for translation
performance. Therefore, we attribute this to the
cumulative effect of low-quality translations pro-
duced by small models, which leads to progres-
sively worse translations.

Experiment results suggest that as the model
size increases, our method continues to effectively
guide LLMs in generating high-quality translations.
This also demonstrates the universality of our ap-
proach.

4.3 Comparing with Traditional NM'T Models

We compared our method against traditional NMT
models. As shown in Table 2, the results show that
when the model size is large enough, the translation
abilities of LLMs comprehensively exceed those of
dedicated translation models. This is observed ex-
cept in the en-de language pair, where we attribute
the discrepancy to the insufficient understanding of
the German language by the Baichuan and Qwen
models, primarily trained on Chinese and English
corpora. Specifically, in the en-zh translation direc-
tion where Baichuan and Qwen excel, the transla-
tion results of LLMs significantly surpass those of
specialized models.

Moreover, our experiments reveal interesting in-
sights into the impact of model size on translation
performance. As expected, larger LLMs, such as
Qwen-72B-Chat, consistently outperforms smaller
counterparts across various language pairs and eval-
uation metrics. This trend demonstrates the impor-
tance of model scale in harnessing the full potential
of LLMs for translation tasks.

However, the most striking finding is the com-
petitive performance of small LLMs, particularly
those with parameters in the 7B to 14B range. De-
spite their smaller size compared to their larger
counterparts, these models exhibit translation ca-
pabilities on par with or even outperforming dedi-
cated translation models. This suggests that with
an appropriate prompt strategy, small LLMs can
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methods Qwen-1.8B-Chat Qwen-7B-Chat Qwen-14B-Chat Qwen-72B-Chat
testO1 test02  testOl test02 testOl  test02  testOl  test02
Zero-shot | 13.77 8.93 19.33 14.09 2143 15.52 2296 16.61
Random 12.90 8.24 18.82 1421 21.03 1546 2194 16.68
Similar 12.48 7.96 1948 14.13 21.02 1524 21.67 17.55
Ours 14.81 9.95 19.65 14.73 21.56 1587 23.10 17.85

Table 4: Document-level BLEU scores on the WMT literary translation dataset, which includes two test sets, namely
“test01” and “test02”. “test01” and the datastores are within the same domain, while “test02” is in a different domain

from the datastores.

offer a cost-effective solution for translation tasks.

Our method has improved document translation
performance on different LLMs, further verifying
the robustness of our method. This underscores the
generality and efficiency of our approach in lever-
aging LLMs for translation tasks across diverse
domains and languages.

4.4 Analyzing the Effectiveness on ZPT

The increasing interest among researchers in ZPT
can be attributed to its increasing complexity and
significance within the field of language transla-
tion. ZPT involves the intricate task of proficiently
addressing the omission of zero pronouns in the
source language text when it undergoes translation
into the target language. The primary aim is to
ensure the meticulous restoration or expression of
these omitted pronouns in the translated output,
thereby upholding linguistic accuracy, fluency, and
contextual consistency.

To assess the effectiveness of our proposed
method in the context of the ZPT task, a series
of experiments were conducted on the comprehen-
sive GuoFeng dataset. Experimental results are
displayed in Table 3. Remarkably, across models
of varying sizes, a discernible enhancement in ZPT
accuracy is consistently observed when compared
to the baseline performance. It is noteworthy, how-
ever, that the relationship between the model size
and the accuracy of ZPT is not characterized by
continuous improvement. This phenomenon can
be ascribed to the realization that a high overall
translation quality of the model does not necessar-
ily translate into a proportionate increase in accu-
racy specifically related to ZPT. Additionally, we
found that the “Precedent” method outperforms
similarity-based prompt selection strategies, indi-
cating the importance of contextual information
in the ZPT task. Our approach, which considers
dynamic contextual information, effectively cap-
tures relevant context while filtering out irrelevant

information. As a result, our method demonstrates
superior performance in the ZPT task.

Hence, it becomes evident that a mere augmen-
tation of the model size does not suffice for the
improvement of ZPT accuracy. Consequently, the
exploration and adoption of more effective meth-
ods become imperative in the pursuit of advancing
the state-of-the-art in this domain.

4.5 Analyzing the Effectiveness on Literary
Translation

The significant challenges for translating literary
works include entity consistency, anaphora resolu-
tion, and lexical choice (Matusov, 2019). Literary
works exhibit longer contextual spans compared
to texts in other domains, such as news articles.
Therefore, LLMs must possess the ability to model
distant contexts in order to learn translation con-
sistency and appropriate lexical choices. Our ap-
proach, by focusing on the context relevant to the
current sentence and subsequently summarizing
the context, is able to encapsulate more contextual
information within a limited-length prompt. To
validate whether our method can guide the model
to generate more consistent translations, we con-
ducted experiments on the WMT23 Literary Trans-
lation dataset.

The experimental results are presented in Table
4. We observe consistent improvements of our
approach over the baseline method, both on in-
domain and out-of-domain test sets. Consistent
with the above experimental results, the strategy of
simply using sentence embedding similarity to se-
lect demonstrations often performs even worse than
random selection. This implies that a straightfor-
ward prompt selection strategy based on similarity
is not suitable for challenging tasks like literary
translation. However, our method is able to effec-
tively extract contextual information, thereby guid-
ing LLMs to generate higher-quality translations,
specifically achieving better entity consistency.
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Attention Patterns

Chinese—English sentence pair: <ffijél, B, 198254, XFiEt, RELRARPIXRELR., EBERPAZAZREXEHRRERET, FULE a4
HTTAXNERARNES, OETEFARSEARTFEENXE, EALRESBEREZHEZ IR LLART SRIEXMNEAR L. ELELRAREEAX
MRRBEIHEFARIMBARA . B2017FEE, —EHEILRAFEPXAEHK. ><Lu Yin, male, born in 1982, holds a doctorate degree in literature and is currently

an associate professor at Peking University's Department of Chinese Language and Literature. He studied abroad at Kyoto University Graduate School of Arts and Sciences

in Japan during which may have conducted related academic research and study. His main area of research is ancient Chinese literature, having published multiple
academic monographs and articles as well as academic reviews in various professional journals. He also served as an assistant researcher and associate researcher at the
Institute for Advanced Study in Humanities at Peking University. Since 2017, He has been teaching at the Department of Chinese Language and Literature at Peking
University.>Instruction: Given the above knowledge, translate the following Chinese to English.Chinese:2008-2009%8), £ BAREPAZE KFRXFMARTIFFE . English
:Between 2008 and 20091 he visited Kyoto University Graduate School of Arts and Sciences in Japan.

Figure 2: Average attention scores of the final layer of the Qwen-14B-Chat model. The darker the color, the higher
the attention score assigned to that token. It is noteworthy that the model attends to “f1” (meaning “he” in English)
from the examples we extract when generating “he”. Our examples successfully help the model in translating the

zero pronoun “ftfl”” (meaning “he” in English).

methods de-en zh-en
w/o DCW 3584 26.03
max = avg 36.05 26.38
Ours 36.57 26.77

Table 5: Ablation study on the de-en and zh-en WMT22
newstest dataset.

5 Analysis

In this section, we conducted experiments to further
analyze the effectiveness of our approach.

5.1 Ablation Study

To verify the effectiveness of various factors on our
method, we further compared our method with the
following variants and present the results in Table
5:

(1) w/o DCW. In this variant, we directly used
a Fixed Context Window to select the context.
Specifically, we utilized the preceding and subse-
quent two sentences of the current sentence as the
context. As reported in Table 5, this variant dramat-
ically decreases performance on two language pair
test sets. It reveals the significance of dynamically
selecting context through attention scores.

(2) max = avg. In this variant, we replaced the
max function with the average function in Eq. (2).
From Table 5, we can observe that this variant
performs worse than our method. It demonstrates
the effectiveness of our approach in computing the
sentence-level attention score.

5.2 Visualization

In order to explain why our approach successfully
translates omitted zero pronouns in Chinese, we ex-
tracted the attention weights from the final layer of
the Qwen-14B-Chat model and visualized it using

appropriate tools.* As illustrated in Figure 2, we
observe that when the model attempts to translate
the zero pronoun “He”, it exhibits greater atten-
tion to the subject in the context and the associ-
ated information about the subject. The visualized
results reflect the effectiveness of our approach,
showcasing its ability to capture relevant contex-
tual information and guide the model in generating
accurate and coherent translations. This indicates
that our approach involves more than merely trans-
lating words at the surface level; rather, it entails
translating based on a profound comprehension of
sentence structure and context, thereby offering
guidance and support for the model to generate
more precise translations, thereby demonstrating
the effectiveness of our method.

5.3 Case Study

In order to assess the precision of ZPT across var-
ious methods in the ZPT task, a comprehensive
case study was undertaken. As illustrated in Ta-
ble 6, it is observed that the ‘“Zero-shot”, “Ran-
dom”, and “Similar” methods exhibit inaccuracies
in translating omitted zero pronouns in Chinese.
Conversely, our approach demonstrates proficiency
by accurately translating the omitted zero pronouns
as “His”. This success can be attributed to the
method’s adeptness at extracting relevant contex-
tual information, enabling the model to deduce the
omitted zero pronouns effectively.

In summary, our method stands out in its ca-
pacity to extract valuable contextual information,
guiding the model towards generating translations
that are not only more accurate but also more cohe-
sive and coherent. Further examples and elaborate
experimental results are available in Appendix B
for reference.

*https://github.com/alan-cooney/Circuits Vis
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Source FENFEFRRBITRE - MEAZEESBREEREIIRIIE.

Reference  His research fields primarily concentrate on Media Big Data Computing, Network
Multimedia and Cross-Media Intelligence, etc.

Zero-shot  Our research focuses on media big data computing, network multimedia, and cross-media
intelligence.

Random My main research works involve media big data computation, network multimedia and
cross-media intelligence.

Similar The main research areas include media big data computing, network multimedia and
cross-media intelligence.

Ours His main research focuses on media big data computation, network multimedia, and

cross-media intelligence.

Table 6: A Case Study on the translation of Qwen-14B-Chat with various prompt selection strategies. Red text
denotes incorrect translations of Zero Pronoun while blue text indicates accurate translations.

6 Conclusion

In this paper, we have presented a novel approach
that guides the model to generate more accurate,
cohesive, and coherent document-level translations
via in-context learning. By selecting relevant con-
texts using our carefully designed method, we can
extract topic information from the context sum-
maries. These summaries serve as a guide for se-
lecting the most beneficial examples from the datas-
tore to enhance the in-context learning procedure of
LLMs, hence mitigating the length limitation issue
of in-context learning for DOCMT. Experimental
results on various benchmarks demonstrate the ef-
fectiveness of our approach, particularly in ZPT
and literary translation tasks, where our method
outperforms the baseline significantly.

Limitations

By selecting better contexts and demonstrations,
we have effectively increased the ZPT accuracy and
BLEU score of DOCMT with LLMs via in-context
learning. We have validated the effectiveness of
our method using ZPT accuracy and BLEU score.
However, beyond the general BLEU and Blonde
metric, DOCMT encompasses challenges such as
coreference consistency. We also need to make
improvements to address these challenges. More-
over, we should also investigate the performance on
more language pairs, which we consider as future
work.

Yet another limitation in our work is the in-
creased computational demand. Since our ap-
proach necessitates the computation of dynamic
context and summarization of context, the compu-
tational load is slightly higher compared to the base-
line. We intend to explore more efficient document-

level machine translation methods in future work.
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source

reference  Is your automatic or manual? Are you sure that you deal with your clutch well?

zero-shot ~ Should I use manual or automatic, and have I got a good grip on it?

random Should we use manual or automatic methods to solve the problem? Have we grasped the
situation well?

similar Should I use manual or automatic control? Have I got a good grip on the distance and
angle?

ours Manual or automatic, have you determined the gear shift handle is in the correct position?

Table 7: A Case Study on the translation of Qwen-14B-Chat with various prompt selection strategies. Red text
denotes incorrect translations of Zero Pronoun while blue text indicates accurate translations.

Attention Pattern

Related Chinese-English sentence pair: <HER, BEAZZXEFRHBESLFTEHEIR. kK, ﬁ’é‘éﬁt’tilﬁﬁ#’ﬂgﬁﬁfﬂ@%?ﬁﬁﬁﬁgﬁ%‘., ><Bai Chong
-en is Freeman Professor of Economics and Dean at Tsinghua University's School of Economics and Management. He is also a Changjiang Scholar Chair Professor, as
well as a recipient of the National Outstanding Youth Foundation Award, from the Ministry of Education.>Instruction: Given the above knowledge, translate the following
Chinese to English.Chinese: 1983 F SRHERHX AR HF ¥+, HIRMWIRERXF¥E English: || 198 J‘m obtained a bachelor's degree in mathematics from China Science

and Technology University and won the Guo Moruo Scholarship.

Figure 3: Average attention scores of the final layer of the Qwen-14B-Chat model. The darker the color, the higher

the attention score assigned to that token.

A Additional Experimental Results

Qwen-7B-Chat Qwen-14B-Chat

methods de-en zh-en de-en zh-en
Zero-shot 46.88 35.15 50.01 38.27
Random 4647 3474 49.35 38.27
BM25 4594 34.63 49.37 38.00
Similar 46.36 34.77 49.72 38.82
Precedent 46.13 35.04 49.50 38.43
Ours 47.00 3520 50.23 38.90

Table 8: Blonde scores of Qwen chat LLMs, with differ-
ent prompt strategies, on the WMT22 newstest dataset.

In Section 4.2, we have employed only d-BLEU
and ChrF2 to evaluate translation quality. We use
Blonde scores here to further measure translation
quality.

Specifically, we evaluated the translation per-
formance of Qwen-7B-Chat and Qwen-14B-Chat
on the WMT?22 newtest test set using the Blonde
metric under different prompt strategies. Exper-
imental results, shown in Table 8, indicate that
our proposed method significantly outperforms the
baselines, demonstrating its effectiveness.

B Case Study and Visualization Analysis

In this section, we present more examples to further
validate our approach with case study and attention
visualization.

B.1 Case Study

As shown in Table 7, we provide another example
where in the original Chinese text, the subject “/X”
(you) is omitted due to language convention. In En-
glish, it should be correctly restored and translated
as “you”. We find that the ‘“Zero-shot”, “Random”,
and “Similar” methods all incorrectly recover zero
pronouns, whereas our method successfully recov-
ers the correct zero pronoun “you”. This demon-
strates that our method outperforms better than

baselines in ZPT.

B.2 Visualization

As illustrated in Figure 3, we observe that when
the model is tasked with translating “He”, it pre-
dominantly focuses on the subject of the context
and its associated information, encompassing en-
tities such as “F1 5% & and the designation “#{
52, This experimental result illustrates how our
approach guides LLLMs to generate more accurate
translations via in-context learning, thus proving
the effectiveness of our method.

10897



