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Abstract

Indian Sign Language has limited resources for
developing machine learning and data-driven
approaches for automated language processing.
Though text/audio-based language processing
techniques have shown colossal research inter-
est and tremendous improvements in the last
few years, Sign Languages still need to catch
up due to the need for more resources. To
bridge this gap, in this work, we propose iSign:
a benchmark for Indian Sign Language (ISL)
Processing. We make three primary contribu-
tions to this work. First, we release one of the
largest ISL-English datasets with more than
118k video-sentence/phrase pairs. To the best
of our knowledge, it is the largest sign language
dataset available for ISL. Second, we propose
multiple NLP-specific tasks (including Sign-
Video2Text, SignPose2Text, Text2Pose, Word
Prediction, and Sign Semantics) and bench-
mark them with the baseline models for eas-
ier access to the research community. Third,
we provide detailed insights into the proposed
benchmarks with a few linguistic insights into
the workings of ISL. We streamline the evalua-
tion of Sign Language processing, addressing
the gaps in the NLP research community for
Sign Languages. We release the dataset, tasks,
and models via the following website: https:
//exploration-lab.github.io/iSign/.

1 Introduction

As per the WHO estimate, about 63 million people
belong to the Deaf and Hard of Hearing (DHH)
community in India (WHO, 2016; Varshney, 2016).
Consequently, Indian Sign Language (ISL) is
widely used in the Indian subcontinent. More-
over, according to Ethnologue (2022) (a reference
publication documenting information about living
languages of the world), ISL is the world’s most
widely used sign language. However, there is a con-
siderable deficit of sign language interpreters, e.g.,
according to the Government of India organization

iSign Benchmark

Improving 
Evaluation Metrics

Consistent Human 
Evaluation

Improving Data Improving Models

With 5 tasks 
covering 3 standard 

sign language 
processing tasks 

and 2 added tasks 
for representation.

Providing validation 
of a small subset 

taken from the 
dataset.

Plan to incorporate 
more human 
validation.

With 118k 
translation pairs 
covering various 

topics.
Plan to increase the 

dataset size with 
newly added 

content.

Benchmarking the 
existing approaches 

with additional 
baseline built over 

pretrained text-
based Language 

Models.

Figure 1: iSign Benchmark: The proposed benchmark
for Indian Sign Language Processing.

Indian Sign Language Research and Training Cen-
ter (ISLRTC) (https://islrtc.nic.in/), there
are only 300 certified sign language interpreters in
India. NLP technologies can help in this case.

Similar to spoken languages, sign languages are
region-specific, for example, people in North Amer-
ica use American Sign Language (ASL), and peo-
ple in Germany use Deutsche Gebärdensprache
(DGS). Considerable efforts have been made to
develop technologies for automatically process-
ing sign language in other countries. However,
when it comes to ISL, very limited technological
advancements have been made; for example, there
is a lack of standard benchmarks for ISL, result-
ing in low development and a lack of compari-
son of Machine Learning (ML) based solutions for
ISL, e.g., word recognition, translation, generation,
etc. In contrast, relatively speaking, other sign
languages (e.g., American Sign Language (ASL),
Deutsche Gebärdensprache (DGS)) have a suffi-
cient number of annotated resources for data-driven
approaches (Table 2). Natural Language Process-
ing (NLP) has made rapid progress in the last few
years (Min et al., 2021). Most of these approaches
have targeted textual datasets. Easy access to tex-
tual datasets and leaderboards in languages like
English has facilitated the development, reliabil-
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When?Where? How?What?

Figure 2: An example showing the translation of the phrase “What, Where, How, and When" in Indian Sign
Language. The text box length overlaps with the signs with a pause position in between.

ity, and standardization of experimentation on sev-
eral tasks (Wang et al., 2019). However, there has
been limited progress in visual modality-based lan-
guages, like sign languages (also referred to as
signed languages: https://en.wikipedia.org/
wiki/Sign_language), due to the limited avail-
ability of large-scale datasets. Moreover, from
a modeling perspective, sign languages are data-
hungry due to the complex relationship between
different entities in visual modalities like signs, ges-
tures, finger-spelling, and facial expressions. In this
paper, to address the lack of a large-scale dataset
for ISL processing and to promote the develop-
ment of sign language processing techniques, we
propose iSign. In a nutshell, we make the following
contributions:

• We introduce iSign, a new benchmark for
Indian Sign Language processing. Figure 1
provides an overview and design philosophy
of the benchmark (inspired from (Gehrmann
et al., 2021)).

• We create a dataset with 118, 228 ISL-English
video-sentence/phrase pairs. To the best of our
knowledge, this is the largest dataset for ISL.

• iSign includes 3 standard sign language pro-
cessing tasks: SignVideo2Text Translation,
SignPose2Text translation, Text2Sign Trans-
lation, Sign/Gloss Recognition. Two addi-
tional tasks of Sign Presence Detection and
Sign Semantic Similarity Prediction are intro-
duced. The two additional tasks are added to
encourage representation learning and con-
textualized learning in Signed Languages.
We develop baseline models and report re-
sults for each of the task. We release the
data, tasks, and baseline models (https://
exploration-lab.github.io/iSign/).

• We conduct a detailed analysis of the ISL
dataset and analyze how it differs from spo-
ken languages. We provide linguistic insights
into the functioning of ISL, covering vari-
ous aspects like structural differences, the
significance of non-manual markers, the use

of space, the use of fingerspelling and co-
reference, and role shifts. We hope that the
detailed analysis will open up a new set of
computational challenges from the linguistic
perspective of ISL and further encourage vari-
ous research directions.

2 Related Work

Recently, the research community has been actively
interested in developing tools and techniques for
processing sign languages. Since sign languages
contain both visual, gestural, and language modali-
ties, both the vision (Li et al., 2020a) and natural
language (Yin et al., 2021) research communities
have developed techniques. Several tasks for sign
language processing have been proposed, for ex-
ample, sign language detection (Moryossef et al.,
2020), identification (Monteiro et al., 2016), seg-
mentation (Bull et al., 2020), recognition (gloss
detection) (Imashev et al., 2020; Sincan and Ke-
les, 2020), generation (Saunders et al., 2020c,b;
Xiao et al., 2020; Rastgoo et al., 2022), and transla-
tion (Jiang et al., 2023; Müller et al., 2022; Muller
et al., 2022; Moryossef et al., 2021; Yin and Read,
2020a,b; Camgoz et al., 2018b, 2020).
Isolated Sign Language Recognition/Gloss
Recognition: Many benchmarks have been pro-
posed for gloss recognition (§4) in sign languages
other than ISL (Mesch and Wallin, 2012; Fenlon
et al., 2015; Gutierrez-Sigut et al., 2016; Martinez
et al., 2002b; Zahedi et al., 2005; Efthimiou and
Fotinea, 2007; Tavella et al., 2022). There are
very few datasets for ISL like Rekha et al. (2011);
Nandy et al. (2010); Kishore and Kumar (2012);
Selvaraj et al. (2022), INCLUDE dataset (Sridhar
et al., 2020), ISL-CSLRT dataset (Elakkiya and
Natarajan, 2021), CISLR (Joshi et al., 2022), and
ISLTranslate (Joshi et al., 2023). Table 1) provides
a comparison with other isolated sign language
recognition datasets.
Sign Language Translation Datasets: Various
datasets (Yin et al., 2021) for sign language trans-
lation have been proposed in recent years for dif-
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Datasets Sign-Language Words Videos Avg. Videos/ Word Signers Modalities Categories

Boston ASLLVD American 2742 9794 3.6 6 RGB -
DEVISIGN-L Chinese 2000 24000 12 8 RGB, depth -
DGS Kinnect German 40 3000 75 15 RGB, depth -
GSL Greek 20 840 42 6 RGB -
LAS64 Argentinian 64 3200 50 10 RGB -
LSE-sign Spanish 2400 2400 1 2 RGB -
Perdue RVL-SLLL American 39 546 14 14 RGB -
PSL Kinnect 30 Polish 30 300 10 - RGB, depth -
RWTH-BOSTON-50 American 50 483 9.7 3 RGB -
WLASL American 2000 21,083 10.5 119 RGB -

Nandy et al. (2010) Indian 22 600 27.3 - RGB -
Kishore and Kumar (2012) Indian 80 800 10 - RGB -
INCLUDE Indian 263 4287 16.3 7 RGB 15
ISL-CSLRT Indian 186 700 3.8 7 RGB -
CISLR (Joshi et al., 2022) Indian 4765 7050 1.5 71 RGB 57

Table 1: The Indian-Sign Language Dataset comparison with other Sign-Language datasets for Isolated Sign
Language Recognition.

Dataset Language Sentences Vocab. (corresponding Text) Hours

Purdue RVL-SLLL (Martinez et al., 2002a) ASL 2.5k 104 -
Boston 104 (Dreuw et al., 2007) ASL 201 103 -
How2Sign (Duarte et al., 2021) ASL 35k 16k 79
OpenASL (Shi et al., 2022) ASL 98k 33k 288
YouTube-ASL (Shi et al., 2022) ASL 610k 60k 984

AfriSign (Gueuwou et al., 2023) KSL, ZSL, SASL
GSL, NSL, ZISL 98k 20k -

BOBSL (Albanie et al., 2021) BSL 993k 72k 1447
CSL Daily (Zhou et al., 2021) CSL 20.6k 2k 23
Phoenix-2014T (Camgoz et al., 2018a) DGS 8.2k 3K 11
SWISSTXT-Weather (Camgöz et al., 2021) DSGS 811 1k -
SWISSTXT-News (Camgöz et al., 2021) DSGS 6k 10k -
KETI (Ko et al., 2018) KSL 14.6k 419 28
VRT-News (Camgöz et al., 2021) VGT 7.1k 7k 100

ISL-CSLRT (Elakkiya and Natarajan, 2021) ISL 100 - -
ISLTranslate (Joshi et al., 2023) ISL 31k 11k 55
iSign (ours) ISL 118k 40k 252

Table 2: Comparison of continuous sign language translation datasets. Please refer to the App. Table 7 for details.

ferent sign languages, e.g., ASL (Martinez et al.,
2002a; Dreuw et al., 2007; Uthus et al., 2023), Chi-
nese sign language (Zhou et al., 2021), Korean sign
language (Ko et al., 2018), Swiss German Sign
Language - Deutschschweizer Gebardensprache
(DSGS) and Flemish Sign Language - Vlaamse
Gebarentaal (VGT) (Camgöz et al., 2021). Table 2
provides a comparison with datasets for other sign
languages.

Sign Language Generation: The field of sign lan-
guage production predominantly revolves around
the generation of hand movements, with the major-
ity of existing approaches leveraging GAN archi-
tectures and sometimes in combination with trans-
former architecture (Stoll et al., 2020; Saunders
et al., 2022, 2020d; Zelinka and Kanis, 2020; Saun-
ders et al., 2020a).

3 iSign Benchmark

Dataset Creation: For creating iSign, we primar-
ily use three publicly available and authentic re-
sources on YouTube: ISLRTC videos1 (a Gov-
ernment of Indian initiative), ISH News (News
channel in ISL),2 and phrases from DEF (Deaf
Enabled Foundation, a non-profit working for the
DHH community).3 These YouTube channels pro-
vide permissions to scrape videos and use them
for research. Each of these videos contains a sin-
gle signer communicating information (educational
content or news about current affairs) in ISL and a
corresponding transcript in English. The videos are
pre-processed and split to obtain video-sentence

1http://tinyurl.com/mr3v4ead
2http://tinyurl.com/4a9xe6rk
3http://tinyurl.com/3rzw7xff
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Dataset Translations ISL-Signer Translations (references)

Where are you going to, man? I said. Where are you going to, man? I asked.
Where are you going this fine day? I said to the puppy. Where are you going on this special day? I asked the puppy.
and name your dog. name your dog.
You might begin. I am a little brown dog. What do you begin? I am a little brown dog.
Not I. Not, I did not come.
I said to the horse as he went by. I asked the horse as he went by.
as he went by, up in the hills I asked the puppy as he went by.
Autobiography to tell your life story in your own language.
Page 117. It was impossible for me to... Page 117. The two fences
climb because every step was 6 feet high. were impossible for me to climb because they were 6 ft high.
60 feet above the ground. I was high above the ground at
and blew my hair aside to get a better view of my face. He blew my hair aside to get a better view of my face.
Each minister looked at the line and was puzzled. Each minister looked at the line and was puzzled.
No one could think of any way to make it longer. No one could think of any way to make it longer.
I turned back to join the crew. Gulliver turned back to join his crew.
Dinner was brought for the farmer in a dish. A farmer brought food in a dish
Land with no vegetation. meaning is no vegetation.
and some had wells to supply water. and some had wells to supply water.
My wife and my children. wife and my children. had covered drains.

Table 3: The Table shows a sample of English translations present in the created dataset compared to sentences
translated by ISL Signer. Blue and Red colored text highlight the difference between semi-automatically generated
English sentences and gold sentences generated by the ISL instructor.

Metric BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR WER ROUGE-L ROUGE-1 ROUGE-2 ROUGE-L-SUM

Score 76.3 73.42 71.2 69.3 73.83 33.83 81.9 82.2 64.4 81.8

Table 4: The Table shows the Translation scores for a sample of 593 sentence pairs from the created dataset when
compared to references translated by ISL Signer.

level (or phrase level) pairs. Fig. 2 shows an ex-
ample from iSign. The exact splitting, the pre-
processing process, and data statistics are described
in the App. A. Since the YouTube channels keep
getting populated with new content, we will con-
tinue to grow iSign with more video-sentence pairs.
Note that in the current version of the benchmark,
we ignore all the videos where two signers com-
municate with each other, as in sign language,
a two-signer communication might use different
sets of reference points for communication. More-
over, in such videos, the orientation of the signer
might change completely, resulting in more vari-
ation from the visual perspective due to different
camera angle placement. We speculate a key-point
detection framework might be helpful here as the
3D key points can be normalized to keep the same
viewing angle; however, the problem of different
gesture/sign usage for change in reference point
will remain. We leave the exploration of including
multiple signer videos for future work.
Comparison with Existing Datasets: Table
1 shows word-level datasets and Table 2 com-
pares iSign with other video-based sign language

datasets. For ISL, there are two existing publicly
available datasets: ISLTranslate (Joshi et al., 2023)
(having 31k video-sentence pairs) and CISLR
(Joshi et al., 2022) (having 7k video-word pairs)
for Isolated Sign Language Recognition. These
two datasets were the largest among the previ-
ous ISL datasets. We also include these ISL
datasets in iSign, after due permissions from the
authors. It results in 118, 228 video-English sen-
tence/phrase/words pairs in iSign. In the past, other
works like Uthus et al. (2023); Shi et al. (2022) fol-
lowed a similar strategy of using YouTube videos
with captions for generating translation datasets.
Validation: To verify the reliability of the video-
sentence/phrase ISL-English pairs present in the
dataset, we took the help of three certified ISL
signers. The signers worked with us on a pro-bono
basis (details in App. A.2). Due to the limited avail-
ability of certified ISL signers, we could only use
a small randomly selected sign-text pairs sample
(593 pairs) for human translation and validation.
We asked ISL instructors to translate the videos.
Each video is provided with one reference trans-
lation by the signers. Table 3 shows a sample of

10830



sentences created by the ISL instructor. To quanti-
tatively estimate the reliability of the translations
in the dataset, we compare the English translation
text present in the dataset with the ones provided
by the ISL instructors. Table 4 shows the transla-
tion scores for 593 sentences in the created dataset.
Overall, the BLEU-4 score is 69.3 (indicative of
high reliability), ROUGE-L (Lin, 2004) is 81.9,
and WER (Word Error Rate) is 33.83. To pro-
vide a reference for comparison, for text-to-text
translations, the BLEU score of human translations
ranges from 30-50 as reported by Papineni et al.
(2002). Ideally, it would be better to have multiple
reference translations available for the same signed
sentence in a video; however, the high annotation
effort and the lower availability of certified ISL
signers make it a challenging task.

4 iSign Tasks

We propose various tasks in iSign to evaluate and
compare different models developed for ISL pro-
cessing. The tasks are described below.
Task 1) ISL-to-English Translation: It is a stan-
dard task of translating a sign (source) language
to a spoken (target; in text form) language. As
done in previous work, we use standard neural ma-
chine translation metrics to benchmark the baseline
models on this task, including BLEU, METEOR,
and ROUGE-L. Input (modality) to the transla-
tion system is a video in the form of a sequence
of RGB images or pose-based features. There
is a significant difference in performance based
on the input modality. Hence, we add two sub-
tasks under this task to facilitate the development
and comparison of various approaches: ISLVideo-
to-English Translation and ISLPose-to-English
Translation. The former uses image-based fea-
tures as input (Camgoz et al., 2020; Shi et al., 2022;
Chen et al., 2022; Cheng et al., 2023), and the latter
uses pose-based features in the form of body key
points (Uthus et al., 2023; Selvaraj et al., 2022).
Image-based approaches have shown promising re-
sults for sign language translation tasks. However,
image-based architectures are compute-heavy and
require more time for inference. Moreover, regard-
ing large-scale application perspective, including
images may result in signer-based biases creeping
into the model learning. In contrast, extracting
body pose features is fast and easy on edge devices;
hence, pose-based approaches are more practical.
Task 2) English-to-ISLPose Generation: The

goal of this task is to transform textual input into
a sequence of body poses that correspond to the
sign language representation of the input sentence
(Saunders et al., 2020d). Hence, this task aims
to generate a sign language video. The generated
translations are evaluated using the Dynamic Time
Warping (DTW) metric (Müller, 2007). The DTW
algorithm measures the alignment between the gen-
erated pose sequence and the ground truth, allow-
ing us to assess how well the generated poses match
the expected sign language representation.
Task 3) Word/Gloss Recognition (Isolated Sign
Recognition): Given a video of a signer (perform-
ing gestures and actions), the task is to predict the
corresponding gloss label (word). We follow an ex-
isting work, CISLR (Joshi et al., 2022), which con-
tains a low number of average videos per word (1.5
videos per word), and formulate the gloss recog-
nition task as a one-shot learning task. Overall,
the CISLR task contains 4765 sign video samples,
which act as prototypes, and the task is to classify
the remaining 2285 videos into one of the 4765 cat-
egories. We consider the standard metric of Top-1,
Top-5, and Top-10 classification accuracy scores to
evaluate this task.
Task 4) Word Presence Prediction: To capture
the quality of sign representations learned by al-
gorithms, we define a new task of Word Presence
Prediction. Given a pair of a word (as a query)
and a sentence (as a candidate) as two signed ISL
videos, the task is to predict if the query word is
present (used) in the signed sentence. For similar-
ity comparison, we consider the cosine similarity
of the representations obtained for the pair of ISL
videos. We evaluate the performance over this task
using the standard classification accuracy, i.e., if
the learned representations are able to predict the
word presence given a query and a candidate pair.
Since this task can also be treated as a retrieval
task, we also consider Top Rank (Avg.) by ranking
the entire pool of candidates for a particular query.
Note that the better the rank, the better the repre-
sentations learned by the model. (more details in
the App. C)
Task 5) Semantic Similarity Prediction: Given a
pair of a word (as a query) and a sentence (as a can-
didate) as two signed ISL videos, we propose a new
task of predicting the semantic similarity of videos.
We select the ISL description videos corresponding
to an ISL word as the candidate. For example, a
sample for this task will contain an ISL video for
the word “revision,” the corresponding ISL sen-
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Task ID Task Name # Samples

1. ISL-to-English Translation 118, 228
2. English-to-ISL Pose Generation 118, 228
3. Word/Gloss Recognition 7,050
4. Word Presence Prediction 1,523
5. Semantic Similarity Prediction 593

Table 5: Number of samples present in the iSign bench-
mark for various tasks. Note that tasks 4 and 5 are only
used for validating the quality of the learned representa-
tion and have no trainset.

tence will describe the same word, “a change that
is made to something, or the process of doing this.”
For similarity comparison, we consider the cosine
similarity of the representations obtained for the
pair of ISL videos. To evaluate the representations
learned by the models, we determine if the correct
match is present within the top 5% of the cosine
similarity scores of the query-candidate pairs. Ad-
ditionally, we consider the rank metric, indicating
the position of the true match within this ranked
list. More details about the evaluation metrics can
be found in the App. C
Overall, Task 1, Task 2, and Task 3 correspond to
standard tasks proposed for processing other sign
languages as well; nevertheless, given the scale of
data, the tasks are new for ISL. Task 4 and Task
5 are newly introduced in this paper to promote
representation learning in ISL. Table 5 summarizes
the number of samples present for each task in the
iSign benchmark.

5 Models, Experiments and Results
Baseline Models: We experimented with various
models for the proposed task as described next
(model training details provided in App. B).
1) ISL-to-English Translation: For this task, we fol-
low Camgoz et al. (2020) and validate the perfor-
mance for both the sub-tasks. For ISLVideo-to-
English Translation, we use spatial embeddings
extracted from pre-trained CNNs as input for our
model. For ISLPose-to-English Translation, we fol-
low Saunders et al. (2020d) and create a sequence
of poses to act as input to the SLT (Sign Language
Transformer) model (Camgoz et al., 2020). For
pose key points, we use the Mediapipe pose esti-
mation pipeline (MediaPipe, 2023).
2) English-to-ISLPose Generation: We utilize a
transformer-based architecture as introduced in
Saunders et al. (2020d) to generate body key points
corresponding to the textual input.

3) Word/Gloss Recognition: For this task, we fol-
low CISLR (Joshi et al., 2022) as the baseline.
CISLR uses the state-of-the-art model (Incep-
tion3D (I3D) (Carreira and Zisserman, 2017)) on
the WLASL dataset (Li et al., 2020b) and trains it
on 2000 classes. Further, the penultimate layer of
the trained model is used to generate features cor-
responding to the prototype videos in the dataset,
and each test sample video is assigned the gloss
corresponding to the nearest prototype using cosine
similarity between the obtained features.
4) Word Presence Prediction: As the motivation of
this task is to validate the representations learned
by a neural architecture, we consider a pre-trained
I3D, trained on the Human Kinetics Dataset (Kay
et al., 2017), as a baseline and report the findings.
5) Semantic Similarity Prediction: We use average
cosine similarity scores between the sign represen-
tations of the word and their corresponding descrip-
tion to measure the similarity. The representations
are obtained using a pre-trained I3D network (Car-
reira and Zisserman, 2017).
Results: Table 6 shows the baseline results for all
the tasks in iSign. The BLEU scores for Sign-to-
Text translation (Task 1) are a bit low, though we
follow the previous baselines (Camgoz et al., 2020)
that perform well (with a BLEU score of ∼ 20)
on the RWTH Phoenix 2014T dataset (Camgoz
et al., 2018a). We speculate a high gap between
the two datasets to be the primary reason for the
observed difference. For Task 2, we obtained a
DTW score of 22.69, pointing towards high varia-
tion in generated and ground truth poses. For Task
3, we found the I3D features used by Joshi et al.
(2022) to be performing better than the representa-
tions extracted via the models trained for Task 1.
For Task 4 and 5, we compute the Top 5% accu-
racy by performing a one vs all prediction, i.e., a
query’s feature representation will have the high-
est similarity with the corresponding candidate’s
feature representation. We also report the average
rank assigned via similarity corresponding to all
the candidates (i.e., the lower the rank, the better
the learned representations). For Task 4, we found
the T5base + I3D features getting Top-5% Acc. of
52% and average rank as 193 out of 1523 candi-
dates (also check App. Table 9). Overall, all the
baseline performance points towards a huge scope
of future developments in ISL processing (also see
Limitations section).
Poor Performance of Existing Baseline Mod-
els: The current baseline models for several tasks
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Neural Machine Translation

Task Source Language Target Language Model BLEU-4 ROUGE-L

SignVideo-to-Text ISL English Camgoz et al. (2020) 0.56 19.58
SignVideo-to-Text ISL English T5(small)+I3D(2000) 0.24 11.41
SignPose-to-Text ISL English Camgoz et al. (2020) 0.77 9.52
SignPose-to-Text ISL English T5(large)+Mediapipe(75) 0.09 19.11
SignPose-to-Text ISL English T5(small)+Mediapipe(75) 0.8 16.46
SignPose-to-Text ISL English T5(base)+Mediapipe(75) 1.47 16.67
SignPose-to-Text ISL English SLT+Mediapipe(75) 0.36 7.60

Sign Language Generation

Task Source Language Target Language Model DTW

Text-to-SignPose English ISL Saunders et al. (2020c) 22.69

Word Level Translation/Gloss Prediction

Task Source Language Target Language Model Acc. (Top-1%)Acc. (Top-5%)

ISLR ISL English/Gloss Joshi et al. (2022) 16.81 20.04

Sign Representation Learning

Task Query Candidate Model Top 5% Acc. Rank (Avg.)

Word Presence word example sentence T5-base + I3D 52 193/1523

Semantic Similarity word description sentence T5-base + I3D 67 44/593

Table 6: Results of various baseline models on proposed tasks.

show poor performance, pointing toward develop-
ing more sign-language-specific neural architec-
tures in the future. The machine translation base-
lines, which show SOTA performance on datasets
like Phoenix-2014T and CSL-Daily, do not per-
form well for the created dataset. Most existing
approaches for sign language translation (Cam-
goz et al., 2018a; De Coster and Dambre, 2022;
De Coster et al., 2021; Chen et al., 2022) depend
on intermediate gloss labels for translations. As
glosses are aligned to video segments, they provide
fine one-to-one mapping that facilitates supervised
learning in learning effective video representations.
Previous work has reported a drop of about 10.0
in BLEU-4 scores without gloss labels (Camgoz
et al., 2018a). However, considering the annotation
cost of gloss-level annotations, it becomes impera-
tive to consider gloss-free sign language translation
approaches. Moreover, gloss mapping in continu-
ous sign language might remove the grammatical
aspects of sign language. The presence of gloss la-
bels for sign sentences in a dataset helps translation
systems work at a granular level of sign transla-
tion. However, generating gloss annotations for a
signed sentence is an additional challenge due to
the scarcity of certified signers. The large number
of samples in the created dataset makes the gloss-
level annotation infeasible. There are a few recent
works on Sign language translation Voskou et al.
(2021); Yin and Read (2020c), which try to remove

the requirement for a glossing sequence for train-
ing and propose a transformer-based architecture
for end-to-end translations. Moreover, the notewor-
thy point is that the dataset size of iSign differs
from Phoenix-2014T and CSL-Daily by a signifi-
cant margin (118k vs. 8.2k, 20.6k), making iSign
more diverse with high variance in gestures/signs,
which might also be one of the reasons for poor per-
formance. Furthermore, in a recent work, Müller
et al. (2022, 2023) report the current performance
of automatic translation systems to be very low
compared to the text-based translation systems for
spoken languages.
Evaluation Metric for Sign Generation: In the
current version of iSign, we use the Dynamic Time
Warping (DTW) algorithm to evaluate the quality
of generated sign pose key points. The DTW al-
gorithm has limitations in dealing with significant
variations in motion between the generated and
ground truth sequences. Moreover, the DTW may
not be suitable for measuring the quality of gener-
ated sign language. While designing the evaluation
metrics, it is essential to consider sign language’s
linguistic aspects and ensure they correlate strongly
with human evaluation (more details in App. C).

6 ISL Linguistics and Computational
Challenges

Sign language functioning differs from spoken lan-
guages by a significant margin. In this section,

10833



we highlight some ISL-specific features that might
be helpful in the development of dedicated sign-
language-specific neural architecture and facilitate
understanding of ISL in the NLP research commu-
nity. We created this list of insights after discussing
it with a Professor of Indian Sign Language linguis-
tics, Dr. Andesha Mangla, who is also one of the
co-authors of this paper.
Structural Differences: ISL is a form of visual
language that consists of signs, gestures, finger-
spelling, and facial expressions going in parallel
to communicate a sentence, making it quite differ-
ent from spoken language in the structural form
(Sinha, 2017). At a rudimentary level, the build-
ing blocks of sign and spoken languages differ. In
spoken languages, a combination of sounds results
in the formation of words, while in sign languages,
a mixture of manual and non-manual parameters
forms words. Moreover, the usage of visual-spatial
and manual modality in sign languages allows the
production of various concepts in parallel. For ex-
ample, using physical space for multiple purposes,
using head, eyes, and body to represent different
entities, actions, etc., and using non-manual expres-
sions for various concepts. In terms of linguistics,
iconicity plays a more significant role in the produc-
tion and perception of sentences when compared
to spoken languages (Zeshan, 2000; Sinha, 2017;
Brentari, 2019).
Significance of Non-Manual Markers: In ISL,
non-manual markers like facial expressions, body
language, etc., play a vital role in giving semantics
to the produced sentences, both at lexical as well
as grammatical levels (Sinha, 2017). For example,
the word “HAPPY” is signed with a smiling face,
whereas the word “SAD” is signed with a sad facial
expression. The order of non-manual markers goes
in parallel with the manual markers, giving the
sentence meaning. For example, the same sentence
signed with a forward head tilt and wide-open eyes
will transform the statement sentence into a yes-no
question. Moreover, non-manual markers are also
used in the production of complex sentences, such
as conditional sentences. The various use cases
and parallel nature of non-manual markers in sign
language production make it more challenging for
a sequential language-based model to adapt to ISL.
Use of Space in ISL: Physical signing space is
crucial in making production and communication
more efficient in ISL (Sinha, 2017). Physical
singing space provides a medium for assigning vari-
ous reference points required in a specific sentence,

like referring to designated locations for people,
places, or any topic/subject. While communicating
a sentence, the referents in a narration are assigned
various locations in the signing space, which are
then referred to in the conversation using the point-
ing sign toward the same space. Space provides a
medium for references and grounds the language
to actual space. For example, the word “AERO-
PLANE” will be signed in the upper portion of the
signing space, whereas the word “CAR” will be
signed in the lower portion of the signing space.
As the references are created specific to sentences
for each conversation, the linguistic structure of the
language becomes more complex, and the conver-
sation becomes challenging to separate into inde-
pendent sentences.
Fingerspelling and Co-reference: In ISL, names
for characters, places, etc., are produced in var-
ious ways. For introducing a new name in the
conversation, the name is fingerspelled and simul-
taneously assigned a short sign consisting of the
initials, which refers to the same name in future sen-
tences (Sinha, 2017). For example, a girl character
named “Neha” is introduced in the conversation by
signing “FEMALE+CHILD (= girl) NAME N-E-
H-A (fingerspelled) SIGN SHORT FEMALE+N”
at the start of the conversation. Later on, the name
Neha is co-referenced with the assigned short sign
“FEMALE+N.” Note that assigning a short sign
is not unique and varies. For example, the same
name, Neha, can be given a short sign using vi-
sual features and physical characteristics. For ex-
ample, if there is a picture available of the child
Neha, in which she is wearing a pair of spec-
tacles, the sign introduction can look like “FE-
MALE+CHILD (= girl) NAME N-E-H-A (finger-
spelled) SIGN SHORT FEMALE+SPECS,” where
“FEMALE+SPECS” becomes the assigned short
sign. Moreover, other variations can exist, combin-
ing the first and second examples to create a short
sign “N+SPECS,” N coming from the name, and
SPECS for the visual feature of spectacles. For co-
referencing, ISL also makes use of signing space
(Sinha, 2017). For example, a character, place, etc.,
is given a location in the signing space during the
introduction, and co-references are then made by
pointing toward that location in space. For introduc-
ing new concepts, things, actions, etc., if there is
no available sign, the signer describes the concept
by fingerspelling it.
Role Shifts in ISL: The visual modality provides
signed languages with multiple ways of speaking
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the same sentence. This is similar to audio in spo-
ken languages, where a speaker makes use of voice
modulations to enact another person’s role. In ISL,
Signers use role shifts to indicate different entities
(Sinha, 2017). In role shift, the signer takes on
the roles of the different participants in a narrative
and enacts their roles (Lillo-Martin, 2012). The
respective roles are indicated by head and shoulder
position, eye gaze, and non-manual expressions.
This unique property of Role Shifts makes transla-
tion more challenging. As in written languages, the
role shifts are generally indicated by a pretext like
“X said in a soft tone,” followed by the respective
dialogue.
Demographics and Dialects: ISL, being used in a
diverse country like India, incorporates numerous
variations due to regional, cultural, and geographic
diversities. Some of the anecdotal evidence indi-
cates that eastern regions like West Bengal and
southern regions like Tamil Nadu and Kerala have
a higher degree of variation when compared with
the Delhi (northern region) dialect of ISL (Jep-
son, 1991; Zeshan, 2003; Johnson and Johnson,
2008; Zeshan et al., 2023). Apart from the loca-
tion/region of usage, socio-economic factors like
age, gender, education, etc., have been shown to
affect the dialects of ISL, leading to more varia-
tions. Anecdotal evidence indicates that around
75% vocabulary is found to be similar across India,
and the variation in the remaining 25% is majorly
found in categories like numbers, colors, months,
weekdays, kinship terms, food, etc. (Jepson, 1991;
Zeshan, 2003; Johnson and Johnson, 2008; Zeshan
et al., 2023).
Extended Usage of Verbs and Nouns: Apart from
the co-referencing feature discussed in the main
paper, the usage of verbs and nouns is expressed
in different ways depending on the actual physical
characteristics of the objects. For example, ISL has
a generic sign for OPEN. However, when talking
about specific objects, such as opening a drawer,
opening (starting) a computer, opening one’s eyes,
etc., the sign gets modified depending on the object.
Use of Classifiers: In Indian Sign Language, clas-
sifiers describe locations and movements. For ex-
ample, a classifier for vehicles can be used to de-
pict multiple things like their location, direction
of motion, manner of movement, etc. The entity
the classifier refers to depends on the context. For
example, if the classifier is used after signing CAR,
it will refer to CAR, but if it is signed after BUS,
it will refer to BUS. The use of classifiers enables

sign languages to describe visual details, manner of
movement, etc., in greater detail than can be done
in spoken languages.
Simultaneous Articulation: The use of multiple
articulators in parallel allows a signer to represent
different entities simultaneously. For example, the
left hand can depict a bridge, and the right hand
can show a car moving under the bridge.

We believe the working and insights of sign-
language linguistics would promote the incorpo-
ration of domain knowledge into computational
methods for sign-language processing.

7 Conclusion and Future Directions

We propose iSign, a benchmark for Indian Sign
Language Processing, to bridge the gap between
developments in spoken languages and signed lan-
guages and provide a standardization medium for
accelerating the improvement. We release one of
the largest available datasets for ISL with 118k
video-sentence/phrase pair sentences to facilitate
research. We believe the released dataset will not
only help improve translation models but also open
up various ways for advancing natural language
modeling techniques like contextualized represen-
tation learning, mask language modeling, capturing
semantic similarities, etc., and encourage research
in the NLP community. As a part of the benchmark,
we incorporate various sign language tasks. In the
future, we plan to grow the dataset by adding more
samples. We also plan to add more ISL-based tasks
(e.g., Sign Sentence Retrieval) to the benchmark.
Additionally, we provide some linguistic insights
into the functioning of ISL and discuss the open
challenges in sign language processing. Accord-
ingly, we plan to incorporate linguistic priors into
the models.
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Limitations
The large number of ISL-English sentence pairs in
the initial version of the dataset makes it challeng-
ing to validate. Though we provide a small-scale
validation with an ISL instructor’s help, the entire
corpus’s validation is tedious, and it is infeasible
to look into minute aspects of ISL-English trans-
lations in an initial version. In the future, we plan
to extend the validation task and add a gold trans-
lation set with multiple references provided for a
set of 5K ISL sentences. For an initial version of
the benchmark, it is imperative to consider some
possible technical constraints in the dataset. We
believe addressing these constraints is a long-term
goal, and mentioning them in detail will open up
various directions for future work on analyzing and
improving the benchmark.
Alignment in ISL-English Pairs: As the iSign
translation dataset consists of sentence-level videos
clipped from a longer video using multiple strate-
gies, pauses in the available audio signal for
ISLRTC videos, frame pattern heuristics for DEF
videos, and available English caption timestamps
for ISH videos, there are multiple ways in which
the alignment between ISL signing sentence and
corresponding English Sentence is disrupted. For
example, in ISLRTC videos, though the audio in
the background is aligned with the corresponding
signs in the video, it could happen in a few cases
that the audio was fast compared to the correspond-
ing sign representation and may miss a few words
at the beginning or the end of the sentence.
Co-referencing in ISL: As mentioned in Section
6, ISL linguistics involves assigning various short
signs for names, places, etc., with various spatial
reference points to refer to places defined for a spe-
cific conversation, making the context an essential
feature for a complete translation of the content.
As the translation dataset in iSign was created by
segmenting a longer video into shorter segments
representing a sentence, there is a high possibility
that the names in the sentences are introduced in
different sentences and assigned a short sign, which
may be difficult to refer to in the later sentences.
We consider this a major limitation of the created
ISL-English pair dataset, as translating the same
names would be difficult without a given reference
to the created short sign or allocated space, and
the independently made translations would result
in a lower score in evaluation metrics like BLEU.
One way of addressing this challenge would be to
perform a task similar to NER on the ISL videos.

However, the unavailability of resources and the
scarcity of certified signers make ISL video anno-
tation challenging.
Presence of Role Shifts: As a major portion of the
created dataset comes from educational content cre-
ated by ISLRTC, a lot of material contains stories
with fictional characters. In stories, there exists a
high possibility of Role Shifts when producing sen-
tences spoken by a character. A similar example in
spoken storytelling would be the change in voice to
articulate a character’s voice, for example, the use
of a squeaky voice for enacting the sentences of a
small mouse. Since these Role Shifts are produced
via non-manual markers, they would result in slight
gesture variations for the same sentence, making
the translated sentence more challenging to predict.
Lastly, in this paper, we do not compare ISL with
other sign languages (like ASL and DGS); to the
best of our knowledge, no such previous study ex-
ists, and performing such a study would require a
considerable amount of effort in terms of humans
having sign language expertise. In the future, we
plan to explore such a study, as this can help with
cross-model transfer, i.e., adapt models for rich
resource sign languages to low resource sign lan-
guages.
Ethical Considerations
We create a dataset from publicly available re-
sources without violating copyright. We are not
aware of any direct ethical concerns regarding our
dataset. Moreover, the dataset involves people of
Indian origin and is created mainly for Indian Sign
Language translation. The ISL-specific insights are
obtained from a professor working primarily on
ISL linguistics. The annotations are done by the
ISL professor and their team on a pro bono basis.
Please note we do not endorse the use of the
benchmark data for non-research (commercial
and real-life) applications, and the primary mo-
tivation for creating the iSign benchmark is to
consolidate all the research happening in par-
allel for ISL. Moreover, we believe providing a
platform by maintaining a common leaderboard
for multiple tasks will advance the field with more
transparency and reproducibility. Sign language
datasets include visual modality with the inclusion
of facial expression and non-manual markers being
an integral part of language, which does pose pri-
vacy challenges. Though the videos in the dataset
are in the public domain, the models trained on the
dataset may contain signer-specific features and
may not generalize to real-world usage.
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A iSign Dataset Details

We plan to release the dataset along with a bench-
mark webpage to maintain the leaderboard of exist-
ing approaches to the proposed tasks.

A.1 Dataset Creation Details

To create the translation dataset with ISL-English
video-sentence/phrase pairs, we primarily use three
publicly available resources: ISLRTC videos,4 ISH
News (News channel in ISL),5 and phrases from
DEF (Deaf Enabled Foundation).6. These YouTube
channels provide permission to scrape videos and
use them for research. The scraped videos con-
tained a signer communicating a sentence to the
spectators. We obtain a list of 114, 3373, and 651
videos from ISLRTC, ISH, and DEF, respectively.
These videos generally range from 15-20 minutes
and contain about 20-25 number of sentences on
average from various sources. To create a video-
sentence/phrase level pair dataset, we further split
the long videos at the sentence level. For ISH
videos, the source videos provide an English cap-
tion aligned with the video where the same content
is present in the English language as subtitles. We
make use of these timestamps to split the videos
into sign sentences and combine them with respec-
tive captions for English translation. For ISLRTC
videos, since the subtitles were not present, we
used the available English audio to generate the
respective translations. At the end of each sen-
tence, there is a pause in audio and the signer’s
gesture; we clip the videos using an audio heuristic
to create sentence-level segmentation of the signed
video. For generating the respective transcripts,
we use a speech-to-text model (Whisper (Radford
et al., 2022)) for generating the text. Note that
the speech-to-text model might not be 100% ac-
curate, resulting in some noisy texts for a few au-
dio clips. Hence, we further clean the generated
text via manual inspection by listening to the audio
where the sentences are noisy and make less contex-
tual sense. DEF videos provide a word-of-the-day
format where a word is communicated at the start
of the video with its explanation in the middle and
some example sentences where the word is being
used at the end. We clip all these sections to gener-

4https://www.youtube.com/@islrtcnewdelhi4069/
playlists

5https://www.youtube.com/channel/UC99w_
Bzj8ikOz8Gpv0prbNg

6https://www.youtube.com/channel/
UCM7U7CyJGRIbu4qsmSh3UZg

10841

https://www.youtube.com/@islrtcnewdelhi4069/playlists
https://www.youtube.com/@islrtcnewdelhi4069/playlists
https://www.youtube.com/channel/UC99w_Bzj8ikOz8Gpv0prbNg
https://www.youtube.com/channel/UC99w_Bzj8ikOz8Gpv0prbNg
https://www.youtube.com/channel/UCM7U7CyJGRIbu4qsmSh3UZg
https://www.youtube.com/channel/UCM7U7CyJGRIbu4qsmSh3UZg


ate 3 sets of clippings from a video, namely words,
word descriptions, and examples. Note that a few
videos have multiple example sentences available
for the same word. We segment each example sen-
tence as a different entry in the created dataset.
Data Cleaning and Preprocessing: The videos
(e.g., Fig. 4) contain the pictures corresponding
book pages. We crop the signer out of the video
by considering the face location of the first frame
as the reference point and removing the remaining
background in the videos. Further, the cropped
videos are used to extract pose key points (Figure
5 and Figure 6).
Data Statistics: We had a total of 118, 228 pairs of
video-translation. We used T5-tokenizer (Hugging-
face, 2022) for tokenizing the sentences, there were
15 tokens on an average for each translation text.
For the words, we used “ "(space) as the separating
character. More details about the distribution can
be found in Figure 3 and Table 8.
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Figure 3: The figure shows the distribution of the num-
ber of words in the target translation text

Abbreviation Language Name

DGS Deutsche Gebärdensprache
CSL Chinese Sign Language
BSL British Sign Language
ASL American Sign Language
GSL Ghanaian Sign Language
NSL Nigerian Sign Language
KSL Kenyan Sign Language
ZSL Zambian Sign Language
ZISL Zimbabwean Sign Language
SASL South African Sign Language
ISL Indian Sign Language

DSGS Deutschschweizer Gebärdensprache (Swiss German Sign Language)
VGT Vlaamse Gebarentaal (Flemish Sign Language)

Table 7: Sign Language Abbreviations and full forms
corresponding to Table 2.

A.2 Annotation Details

We asked three certified ISL instructors to trans-
late and validate a random subset from the dataset
(discussed in Section 3). One of the instructors is

Average 15
Minimum 2

Tokens Maximum 146
Median 14

90th percentile 25

Average 10
Minimum 1

Words Maximum 120
Median 10

90th percentile 17

Average 57
Minimum 1

Characters Maximum 622
Median 56

90th percentile 98

Frames Average 215
90th percentile 371

Table 8: Statistics about the dataset: for the 118, 228
Video-Sentence/Phrase Pairs. The first four rows high-
lights the stats obtained from english phrase text sen-
tence and the last row represents the stats for the corre-
sponding Video-Sentence

Figure 4: The figure shows an example of the educa-
tional content video where the signer signs for the cor-
responding textbook.

Figure 5: The figure shows an example of a frame from
the iSign dataset video with the corresponding extracted
keypoints.

Figure 6: The figure shows an example of a frame from
the CISLR dataset video with the corresponding ex-
tracted keypoints.

an assistant professor of sign language linguistics.
All the instructors are employed with ISLRTC, the
organization involved in creating the sign language
content; however, the instructors did not participate
in videos present in the translation dataset. The
instructors performed the validation voluntarily. It
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Word Level Translation/Gloss Prediction

Task Source LanguageTarget Language Model Acc. (Top-1%)Acc. (Top-5%)

ISLR ISL English/Gloss I3D 10 32.75
ISLR ISL English/Gloss T5-small+I3D 15 36.98

Sign Representation Learning

Task Query Candidate Model Top 5% Acc. Rank (Avg.)

I3D 45 233/1523
T5-small+I3D 48 219/1523

Word Presence word Ex. Sent. T5-small+Mediapipe(75) 42 244/1523
T5-base + Mediapipe(75) 52 198/1523
T5-large + Mediapipe(75) 43 237/1523

I3D 63 59/593
T5-small+I3D 46 169/593

Semantic Similarity word Descrip. Sent. T5-small+Mediapipe(75) 47 137/593
T5-base+Mediapipe(75) 67 44/593
T5-large+Mediapipe(75) 53 96/593

Table 9: Results of various baseline models on Task 3, 4 and 5. Ex. Sent. refers to Example Sentence and Descrip.
Sent. refers to Description Sentence.

took the instructor about 3 hours to validate 100
sentences. They generated the English translations
by looking at the video.

B Models and Experiment Details

Pose Keypoint Extraction Pipeline: We use
the Mediapipe pose estimation pipeline.7 For the
choice of holistic key points, we follow Selvaraj
et al. (2022), which returns the 3D coordinates of
75 key points (excluding the face mesh). Figure 5
and Figure 6 shows an example of the obtained 75
keypoints from the mediapipe pipeline. Further, we
normalize every frame’s key points by placing the
midpoint of shoulder key points to the center and
scaling the key points using the distance between
the nose key point and the shoulders midpoint.
Data Splits: For Task-1 and Task-2, we use a
split of 80%, 10%, and 10% for train, validation,
and test set, respectively. For Task-3, we follow
CISLR (Joshi et al., 2022) and use 4765 samples as
prototypes and the remaining 2285 videos as test
sets. For Task-4 and Task-5, we take 594 and 1525
positive pairs, respectively to report the results.
Hyperparameters and Training: We follow the
code base of SLT (Camgoz et al., 2020) to train and
develop the proposed SLT-based pose-to-text archi-
tecture by modifying the input features to be sign-
pose sequences generated by the mediapipe. The
model architecture is a transformer-based encoder-
decoder consisting of 3 transformer layers each for

7https://ai.googleblog.com/2020/12/
mediapipe-holistic-simultaneous-face.html

both encoder and decoder. We use the Adam opti-
mizer (Kingma and Ba, 2014) with a learning rate
of 0.0001, β = (0.9, 0.999) and weight decay of
0.0001 for training the proposed baseline with a
batch size of 32. The architecture has 14,337,264
trainable parameters . For the generation task, we
follow the code base released by (Saunders et al.,
2020d). The model architecture is a transformer-
based encoder-decoder consisting of 2 transformer
layers for both the encoder and decoder. We use
the Adam optimizer (Kingma and Ba, 2014) with
a learning rate of 0.001 for training the proposed
baseline with a batch size of 8. The architecture
contains 3,67,68,768 trainable parameters. We per-
form all the experiments using the NVIDIA A40
GPU machine.
We follow the T5 based model for sign language
translation. We use the AdamW optimiser with a
learning rate of 0.0001, and weight_decay=1e− 6.
The batch size is 8 for a model with t5-large as
backbone and 32 for a model with t5-small and
base as backbones. We did transfer learning by
freezing only the layers of T5 and finetune the
embedding only upto 40 epochs, after that we train
the whole model with reduced learning rate.

C Evaluation Metrics for Translation
Tasks

In this section, we discuss some of the limitations
of the current evaluation criteria for translation
tasks and point toward the scope of building sign-
language-specific evaluation methods in the future.
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We further provide the evaluation metric details of
the additional tasks of Word Presence Prediction
and Semantic Similarity Predictions.
Sign Language to Spoken/Texual Language
Translation: In the current version of the bench-
mark, we use the standard translation metrics,
which have shown effective usage and interpreta-
tion when working with written textual languages
to textual language translations. However, in sign
languages, the high use of co-referencing (ex-
plained in Section 6) makes the translations more
challenging to divide into independent sentences.
Current evaluation metrics like BLEU and ROUGE
depend on the textual translation match between
the reference-candidate pair translations. By tak-
ing a geometrical average over multiple values of
n, BLEU scores give a measure to compute tex-
tual similarities between the reference-candidate
pair translations. However, as the translated sen-
tences depend on the co-reference symbol/gesture
assigned in the past sentences of conversation, the
exact independent generation for a sentence in a
conversation becomes impossible. One way to over-
come this issue is to perform a NER (Named-entity
recognition) over the text translations to remove all
the references to names and assign the same token
for training the neural architectures. However, the
co-reference usage for various things and concepts
still needs to be solved. In the future, we plan to
study and understand the co-reference feature of
sign language in more detail, examining if a clear
distinction or pattern exists between the usage of
fingerspelling, new concepts, and location assign-
ing for later use and how various tags can be intro-
duced in the respective textual translations to make
the sentences independent, facilitating the current
neural translation pipelines working on language
sentence pairs.
Spoken/Texual Language to Sign Language
Translation: Sign language generation is a more
challenging task in terms of evaluation. In the cur-
rent version of the benchmark, we use DTW scores
to evaluate the quality of generated poses. Dynamic
Time Warping, or DTW, tries to capture the similar-
ity between two temporal sequences, takes care of
the varying speed of the temporal sequences, and
has shown practical usage in speech processing.
However, for Indian Sign Language, the significant
use of non-manual markers like facial expressions,
body language, etc., makes the DTW a less effec-
tive metric for capturing the quality of translations.
One way of dealing with these would be to de-

velop weighing criteria for various body keypoints
associated with non-manual markers or detect spe-
cific action units for various gestures produced via
non-manual markers. Due to a wide variety of
gestures and sign production styles, designing a
metric for judging the quality of translations be-
comes more challenging. In the past, Saunders
et al. (2020c) have proposed using back translation
scores for judging the quality of generated keypoint
poses. However, considering the low performance
of machine translation systems for sign languages,
the back-translation scores become less reliable.
Moreover, a large-scale human evaluation study is
needed to judge the effectiveness of various evalua-
tion metrics, which currently needs to be added to
the ISL literature.
Word Presence Prediction: In this task, we pre-
dict whether a specific query word is present in
a candidate sign video. The primary evaluation
metric for this task is the standard classification
accuracy, which measures the model’s ability to
correctly predict the presence or absence of the
query word within the candidate sentence. Addi-
tionally, since this task can be viewed as a retrieval
task where the goal is to retrieve the correct candi-
date from a pool of candidates for a given query,
another evaluation metric called Top Rank (Avg.)
is considered. Top Rank (Avg.) involves ranking
the entire pool of candidate sentences for a par-
ticular query and computing the average rank of
the true candidate. A lower average rank signifies
better performance, indicating that the model can
retrieve the correct candidate more accurately from
the pool.
Semantic Similarity Prediction: To evaluate the
representations learned by the models for semantic
similarity prediction, we use the top 5% accuracy
and rank metrics. The top 5% accuracy determines
if the true semantic match (the candidate video
describing the query word) is ranked within the
top 5% of the similarity scores obtained for all
candidate videos. Achieving a high Top 5% ac-
curacy indicates the model’s effectiveness in ac-
curately identifying the most semantically similar
candidate videos for a given query. The rank speci-
fies the position of the true semantic match within
the ranked list of candidate videos based on the
similarity scores. A lower rank indicates that the
true semantic match is positioned higher in the list,
signifying a better performance of the model in
identifying highly similar candidate videos for the
query.
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