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Abstract

Visual Question Answering (VQA) often in-
volves diverse reasoning scenarios across Vi-
sion and Language (V&L). Most prior VQA
studies, however, have merely focused on as-
sessing the model’s overall accuracy without
evaluating it on different reasoning cases. Fur-
thermore, some recent works observe that con-
ventional Chain-of-Thought (CoT) prompting
fails to generate effective reasoning for VQA,
especially for complex scenarios requiring
multi-hop reasoning. In this paper, we propose
II-MMR, a novel idea to identify and improve
multi-modal multi-hop reasoning in VQA. In
specific, II-MMR takes a VQA question with
an image and finds a reasoning path to reach
its answer using two novel language prompt-
ings: (i) answer prediction-guided CoT prompt,
or (ii) knowledge triplet-guided prompt. II-
MMR then analyzes this path to identify dif-
ferent reasoning cases in current VQA bench-
marks by estimating how many hops and what
types (i.e., visual or beyond-visual) of reason-
ing are required to answer the question. On
popular benchmarks including GQA and A-
OKVQA, II-MMR observes that most of their
VQA questions are easy to answer, simply de-
manding “single-hop” reasoning, whereas only
a few questions require “multi-hop” reasoning.
Moreover, while recent V&L models struggle
with such complex multi-hop reasoning ques-
tions even using the traditional CoT method, II-
MMR shows its effectiveness across all rea-
soning cases in both zero-shot and fine-tuning
settings.1

1 Introduction

Reasoning is a key aspect of highly intelligent sys-
tems. Visual question answering (VQA) (Goyal
et al., 2017; Schwenk et al., 2022; Hudson and Man-
ning, 2019) enables us to measure such reasoning
ability as it contains different reasoning scenarios

∗ Work was partially done during the Amazon internship.
1https://github.com/heendung/II-MMR

II-MMR

“What kind of temperature 
is provided in the area 
where the bottles are?”

Quantification:
2hop reasonings are required to
answer the question.
1. Visual reasoning:
“The bottles are in a fridge.”
2. Beyond-visual reasoning: 
“The temperature in a fridge is cold.”
Answer: Cold

Figure 1: Overview of II-MMR. Our II-MMR automati-
cally identifies different reasoning cases in VQA benchmarks
by measuring how many and what types (visual or beyond-
visual) of reasoning are required to solve a VQA question. The
identified reasoning process in II-MMR also helps make a
correct prediction (Cold), while the simple Chain-of-Thought
(CoT) method (Kojima et al., 2022) fails to answer.

in the benchmark. For instance, a VQA question
“What color is the banana?” requires one-hop (one-
step) reasoning to be answered, which is to identify
the color of the banana in the image. In contrast,
the other question, “Which American president is
associated with the stuffed animal seen here?” asks
two-hop reasoning: (i) visually detecting this an-
imal as “Teddy bear”, and (ii) knowing that the
“Teddy bear” is related to President “Roosevelt”
(i.e., commonsense reasoning).

Despite different reasoning approaches being
required for different questions, most prior VQA
studies (Tan and Bansal, 2019; Chen et al., 2023;
Wang et al., 2022) have solely focused on the
model’s overall accuracy, neglecting to evaluate its
reasoning capabilities. While a few works (Li et al.,
2018; Wu and Mooney, 2019) attempt to interpret
its reasoning process, they often rely on human
explanations, which are challenging to collect suffi-
ciently. Moreover, most VQA benchmarks (Goyal
et al., 2017; Schwenk et al., 2022) do not provide
detailed information on reasoning, including how
many and what types of reasoning are required
to answer the question. These limitations hinder
the extensive and in-depth understanding of the
model’s reasoning abilities. Recently, Chain-of-
Thought (CoT) prompting (Wei et al., 2022; Ko-
jima et al., 2022), which elicits complex multi-
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hop reasoning via step-by-step instructions, has
demonstrated remarkable performance across vari-
ous NLP domains, including arithmetic and logical
reasoning (Cobbe et al., 2021; Srivastava et al.,
2023). However, some recent studies (Awal et al.,
2023) point out that this CoT reasoning may be
ineffective for VQA tasks due to (i) the model’s
limited capabilities to ground visual objects in ratio-
nale generation and (ii) its proneness to hallucinate
non-existent objects in the image.

Proposal. In this paper, we propose II-MMR,
a novel method which automatically identifies and
improves multi-modal multi-hop reasoning for
VQA tasks. Given a VQA question with its rel-
evant image, our II-MMR first identifies a rea-
soning path to reach its answer using two novel
prompting strategies: (i) answer prediction-guided
CoT (II-MMRAPCOT), or (ii) knowledge triplet-
guided prompt (II-MMRKTPROMPT). Concretely, II-
MMRAPCOT first prompts a V&L model to directly
predict an answer for the question and then gener-
ates an answer-related path by incorporating this
prediction into the CoT prompt, guiding reasoning
towards the answer. Besides, II-MMRKTPROMPT

asks an LLM to extract knowledge triplets from
question and answer (QA) and treats the sequence
of these triplets as the answer reasoning path. In
short, II-MMR utilizes additional cues, either
through answer prediction or QA-related knowl-
edge triplets, to find the correct reasoning path.

Effectiveness of II-MMR. II-MMR analyzes
this reasoning path to identify different reasoning
cases in current VQA benchmarks by measuring
the number of reasoning steps and the types of
reasoning, such as visual or beyond-visual (e.g.,
commonsense, knowledge base (Schwenk et al.,
2022)), required to answer the question (Figure 1).
During our prompting process, the intermediate
reasoning steps and the alignment of question key-
words with visual objects determine the number
and types of reasoning.

II-MMR finds two shortcomings of GQA (Hud-
son and Manning, 2019) and A-OKVQA (Schwenk
et al., 2022) benchmarks: (i) a scarcity of multi-
hop reasoning questions and (ii) an overestimation
of VQA performance due to the high model accu-
racy on simple one-hop reasoning questions. Con-
cretely, while the current well-known V&L model
(e.g., BLIP-2 Li et al. (2023)) excels in such one-
hop reasoning questions, it struggles in complex
multi-hop scenarios, even using the standard CoT
reasoning (Kojima et al., 2022). On the other hand,

“What kind of temperature 
is provided in the area 
where the bottles are?”

VLM
(or LLM)

Identifier

LLM Object
Detector

“The bottles are in a 
fridge. The temperature 

in a fridge is cold.”

Reasoning path to answer

Cold
2hop reasonings
1. Visual: “The bottles are in a fridge.”
2. Beyond-visual: “The temperature 
in a fridge is cold.”

VLM

Figure 2: Pipeline of II-MMR. Given a VQA question with
its image, II-MMR first generates a reasoning path to the an-
swer either using the V&L model (VLM) or the LLM. We then
utilize this path to identify different reasoning cases in VQA
benchmarks by estimating the number and types (visual or
beyond-visual) of reasoning required for the question. Finally,
II-MMR feeds the reasoning path, along with the question
and the image, into VLM to predict the answer.

II-MMR with the proposed language promptings
shows notable performance across all reasoning
scenarios, including multi-hop cases in both zero-
shot and fine-tuning settings.

In short, our II-MMR suggests that identifying
(or breaking down) reasoning helps a better under-
standing of the internal reasoning process and im-
proves the reasoning performance in multi-hop sce-
narios. Moreover, we believe our II-MMR could
be used to create a more complex and practical
multi-hop VQA dataset for future work.

Our main contributions are three-folded:
• We introduce II-MMR to identify and improve

the multi-hop reasoning for VQA tasks (Figure 1).

• II-MMR finds that current VQA benchmarks
have some flaws, including the shortage of multi-
hop reasoning questions and the inflated results
due to simple reasoning cases.

• II-MMR shows its effectiveness in all reasoning
cases, including multi-hop reasoning ones in both
zero-shot and fine-tuning settings.

2 Proposed Approach: II-MMR

Figure 2 provides a pipeline of II-MMR. In what
follows, we first describe our two novel promptings,
II-MMRAPCOT and II-MMRKTPROMPT, to find a
reasoning path leading to the answer (§2.1). Then,
we describe how to identify different reasoning
cases in current VQA benchmarks (§2.2) using
the detected reasoning paths in §2.1. Finally, we
discuss how to utilize the reasoning paths to further
improve the reasoning performance in zero-shot
and fine-tuning stages (§2.3).

2.1 Finding a reasoning path to the answer
2.1.1 Preliminary Analysis
One approach to identifying the reasoning path in-
volves utilizing rationales generated by the large
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Prompt for 
ReasoningVLM

“What kind of temperature 
is provided in the area 
where the bottles are?”

Cold
“What kind of temperature is 
provided in the area where the 
bottles are? Possible Answer: 
Cold. Let’s think step-by-step.”

“The bottles are in a fridge. 
The temperature in a fridge is cold.”VLM

Answer Prediction-guided CoT (ApCoT)

QA to 
Caption

LLM
“Question: What is the 
policeman to the left of 

the truck riding? 
Answer: motorcycle”

“The policeman is 
riding a motorcycle to 
the left of the truck”

“Task: Please find (subject; relation; object) triplets in the following sentence. 
Sentence: The male person behind the catcher is wearing a face mask. 
Triplets: (male person; behind; catcher), (male person; wearing; face mask). 
Sentence: The policeman is riding a motorcycle to the left of the truck. 
Triplets:”

Knowledge Triplet-guided Prompt (KtPrompt)

Prompt for 
knowledge triplet 
extraction

(policeman; left of; truck), 
(policeman; riding; motorcycle)

Figure 3: The language promptings of our II-MMR. Top: II-MMRAPCOT first asks the VLM to predict an answer for a VQA
question. It then integrates its prediction into the CoT prompt to generate an answer-related rationale, a sequence of reasoning
sentences. Bottom: II-MMRKTPROMPT initially instructs the LLM to convert the question and answer (QA) to the caption. Then,
II-MMRKTPROMPT inputs a prompt (with task, in-context example, and target caption) to the LLM to extract knowledge triplets
from QA. We treat the sequence of sentences (or knowledge triplets) as the reasoning path to reach the answer.

Model A-OKVQA

BLIP-2 46.05
BLIP-2+CoT 36.06

Table 1: Weakness of traditional CoT prompting. The
zero-shot performance of BLIP-2 on A-OKVQA becomes
worse when the conventional CoT reasoning is applied.

language models (LLMs) through CoT prompting.
However, the conventional CoT prompting (Ko-
jima et al., 2022) may not be as effective for VQA
tasks as for NLP tasks. Indeed, we have observed
that BLIP-2 (Li et al., 2023), one of the promi-
nent V&L models, performs significantly worse
on A-OKVQA and GQA when employing CoT
reasoning, compared to standard prompting (e.g.,
A-OKVQA: 36.06% vs. 46.05% in Table 1, GQA:
39.08% vs. 44.63% in Table 6). Throughout our
comprehensive error analyses, we find that V&L
models with CoT fail due to incorrectly or irrele-
vantly generated rationales. Thus, the rationales
generated by the conventional CoT may not be suit-
able for the reasoning path to the answer.

2.1.2 Answer prediction-guided CoT (ApCoT)

To find a better reasoning path, we introduce an
answer prediction-guided CoT (II-MMRAPCOT),
which assists the model in generating more answer-
related rationales by providing its initial predictions
as input context. Concretely, II-MMRAPCOT starts
by prompting a V&L model to directly predict an
answer for the VQA question. It then incorporates
this predicted answer into the CoT prompt to gen-
erate a rationale (Top in Figure 3). We empirically
see that the context of the initial prediction leads

the model to focus on a topic relevant to the answer
and generates a more answer-related rationale. We
treat this rationale (concretely, a sequence of rea-
soning sentences) as a reasoning path to the answer.

Compared to the traditional CoT prompting, our
II-MMRAPCOT notably improves the model answer
accuracy, indirectly demonstrating the high quality
of our rationales (See §4.3 and §4.4 for more de-
tails). Additionally, we conducted a human study
with 300 randomly selected VQA samples with our
generated rationales and showed the high quality
of our rationales. Please see §4.2 for more details.

2.1.3 Knowledge Triplet-guided Prompt
(KtPrompt)

In NLP, a knowledge triplet can be viewed as a
one-hop (one-step) reasoning. For example, a ques-
tion, “Which team does the player named 2015
Diamond Head Classic’s MVP play for?” requires
two reasoning steps, “Buddy Hield is MVP for Di-
amond Head Classic” and “Buddy Hield plays for
Sacramento Kings”. This two-step reasoning can
be naturally formed into two knowledge triplets,
(Buddy Hield, MVP, Diamond Head Classic) and
(Buddy Hield, PlayFor, Sacramento Kings).

Built upon this insight, II-MMRKTPROMPT aims
to extract knowledge triplets from the question
(with the answer) to identify a reasoning path lead-
ing to the answer (Bottom in Figure 3). Concretely,
II-MMRKTPROMPT first utilizes an LLM (Llama-2-
70b Touvron et al. (2023)) to convert the combina-
tion of question and answer into a natural caption.
Next, we construct an in-context prompt to instruct
the LLM to extract knowledge triplets from the
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provided caption. However, the LLM may gener-
ate noisy knowledge triplets. For instance, triplets
may lack some components (e.g., subject, relation,
or/and object) or contain trivial words like stop-
words (e.g., “the”), which are not typically consid-
ered as components. We filter out such noisy sam-
ples and obtain a clean set of knowledge triplets.
For every VQA question, we treat the sequence of
knowledge triplets as a reasoning path to its answer.

2.2 Analyzing a reasoning path

After obtaining the answer reasoning path for each
VQA question, we analyze this path to identify
different reasoning cases in current VQA bench-
marks by automatically measuring the number and
types of reasoning required to answer the question.
Specifically, we count one reasoning sentence (or
one knowledge triplet) in the path as one reasoning
step. Besides, the reasoning sentence is categorized
into “visual” or “beyond-visual” (Figure 4). We
first task an LLM (Llama-2-70b (Touvron et al.,
2023)) with extracting keywords from a reasoning
sentence. Concurrently, we input the image into
GLIP (Li et al., 2022), a phrase-region grounded
object detector, to identify objects in the image.
We then check how many keywords in the sentence
match the visual objects. If all keywords match
visual objects, the sentence is classified as “visual”
reasoning, as it only contains knowledge about the
image. If not all keywords match, we categorize
it as “beyond-visual” reasoning since it involves
additional knowledge (e.g., commonsense) beyond
the visual information.

2.3 Model performance on the reasoning cases

We investigate whether our II-MMRAPCOT and
II-MMRKTPROMPT effectively improve the model
answer accuracy in all the reasoning cases identi-
fied in VQA benchmarks (§2.2). Concretely, af-
ter obtaining the rationale (or knowledge triplet)
through our methods, we prepend them to an
answer-triggering prompt (e.g., “Therefore, short
answer:”). This combined prompt (with the im-
age and the question) is then fed into the V&L
model to make a prediction for the question in each
reasoning case. We explore two settings: (i) zero-
shot, where the pre-trained model is not further
trained with the downstream VQA benchmarks,
and (ii) fine-tuning, which involves utilizing the
downstream VQA training data to train the model.

Keyword - Object Matching

LLM

“The bottles are in 
a fridge.”

Object
Detector

fridge

“The temperature in 
a fridge is cold.”

bottles, fridge temperature, 
fridge, cold

: visual reasoning : beyond-visual reasoning

Figure 4: Analyzing the reasoning types. The LLM extracts
keywords (e.g., “bottle”, “temperature”) from each reasoning
sentence. Meanwhile, the object detector identifies objects
(e.g., “fridge”, “bottle”) in the image. We then check if all
keywords match visual objects and decide the reasoning type
(visual or beyond-visual) of each sentence in the rationale.

3 Experimental Setup

VQA benchmarks. There exists a variety of VQA
benchmarks (Antol et al., 2015; Goyal et al., 2017;
Marino et al., 2019; Agrawal et al., 2018; Schwenk
et al., 2022; Hudson and Manning, 2019). We
explore them in detail and select two VQA bench-
marks GQA and A-OKVQA, which most fit with
our aim of analyzing different reasoning scenar-
ios. Concretely, GQA is designed to provide com-
positional reasoning questions over images. A-
OKVQA focuses on knowledge-based VQA, re-
quiring knowledge outside images, including com-
monsense and knowledge base. Due to their design
purposes, GQA and A-OKVQA contain multi-hop
reasoning questions, useful for analyzing different
reasoning cases and understanding the model’s rea-
soning capabilities in various aspects. Please see
the appendix for more details about the datasets.

Baselines. We mainly conduct our studies with
BLIP-2 (Li et al., 2023), one of the prominent V&L
models equipped with strong zero-shot CoT capa-
bilities. We provide two baselines: BLIP-2 and
BLIP-2+CoT, which are models without/with tradi-
tional CoT reasoning, respectively.

Evaluation metric. We follow the same evaluation
metrics used in GQA (Hudson and Manning, 2019)
and A-OKVQA (Schwenk et al., 2022). GQA uses
the standard accuracy while the A-OKVQA accu-
racy is based on the average score over nine subsets
of the ground-truth ten answers, where each score
is: min(#answer occurrences

3 , 1).

Training details. We follow the official configu-
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rations and implementations of BLIP-22. Specifi-
cally, we select the largest BLIP-2 model, which
its vision encoder is ViT-g (Fang et al., 2023) and
its LLM is FlanT5XXL (Chung et al., 2024). Dur-
ing fine-tuning, the parameters of BLIP-2 are op-
timized with the language modeling loss on the
downstream VQA training data with a batch size of
16 and a learning rate of 1e-5 for ten epochs. We
utilize eight A100 48GB GPUs for both training
and inference. See the appendix for more details.

Identifying different reasoning cases. We note
that the number of reasoning steps in GQA is mea-
sured based on the “ground-truth” reasoning path
derived from its scene graph (Krishna et al., 2017).
GQA questions were generated using scene graph
information, such as object relations or attributes.
Thus, we leverage this information to obtain the
ground-truth path and identify the reasoning cases
in GQA, rather than using our generated reasoning
path. For A-OKVQA, as no ground-truth paths (or
scene graph) exist, we rely on the reasoning paths
generated by our II-MMRAPCOT. To accurately
measure the number of steps, instead of incorpo-
rating the model’s prediction into the CoT prompt,
we include the ground truth answer to generate the
answer reasoning path.

4 Experimenetal Results

Aim of our experiments. Our main experimental
goals are two-folded: (i) to provide comprehensive
statistics on different reasoning cases in current
VQA benchmarks (§4.1-§4.2) and (ii) to conduct
a thorough analysis of the performance of our II-
MMR in these reasoning cases (§4.3-§4.6).

4.1 Analysis of reasoning in VQA benchmarks

Table 2 (Top row) shows the distribution of rea-
soning steps that our II-MMR identified in GQA
and A-OKVQA benchmarks. We note that most
GQA questions are simple: requiring direct rea-
soning (0-hop) (48.74%), involving only the de-
tection of an object in the image (e.g., “Is this a
truck?”), or 1-hop reasoning (47.53%). Similarly,
1-hop reasoning questions (69.03%) dominate in
A-OKVQA while both benchmarks lack multi-hop
reasoning questions (2-hop in GQA: 3.73%, 2 or
more-hops in A-OKVQA: 30.97%). These indicate
that those VQA benchmarks are biased to evaluate
the model’s reasoning capabilities in simple cases.

2https://github.com/salesforce/LAVIS/tree/main

Metric GQA A-OKVQA

0-hop 1-hop 2-hop All 1-hop ≥2-hop All

Hop 48.74 47.53 3.73 100 69.03 30.97 100Distribution

BLIP-2 49.62 42.41 7.66 44.63 46.70 46.54 46.05Accuracy

Table 2: Hop distribution and model accuracy on GQA
and A-OKVQA. Simple questions (0/1-hop) dominate, while
only a few require multi-hop reasoning (e.g., 2-hop). For
zero-shot GQA, the overall accuracy is highly biased to the
accuracy of “simple” questions. In contrast, the model suffers
in complex questions requiring multi-hop reasoning.

Reasoning A-OKVQA

Type 1-hop 2-hop

Visual 37.14 36.69
Beyond-visual 62.85 63.31

Table 3: Distribution of reasning type on A-OKVQA. Most
questions require knowledge (e.g., commonsense) beyond
visual information, aligned with the purpose of this task.

We further analyze the types of reasoning re-
quired in A-OKVQA (cf. §2.2). As shown in Ta-
ble 3, the distribution of reasoning type is skewed
toward “beyond-visual” reasoning, suggesting that
many questions require knowledge beyond the im-
age to be answered. This finding aligns with the
objective of the A-OKVQA task, which assesses
the V&L model’s knowledge outside the image,
such as commonsense or knowledge bases.

In addition, some zero-shot VQA performances
are overestimated by the high accuracies on sim-
ple questions (Bottom row in Table 2). For in-
stance, BLIP-2 severely suffers on multi-hop rea-
soning (e.g., 7.66% on 2-hop). However, since
direct/1-hop reasoning samples dominate in GQA
(48.74%/47.53%) and the model accuracy on these
samples is high (49.62%/42.41%), the overall ac-
curacy remains relatively high (44.63%). This sug-
gests that overall accuracy is inflated by the accu-
racy of simple questions, and thus, relying solely
on the overall accuracy may be insufficient to accu-
rately evaluate the model’s reasoning abilities.

4.2 Accuracy of predicting hops and
reasoning path

As mentioned in §3, for GQA, we are able to
obtain the ground-truth reasoning path from its
scene graph. Thus, we can evaluate the quality of
our reasoning path against the ground-truth one.
Table 4 shows that our II-MMRKTPROMPT is ca-
pable of estimating different numbers of reason-
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Model GQA

0-hop 1-hop 2-hop All

II-MMRKTPROMPT 90.55 87.26 84.04 88.74

Table 4: Hop prediction on GQA. Our II-MMRKTPROMPT

can estimate the number of reasoning steps required to answer
questions over all different reasoning cases.

Model GQA

Strict Matching Partial Matching

II-MMRKTPROMPT 91.65 94.44

Table 5: Accuracy of our reasoning path on GQA. Our
reasoning path generated by II-MMRKTPROMPT highly matches
the ground-truth reasoning path, showing its high quality.

ing steps required for questions. For instance,
II-MMRKTPROMPT correctly predicts the number
of hops for 88.74% of the total samples in GQA.
Moreover, we evaluate the correctness of our rea-
soning path against the ground-truth path using two
matching metrics, Strict and Partial. The former
ensures all components in each triplet match be-
tween our and ground-truth paths, while the latter
is a relaxed version, checking if two of the compo-
nents match. As depicted in Table 5, our reasoning
path is highly consistent with the ground-truth path,
demonstrating the benefit of II-MMRKTPROMPT.

We note that as the ground-truth GQA path is for-
matted as a sequence of knowledge triplets, we only
compare it with II-MMRKTPROMPT, which shares
the same format, rather than II-MMRAPCOT, which
utilizes a different format (i.e., the sequence of
rationale sentences). For II-MMRAPCOT, we in-
stead conduct a human study to evaluate the quality
of its generated rationales. We provide each of
the three annotators with 100 A-OKVQA samples
along with their rationales and focus on two as-
pects: (i) the correctness of our rationales and (ii)
the correctness of the number of reasoning steps
(sentences) within the rationales. The annotators
deem our rationales and their number of reasoning
steps correct in 82% and 71% of samples, respec-
tively (245/214 out of 300), reaffirming the high
quality of our rationales.

4.3 Benefit of II-MMR in zero-shot stage

Overall Answer Accuracy. Table 6 presents the
benefit of II-MMR in the context of the model’s
overall accuracy on GQA and A-OKVQA in the
zero-shot setting. First, compared to the traditional
CoT (BLIP2+CoT), our II-MMRAPCOT shows su-

perior performance (GQA: 39.08% vs. 45.79%, A-
OKVQA: 36.06% vs. 49.31%). Similarly, our II-
MMRKTPROMPT outperforms it by 6.3%. This sug-
gests that providing the prediction (or the knowl-
edge triplet) as input context helps the model cor-
rect wrong reasoning paths.

Second, our II-MMRAPCOT notably outper-
forms the baseline (BLIP-2) on both benchmarks
(e.g., A-OKVQA: 49.31% vs. 46.05%), implying
that even initially incorrect predicted answers are
beneficial as input context. Based on the empiri-
cal analysis of this case, we find that the incorrect
predictions are often closely related to the correct
answer. For instance, some questions ask about
the object color, and the model indeed predicts the
color-related answer but is incorrect (e.g., Predic-
tion: “purple”, Ground-truth: “green”). In this case,
our II-MMRAPCOT, providing the prediction as a
possible answer (cf. Top in Figure 3), may guide
the model to “rethink” the correct answer (e.g., true
color), eventually fixing the wrong answer. See the
appendix for its qualitative examples.

Answer Accuracy over Hops. We further mea-
sure the model accuracy across different reason-
ing cases (hops) to better understand its reason-
ing capabilities (Table 6). First, aligned with
the overall accuracy, our II-MMRAPCOT notably
outperforms the conventional CoT (BLIP-2+CoT)
in all reasoning cases on both VQA benchmarks
(e.g., 1-hop in GQA: 43.88% vs. 35.41%, ≥2-
hop in A-OKVQA: 48.09% vs. 34.15%). We
again attribute this to the benefit of incorporat-
ing the prediction into the CoT reasoning. Sec-
ond, II-MMRAPCOT consistently improves over
the baseline (BLIP-2) in all reasoning scenarios
of both benchmarks, demonstrating the effective-
ness of our answer reasoning path (e.g., 1-hop in
A-OKVQA: 51.32% vs. 46.70%). More interest-
ingly, on the challenging reasoning cases (e.g., 2 or
more-hop reasoning), our II-MMRKTPROMPT and
II-MMRAPCOT achieve notable gains over the base-
line (e.g., GQA/A-OKVQA: 27.45% vs. 7.66% /
48.09% vs. 46.54%). In contrast, the traditional
CoT achieves less gain or performs worse (GQA/A-
OKVQA: 18.09% / 34.15%). This highlights the
benefit of II-MMR, especially for solving complex
reasoning questions.

Applicability of II-MMR. In addition to BLIP-
2, we evaluate the effectiveness of our II-MMR
on a more recent VLM, LLaVA-1.5 (Liu et al.,
2023). As shown in Table 6, II-MMR consistently
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Model GQA A-OKVQA

0-hop 1-hop 2-hop All 1-hop ≥2-hop All

BLIP-2 49.62 42.41 7.66 44.63 46.70 46.54 46.05
BLIP-2+CoT 44.27 35.41 18.09 39.08 37.34 34.15 36.06

BLIP-2+II-MMRAPCOT 49.69 43.88 19.36 45.79 51.32 48.09 49.31
BLIP-2+II-MMRKTPROMPT 49.62 42.59 27.45 45.45 - - -

LLaVA-1.5+CoT 67.41 56.16 43.40 61.16 - - -
LLaVA-1.5+II-MMRAPCOT 70.47 57.51 46.60 63.42 - - -

Table 6: Effectiveness of II-MMR over different reasoning cases in zero-shot VQA. Our II-MMR outperforms the
traditional CoT on every reasoning case. Moreover, II-MMR notably improves over the baseline (BLIP-2) in all reasoning
cases on both benchmarks, suggesting the benefit of our answer reasoning path in finding correct answers. Moreover,
II-MMR shows its applicability to a recent VLM, LLaVA-1.5 (Liu et al., 2023). Following Liu et al. (2023), we do not
evaluate its zero-shot performance on A-OKVQA, as A-OKVQA was used during model training.

Model A-OKVQA

1-hop ≥2-hop All

BLIP-2 57.63 54.92 56.88
BLIP-2+CoT 54.65 54.40 54.58

BLIP-2+II-MMRAPCOT 58.16 55.24 57.35

Table 7: Effectiveness of II-MMRAPCOT on A-OKVQA in
the fine-tuning setting. Aligned with the zero-shot results
(Table 6), our II-MMR notably outperforms two baselines,
BLIP-2 and BLIP2+CoT, on every reasoning case.

improves over the traditional CoT in all reasoning
cases, demonstrating its applicability to various
VLMs with different architectural designs.

4.4 Benefit of II-MMR in fine-tuning stage
Besides assessing the zero-shot outcome, we evalu-
ate II-MMR in the fine-tuning scenario. We first
leverage the pre-trained BLIP-2 model with our
II-MMRAPCOT to generate a rationale. We then
use this generated rationale (together with the ques-
tion and the image) to fine-tune the model on A-
OKVQA (See the appendix for more details). As
shown in Table 7, our II-MMRAPCOT consistently
improves the baseline (BLIP-2) over different rea-
soning cases, including multi-hop reasoning (e.g.,
≥2-hop: 55.24% vs. 54.92%). This suggests the
benefit of our II-MMRAPCOT even for fine-tuned
models. Conversely, when the standard CoT is ap-
plied to BLIP-2 (BLIP-2+CoT), its performance no-
tably degrades across all reasoning cases (e.g., ≥2-
hop: 54.40%), consistent with the findings from
zero-shot experiments (§4.3).

4.5 Expanding questions with more reasoning
As depicted in Table 2, the number of complex rea-
soning questions (i.e., 2-hop reasoning) is marginal
in the GQA test-dev set, comprising only 3.73%.
We thus conduct an ablation study: increasing
the number of hops for each original question us-

Hop Increase Percentage (%)

GQA
0-hop 1-hop 2-hop All

93.84 77.47 70.58 86.34

Table 8: Hop Increase Percentage by our augmentation.
We provide the LLM with the knowledge from large-scale
text corpus (Wikipedia) and make existing questions more
complex (e.g., 77.47% of original 1-hop questions now have
at least one more reasoning steps).

Question GQA

Type 0-hop 1-hop 2-hop All

Original Q 49.62 42.41 7.66 44.63
Augmented Q 37.86 35.58 6.38 35.60

Table 9: Zero-shot accuracy on expanded GQA questions.
The performance on augmented questions (Augmented Q)
notably declines against that on original questions (Original
Q), suggesting increased reasoning in the expanded questions.

ing a large-scale knowledge-base (e.g., Wikipedia)
and evaluating the model performance on these
newly expanded questions. We first extract key-
words from the original question and use them as
queries to retrieve their relevant information from
Wikipedia. We then input this extra information
(with the original question) into the LLM to in-
crease the reasoning complexity of the question.

Figure 5 provides a detailed example of an in-
context prompt for augmenting questions. Our pri-
mary objective is to increase the reasoning com-
plexity of the original question while retaining
its original answer. This enables us to conduct
a more precise evaluation of how the model per-
formance changes as the question becomes more
intricate. We adopt a 5-shot in-context prompting
where each example consists of seven components;
“Task”, “Original Question”, “Original Short An-
swer”, “Captions”, “Bridge Entity”, “Complex
Question”, and “Short Answer”.
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"Task: Use all captions to make the original question more complex. 
Do not change the original short answer. 
Do not mention the bridge entity in the complex question. If necessary, use
its pronoun such as 'one' or 'object’.
Original Question: What is the policeman to the left of the truck riding?
Original Short Answer: motorcycle.
Captions: Police officers are generally charged with the apprehension of
suspects and the prevention, detection, and reporting of crime, and the
maintenance of public order. Some officers are trained in special duties,
such as counter-terrorism or surveillance.
Bridge Entity: policeman.
Complex Question: What is the one left of the truck who is sometimes 
trained on counter-terrorism riding?
Short Answer: motorcycle.

Task: ...

Task: Use all captions to make the original question more complex.
Do not change the original short answer.
Do not mention the bridge entity in the complex question.
If necessary, use its pronoun such as 'one' or 'object’.
Original Question: What is hanging above the chalkboard?
Original Short Answer: Picture.
Captions: A blackboard or a chalkboard is a reusable writing surface on 
which text or drawings are made with sticks of calcium sulphate or calcium
carbonate, known, when used for this purpose, as chalk. Blackboards were
originally made of smooth, thin sheets of black or dark grey slate stone.
Bridge Entity: chalkboard.
Complex Question:"

Figure 5: In-context language prompting to make
the original question more complex. “Bridge En-
tity” is a keyword extracted from the original question.
“Captions” is the text snippet containing information
about the bridge entity retrieved from Wikipedia. Us-
ing Wikipedia captions, we ask the LLM to increase
the reasoning complexity in the original question while
maintaining its original answer. We provide five in-
context examples to the LLM.

Figure 6 shows a qualitative example of augment-
ing the original question with more reasoning. The
question originally requiring 1-hop reasoning (i.e.,
(“surfer”, “wearing”, “wetsuit)) now asks for 2-
hop reasoning (i.e., (“one”, “wearing”, “garment”),
(“garment”, “usedFor”, “thermal protection”)).

Table 8 shows that the number of hops in most
original GQA questions has increased. For in-
stance, 70.58% of original 2-hop questions now
require at least one more reasoning step than pre-
viously. In total, 86.34% of original questions be-
come more complex. We evaluate BLIP-2 on these
new questions in the zero-shot setting (Table 9).

Original Q: “Is the surfer that looks wet 
wearing a wetsuit?” A: “Yes”
1hop reasoning: (surfer, wearing, wetsuit)

Augmented Q: “Is the one that looks 
wet wearing a garment for thermal 
protection while wet?” A: “Yes”
2hop reasoning: (one, wearing, garment), 
(garment, usedFor, thermal protection)

Figure 6: Qualitative results of augmenting question.
The original question now becomes more complex with
one more reasoning step.

Compared to its performance on the original ques-
tions, we observe a notable drop in performance
across all reasoning cases (e.g., 7.66% vs. 6.38% in
the original 2-hop), indicating increased reasoning
complexity in the newly expanded questions.

4.6 Qualitative Results

Figure 7 summarizes qualitative examples provided
by our II-MMRAPCOT. The generated rationale is
highly relevant to the correct answer, leading the
model to make the correct prediction. Moreover,
our rationales entail knowledge beyond images,
such as commonsense (e.g., “The clown fish is a
popular kite design"), which is advantageous for A-
OKVQA questions requiring external knowledge.

5 Related Work

Multi-hop Reasoning. Chain-of-thought (CoT)
reasoning can be regarded as a form of multi-hop
reasoning, as it involves constructing a sequence of
reasoning to derive the answer. However, as indi-
cated in Table 1, the traditional CoT method often
results in erroneous information (e.g., visual hal-
lucinations), leading to incorrect answers. Several
recent works (Dhuliawala et al., 2023; Jiang et al.,
2023; Chen et al., 2024; Zelikman et al., 2022) have
thus attempted to enhance the CoT reasoning capa-
bilities. CoVe (Dhuliawala et al., 2023) constructs a
set of verification questions and uses them to verify
the correctness of rationales. FLARE (Jiang et al.,
2023) iteratively identifies flawed rationales and
corrects them by utilizing relevant documents from
the knowledge base. CURE (Chen et al., 2024)
uses feedback from LLMs to tackle the hallucina-
tion during the generation process. Prophet (Yu
et al., 2023) is related to our work as it first ob-
tains answer candidates and then includes them in
the LLM prompt for the final prediction. However,
Prophet relies on separate models for answer candi-
date selection (VQA) and final prediction (GPT-3
(Brown et al., 2020)), which is less flexible than our
single V&L model approach. Additionally, Prophet
makes direct final predictions without generating
rationales, thus lacking multi-hop reasoning capa-
bilities. STaR (Zelikman et al., 2022) improves the
model’s reasoning capability by supervising ratio-
nale generation based on the inference results of
the train sets. In contrast, our II-MMR proposes a
self-correction mechanism, which uses the initial
prediction as the input context and autonomously
corrects it if incorrect through the reasoning steps.
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Image Question GT 
Answer 

Final 
Prediction Generated Rationale

“What is in the 
motorcyclist's mouth?” cigarettes cigarettes “The motorcyclist is smoking a cigarette 

while riding his motorcycle”

“What is this place?” market market “A man is selling carrots at a market”

“What kind of fish 
inspired the kite design?” clownfish clownfish “A clown fish is a fish with bright colors and a clown-like 

face. The clown fish is a popular kite design”

“What is this game 
played with?” baseball baseball “Baseball is a game played with a ball and a bat. 

The man in the picture is holding a bat.”

“What country do these 
planes belong to?” usa usa “The planes are in a museum. 

The museum is in the usa”

Figure 7: Qualtiative Results of II-MMR. Our rationales are highly relevant to the ground-truth answer. See details in §4.6.

Explaining Reasoning on VQA. A few prior
works (Li et al., 2018; Wu et al., 2020; Wu and
Mooney, 2019; Vaideeswaran et al., 2022) have
explained the model’s reasoning capabilities in the
context of VQA tasks. VQA-E (Li et al., 2018)
proposes a new VQA dataset derived from VQAv2
benchmark (Goyal et al., 2017) by synthesizing
explanations for original VQAv2 samples. Some
prior studies (Wu et al., 2020; Wu and Mooney,
2019) leverage human textual explanations to gain
further insights into the model’s reasoning abili-
ties. More recently, (Vaideeswaran et al., 2022)
aims to interpret the actions of VQA models by in-
corporating an end-to-end explanation generation
module. Conversely, we utilize the LLM with novel
language promptings grounded in the answer pre-
diction and the knowledge triplet to automatically
analyze various reasoning scenarios in VQA.

Scene Graph and Knowledge Graph. A scene
graph (SG) from images and a knowledge graph
(KG) related to questions (Xie et al., 2022; Singh
et al., 2023) are alternative ways to find the rea-
soning path to the answer. However, compared to
rationales generated from LLM-based V&L mod-
els, SG and KG usually provide restricted visual
semantic details in explaining the reasoning. This
limitation arises as their graph generators (Zheng
et al., 2023; Schuster et al., 2015) often fail to cap-
ture diverse visual entities or semantic relations.

6 Conclusion

We propose II-MMR to identify and improve
multi-hop reasoning for VQA. II-MMR intro-
duces two novel language promptings, an answer
prediction-guided CoT prompt and a knowledge
triplet-guided prompt, to generate a high-quality
reasoning path to reach the answer. II-MMR uti-
lizes this path to identify different reasoning scenar-
ios in VQA benchmarks and consistently improves
across all reasoning cases with a particular empha-
sis on complex reasoning questions.

Limitations

In this work, we propose II-MMR, a novel method
to improve the reasoning capabilities of V&L mod-
els for VQA. We conduct a small-scale human
study (involving 3 annotators) to assess the quality
of our rationales. The evaluation may be subjective
among annotators due to the nature of the language.
For instance, each annotator may have different
opinions about the number of reasoning steps re-
quired for the same question. We plan to expand
the scale of the human study to mitigate this issue.
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Appendices

In this appendix, we provide details omitted in the
main text.

• Appendix A: More details about dataset and
training (cf. §3).

• Appendix B: Qualitative results of incorrect
prediction (cf. §4.3).

• Appendix C: Fine-tuning details (cf. §4.4).

• Appendix D: Additional Results (cf. §3).

A More dataset and training details

Dataset. We provide further details about the
datasets used in our experiments. GQA (Hudson
and Manning, 2019) is one of the popular VQA
benchmarks comprising various visual composi-
tional reasoning questions. GQA first obtains rela-
tions and attributes of visual objects from the scene
graph (Krishna et al., 2017) and utilizes them to
generate VQA questions based on a pre-defined
question engine. Followed by BLIP-2 (Li et al.,
2023), we use the official GQA train/test-dev splits
for our experiments. A-OKVQA (Schwenk et al.,
2022) contains diverse VQA questions requiring
real-world knowledge beyond the image, including
commonsense and knowledge bases. Concretely,
A-OKVQA has 25K questions, each offering both
multiple-choice and direct-answer options. For our
studies, we select the direct-answer option. We
utilize the A-OKVQA train/validation splits, which
consist of 17.1K/1.1K samples, respectively.
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Image Question GT 
Answer 

Initial 
Prediction Generated Rationale Final 

Prediction

what is the same color as 
the most abundant color here? Green Purple The most abundant color here is green.

Therefore, short answer: green Green

Figure 8: Qualtiative Results of our II-MMR with incorrect prediction.

Training. We mainly use BLIP-2 as the V&L
model for our experiments. Concretely, we opt for
the largest BLIP-2 model, which features the ViT-
g/14 vision encoder from EVA-CLIP (Fang et al.,
2023), coupled with FlanT5-XXL (Chung et al.,
2024), an encoder-decoder-based LLM. BLIP-2 in-
corporates a transformer-based bridge module that
connects the vision encoder to the LLM. We focus
on training the LLM and the bridge component
while keeping ViT frozen. Our training configu-
ration entails a batch size of 16, a learning rate
of 1e-5, a beam size of 5, a maximum sequence
length of 512, and an image resolution of 490 for
ten epochs. We utilize eight A100 48GB GPUs for
both training and inference.

B Qualitative results of incorrect
prediction

Figure 8 shows an example that our II-MMRAPCOT
with the initial incorrect prediction leads the V&L
model to make a correction, aligning with its quan-
titatively superior performance compared to the
baseline (BLIP-2) (e.g., A-OKVQA All: 49.31%
vs. 46.05% in Table 6).

C Fine-tuning details

We provide details about fine-tuning our II-
MMRAPCOT on A-OKVQA. As mentioned in §4.4,
we initially utilize the same pre-trained BLIP-2
model used for zero-shot tasks, along with our II-
MMRAPCOT, to generate an answer-related ratio-
nale. The main motivation for using the pre-trained
model for rationale generation (instead of selecting
a fine-tuned one on A-OKVQA) is that once the
model undergoes fine-tuning, it loses its capability
to generate rationales and shifts its primary focus
to predicting answers directly. We thus deliber-
ately select the pre-trained model for the effective
rationale generation process. After obtaining the

rationale, we prepend it (with the question and the
image) to the answer-trigger prompt (e.g., “There-
fore, short answer:”) and fine-tune BLIP-2 on A-
OKVQA using this prompt to predict the answer.

D Additional results

Accuracy of II-MMRAPCOT with the ground-
truth answer as input context. To accurately
measure the number and the types of reasoning
in A-OKVQA (Schwenk et al., 2022), we uti-
lize the ground-truth answer as the input con-
text for II-MMRAPCOT, instead of initial answer
prediction, which is the default setting. We ob-
serve a significant improvement in A-OKVQA per-
formance when utilizing our II-MMR with the
ground-truth answer compared to traditional CoT
(69.34% vs. 36.06%), again supporting the high
quality of our reasoning path for analyzing differ-
ent reasoning scenarios (cf. §4.1).
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