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Abstract

Document collections of various domains, e.g.,
legal, medical, or financial, often share some
underlying collection-wide structure, which
captures information that can aid both human
users and structure-aware models. We propose
to identify the typical structure of document
within a collection, which requires to capture
recurring topics across the collection, while ab-
stracting over arbitrary header paraphrases, and
ground each topic to respective document lo-
cations. These requirements pose several chal-
lenges: headers that mark recurring topics fre-
quently differ in phrasing, certain section head-
ers are unique to individual documents and do
not reflect the typical structure, and the order
of topics can vary between documents. Sub-
sequently, we develop an unsupervised graph-
based method which leverages both inter- and
intra-document similarities, to extract the un-
derlying collection-wide structure. Our evalua-
tions on three diverse domains in both English
and Hebrew indicate that our method extracts
meaningful collection-wide structure, and we
hope that future work will leverage our method
for multi-document applications and structure-
aware models.!

1 Introduction

Knowing the structure of a typical document within
a collection can be useful in various use cases
across different domains. For example, consider
the legal domain, where lawyers seek to analyze
corpora of legal proceedings, looking for trends
and patterns over time. In a retrieval scenario, they
may look for punishment trends over many verdict
decisions (Wenger et al., 2021). While each verdict
decision normally includes a dedicated punishment
section, it is often hard to locate it, because it is
not consistently marked — different verdicts may

'Our code and data are available at https://github.

com/SLAB-NLP/Doc-Structure-Parser

use different headers (“Punishment”, “Sentencing
Decision”, or “Incurred Penalty”), and position
the section in different document locations, requir-
ing scholars to scan vast amounts of text. In an
exploratory use case, lawyers may not have a well-
defined apriori question, but instead interested in
emerging collection-wide trends, for example, ana-
lyzing what judges take into account in verdict.

Furthermore, a collection-wide signal about doc-
ument structure can also be leveraged by structure-
aware models for multi-document downstream ap-
plications, e.g., infusing the document structure
as part of the Transformer architecture, to im-
prove multi-document applications (Liu and La-
pata, 2019; Zhang et al., 2023).

To support both human users and structure-aware
models, we propose to identify the typical docu-
ment structure within the collection (§2). This re-
quires to capture recurring topics across the collec-
tion, while abstracting over arbitrary header para-
phrases, and ground each topic to respective docu-
ment locations. For example, in Figure 1 we want
to identify “Case Summary”, “Evidence Presented”
and “Verdict” as the recurring and prominent topics
of a typical document within the collection of legal
verdict decisions, as opposed to “Software Develop-
ment Standards Implications”, which is document
specific. This also requires to identify that “Ver-
dict” and “Judgement Decision” represent the same
topic, i.e., abstract over header paraphrases. The
colored bounding boxes in Figure 1 represent the
grounding unto each document.

Automatically extracting the typical document
structure is challenging. While topic boundaries are
often loosely defined by explicit headers, it is hard
to use them directly to understand collection-level
properties, as headers indicating the same informa-
tion often vary in phrasing, for example “Verdict”,
“Judgement Outcome” and “Decision”. Moreover,
some section headers are local to individual docu-
ment, and do not participate in the global structure.
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Figure 1: The input for our method (on the left) a document collection with some shared underlying structure. The
output (on the right) is a list of the most prominent topics across the collection (ToC), grounded to the documents,

which is represented by the colored bounding boxes.

For example, “Software Development Standards
Implication” in Figure 1. Finally, while section
order provides some signal, it is often inconsis-
tent, and may vary across different documents. The
challenge is then align section headers across the
collection, while being flexible enough to discard
sections that do not reflect a global shared structure.

Following, we devise an unsupervised method
using a collection-wide signal to perform the struc-
ture extraction (§3). To achieve this, we represent
the document collection using a complete undi-
rected weighted graph, whose nodes represent topic
boundary candidates, and the weight of edges be-
tween each pair of nodes represents their semantic
similarity. Such formulation allows us to model
relations both within document, as well as across
documents. For example, set large edge weight
between “Case Overview” and “Introduction to the
Case”, as they convey semantically similar top-
ics. Finally, we find communities within the graph,
where each community is a group of similar nodes
that form a single component of the collection-wide
structure, and filter the communities that best out-
line the typical document structure, which we call
the collection-wide table of contents (ToC).

To illustrate the robustness of our method across
various domains and languages, we curate three
distinct datasets (§4). These include two English
datasets from different domains (financial and le-
gal), and a Hebrew dataset, composed of legal doc-
uments. This variety shows that our method is
adaptive and effective under different linguistic and
domain-specific contexts.

To evaluate our model, we propose three dis-
tinct metrics (§5). First is the “header intrusion”

human evaluation, which is adapted from the pop-
ular “word intrusion” metric for clustering evalua-
tion (Chang et al., 2009), to evaluate the quality of
the representation of the collection. Second, an au-
tomatic evaluation for the document-level ground-
ing, to evaluate the predicted grounding coverage.
Last, a qualitative analysis over the predicted ToC
entries, manually exploring how meaningful are the
produced entries, comparing them to an existing
ToC of the financial documents collection.

We find that our method extracts meaningful typ-
ical document structure, capable of retrieving both
the overall collection structure, while also mapping
it unto individual documents, and that it is robust
to varying domains and languages, with no supervi-
sion and little domain-specific adaptation. Detailed
error analysis shows that while it is capable of map-
ping most topics unto documents, it struggles with
identifying the exact topic boundaries.

Our released code allows future work to leverage
collection-wide structure to enrich both user-facing
applications, and to integrate document structure
within LLMs to cope with multiple documents.

Our main contributions are: (1) we formally de-
fine a novel task of identifying the typical document
structure from a document collection, (2) we curate
three datasets for the task from diverse domains and
languages, and (3) we develop an unsupervised ap-
proach for the task, by leveraging collection-wide
signal in a community detection algorithm.

2 Task Definition

Given a collection of documents which share an
underlying latent structure, we aim to recover a
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Figure 2: A high-level description of the three steps in our approach for extracting structure from a collection of
documents. First, we identify topic boundaries in individual documents, based on lexical cues (§3.1). Second, we
build a collection representation using a complete graph whose nodes are the topics identified in the previous step,
and weighted edges represent semantic similarity between them (§3.2) Finally, we extract the typical document
structure using unsupervised community detection, which we filter based on coverage maximization (§3.3).

structure which satisfies the three following require-
ments. First, we would like to list the most domi-
nant topics which appear throughout the collection,
and omit topics which appear only in few docu-
ments. This allows users to readily observe overall
trends within the collection, without reading it in
its entirety. Second, the representation should ab-
stract over header paraphrases, allowing users to
identify that certain sections discuss similar seman-
tic topics, despite being phrased differently. Third,
the structure should ground topics unto the docu-
ments in the collection, thus providing users with
document-level structure, amenable for manual as
well as automatic manipulation.

Formally, we denote a collection of documents
D = {di,...,d,}, where a model is required to
output a tuple (7, M). T' = {t1,...,tx} is a set of
k most prominent topics across D. In the scope of
this work, each topic ¢; should appear as a continu-
ous text span in some document d;. For example, in
Figure 1, T' = {“Case Summary”, “Evidence Pre-
sented”, “Verdict”}. M : (T x D) — (Nt x N*)
grounds topics to individual documents, mapping
each topic to start and end indices. M is exempli-
fied with colored bounding boxes in Figure 1.

3 Method

We describe our method for generating the ToC and
grounding, which captures the typical document
structure within a given document collection, and
composed of three steps as outlined in Figure 2.

3.1 Identifying Document Headers

Following Erbs et al. (2013), in the scope of this
work we assume document-level topics appear as
explicit headers within documents. Later we show
that this assumption holds in real-world domains.

Since header formatting may vary across do-
mains, we consider their detection a corpus-specific
task. We identify header candidates via rule-based
heuristics, by leveraging a collection-wide signal
that allows us to differentiate between certain pat-
terns which are prominent throughout the collec-
tion (e.g., sentence length and capitalization pat-
terns (Gutehrlé and Atanassova, 2022)), while filter-
ing out other document elements which are some-
times styled as headers (e.g., page numbers, recur-
ring signatures, copyright licensing, etc.).

3.2 Building a Collection Representation

Next, we face a collection-level challenge. After
segmenting each document to topics, it is not clear
how to represent both intra- and inter-document
similarities across the entire collection. Further-
more, the similarity between topics hinges on a
myriad of factors, including semantic similarities
between the topic headers, their content, and their
location within the document. For example, in
Figure 2 we want to identify that “Verdict” in one
document and “Judgement Desicion” in another are
both related to a shared ‘Verdict’ topic, which is
dominant in legal documents, and usually located
towards the end of the verdict decision.

To model the different intra- and inter-document
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similarities, we represent a document collection
using a complete undirected weighted graph G =
(V, E) as elaborated below.

Graph nodes. The nodes in the graph include all
headers identified previously. Each node v € V(G)
is associated with a 4-tuple: {doc_ind, seg_ind,
head_text, body_text}. doc_ind € N denotes the in-
dex of the document within the collection, seg_ind
€ [0, 1] denotes the normalized sequential posi-
tion within the document, while head text and
body_text are the two continuous text spans of the
header and following body text. For example, one
of the nodes in Figure 2 represents the segment at
the 0.5 normalized position from the 3rd document,
its header is “Judgement Outcome” and its body
text starts with “The court..”.

Edge weights. As described above, G is a com-
plete graph over all identified topic boundary can-
didates from documents within the collection. For
each edge (v1,v2), we define weight(vy,v2) € R
as a weighted sum of three similarity metrics:

weight(vi,v2) = Apead + head_sim(vy, va)
+ Abody - body_sim(v1,v2)

+ Apos - pos_sim(vi, va)

ey

Where head_sim(vy,vs) € R represents the simi-
larity between the headers corresponding to the two
nodes, and body_sim(vy,v2) € R represents the
similarity between their bodies. We compute both
using cosine similarities over a language model
embedding. The pos_sim(vi,v2) € R similarity
metric computes the similarity of ordering within
the document, which encodes the assumption that
documents sometimes follow similar topic order-
ing. In particular, we define pos_sim as follows:

pos_sim(vy, vy) = 5

(|seg_ind(vi) — seg_ind(vs)]) ™" @
Hence, pos_sim is larger the more the respective
segments are in similar positions within their re-
spective documents.

Finally, Apeads Abody» Apos are hyperparameters,
non-negative and sum up to 1, weighting the three
metrics according to different corpus characteris-
tics. For example, if the document collection fol-
lows a strict order across all documents, A5 could
be large, as opposed to the case that the order is not
strict but the headers themselves are similar, and
then A\peqq would be larger.

3.3 Extracting the Typical Document
Structure

Finally, we want to find the the most representative
collection-wide ToC and its corresponding ground-
ing unto each document. At this step we want to
find list of important topics which appear in many
documents throughout the collection. In addition,
we are interested in mapping the list of important
topics unto each document in the collection.

As we outlined in Section 2, a good output would
consist of coherent topics (e.g., all topics mapped
to "Case Summary" would discuss the facts of the
case), covering as many documents in the collec-
tions, and much of each individual document.

We achieve this by finding communities in the
graph. Each community is a group of nodes heavily
connected to each other by high-weight edges and
lightly connected to nodes outside the community
by low-weight edges. Ideally, the inter-community
edges represent high similarity between nodes, and
hence the community represents a coherent topic
across different documents within the collection.

For community detection, we apply the Louvain
algorithm (Blondel et al., 2008). We use this algo-
rithm as it has a small number of hyper-parameters
compared to other community detection algorithms,
and it has shown reliable results over various NLP
tasks (Lucy et al., 2023). The objective of the Lou-
vain algorithm is to maximize modularity, which
correlates with the ratio between edges inside the
community to edges outside the community.

Finally, we generate the collection-wide ToC out
of the best communities. We find a subset of &
communities that maximize the coverage of the
entire collection, which indicates that the chosen
communities represent the topics that are relevant
to many of the documents and covers the most of
each document. For example, in Figure 1 we omit
“Software Development Standards Implications” as
it appears only in a single document.

Formally, let C' represent the set of all commu-
nities output by Louvain, where each community
c € C'is alist of nodes. We want to find the subset
S C C, containing k£ communities, that maximizes
the coverage of each individual document d across
the entire collection D:

1
argmax ) [M D LEces s, vec}] €)

SCC st |S|=k gcp ed

To form the k ToC entries, we then find the cen-
troid of each of the k£ best communities, and ground
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Dataset Name #docs # words Domain Language Strict structure Preserve sections order Headers similarity
Form-10K 500 18SM Financial English v v High

CUAD 389 3M Legal (contracts) English X X Medium
Heb-Verdicts 277 3.4M Legal (verdicts)  Hebrew X v Medium

Table 1: Description of the three datasets we use for evaluation, spanning different domains and languages, with

varying properties, as detailed in Section 4.

each representative centroid to the text spans of its
corresponding community.

4 Data Curation

To evaluate our method, we curate three document
collections. As presented in Table 1, these collec-
tions cover different domains and languages, with
varying structure properties, showing the robust-
ness of our method.

4.1 Form-10K

Form-10K is an annual financial report required
by U.S. Securities and Exchange Commission,
summarizing a company’s annual financial perfor-
mance. It includes information such as company
history, organizational structure, executive compen-
sation, equity, and audited financial statements.

The Form-10K files were collected from the SEC
EDGAR platform.> We sampled 500 company CIK
tickers from a list of public companies, and used
these as the basis for EDGAR form retrieval. We
then extracted the document’s texts by cleaning the
markup and filtering non-textual lines (e.g. tables)
using regular expressions.

4.2 CUAD

Hendrycks et al. (2021) presented Contract Un-
derstanding Atticus Dataset (CUAD), consisting of
510 commercial legal contracts. This dataset was
curated to evaluate the extraction of key clauses
in contracts, providing labeled clauses that were
manually extracted from the documents. Since we
are only interested in predicting the structure of the
documents, we ignore the provided labels.

To run our method over this dataset, we con-
verted the provided pdf files to raw texts, resulting
in raw texts of 389 legal contracts.’

In contrast with Form-10K, CUAD consists of
different types of contracts, such as affiliate agree-

*Using the secedgar python package https://github.
com/sec-edgar/sec-edgar

SWe used Adobe API package to convert pdf to text
https://developer.adobe.com/document-services/
docs/overview/pdf-extract-api/

ments, license agreements, marketing, or manufac-
turing. Hence, the contracts may diverge in their
structure, content and order.

4.3 Hebrew Verdict Decisions

We use Habba et al. (2023)’s curated dataset of
verdict decisions from the Israeli court, in Hebrew.
The original dataset consists of 855 verdict deci-
sions in sexual offense cases, which we then filtered
manually, keeping only the documents with explicit
headers, resulting in a collection of 277 Hebrew
verdict decisions.

Since all verdict decisions in this dataset are of
the same domain (sexual assault cases), we expect
them to contain some overlapping topics and high-
level structure similarities. But, since there is no
pre-defined structure and each judge has their per-
sonal style, there are also expected differences and
some parts may be added or omitted.

5 Results

We evaluate three different aspects of our method,
including human evaluation of the communities we
produce (§5.2), document-level evaluation of the
ToC grounding (§5.3), and a qualitative analysis of
the predicted ToC (§5.4).

5.1 Experimental Setup

Our architecture introduces several hyperparmeters
designed to capture different datasets properties.
Below we outline their configuration for each of
our three collections. These are summarized in
Table 1, and presented in detail in Table 4 in the
Appendix.

First, our method embeds the document texts
using a pre-trained language model. For the two
English datasets we use a version of the MPNet lan-
guage model (Song et al., 2020), as it was reported
with the highest average performance on sentence
embedding and semantic search tasks.*> For our

“The MPNet version we use https://huggingface.co/
sentence-transformers/all-mpnet-base-v2

SPerformance of different pre-trained English LMs https:
//www.sbert.net/docs/pretrained_models.html
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Hebrew Verdict Decisions dataset we use a version
of AlephBERT (Seker et al., 2021).°

Second, we configure the weighting of the dif-
ferent similarity metrics in Equation 1, according
to apriori knowledge of the domains. For example,
we set a high header similarity weight (Apeqq) for
the Form-10K corpus, to reflect the expectation for
very similar headers across documents. In contrast,
the structure of the documents in CUAD is more
flexible, so we set a more uniform weighting.

5.2 Graph Representation Evaluation

In this evaluation, participants are shown 10 head-
ers, 9 of which are chosen headers from the same
community at random, and the last header is cho-
sen at random from outside the community. Partic-
ipants are then tasked with identifying the intruder.

This task assesses if our predicted communities
are well separated. We expect meaningful commu-
nities to demonstrate high internal similarity and
low similarity with other communities. Therefore,
if our communities are well-defined and meaning-
ful, identifying intrusions should be straightfor-
ward, as they will noticeably differ from the rest of
the community.

Our evaluation is an adapted version of the
“word intrusion” task (Chang et al., 2009), widely
used for human evaluation of topic clustering (Bha-
tia et al., 2017, 2018; Prouteau et al., 2022). We
adapt this metric to account for the higher variabil-
ity presents in headers as opposed to single-word
topics by allowing annotators to choose an arbitrary
number of intruders. The number of options they
mark is reflected in a confidence metric:

ked — 1
conf—1— num_mar ? @)
num_options

Intuitively, the more intruders that the annotator
marks, the less they are certain of their annotation.
At the extremes, conf = 1 when an annotator
marks a single intruder, and conf = % if they
mark all options as intruders. This metric does not
account for the accuracy of the annotation, which
is calculated separately, if either any of the marked
options is the actual intruder.

Crowdsourcing configuration. We run this eval-
uation through Amazon Mechanical Turk, with a
pool of 12 participants, where each unique sample
was annotated by exactly one participant, for a total

The AlephBERT version we use https://huggingface.
co/imvladikon/sentence-transformers-alephbert

Accuracy Confidence

Form-10K 67.5 85.6 = 22.4
CUAD 61.7 77.8 £21.3
Hebrew Verdict Decisions 65.2 89.24+21.9
Randomly choosing 30.0 80.0

3 candidates

Table 2: Header intrusion crowdsource human evalu-
ation. Confidence is determined based on how many
options the participant marked as an intruder candidate
according to Equation 4, presenting the average + std
confidence across all annotations. Accuracy is gained
if either one of the marked candidates is the actual in-
truder. The last row is a random baseline of choosing
three random intruder candidates, which induces 80%
confidence, resulting in expected accuracy of 30%.

of 900 collected annotations (around 450 samples
for each English dataset). We pay 0.1-0.2 USD for
a single annotation, aiming for an hourly pay of
12 USD. To ensure quality annotations, we start
with a qualification test where participants need to
reach accuracy above 0.4 with confidence above
0.25 over a few examples of our method’s output.
In Figure 5 in the Appendix we provide an exam-
ple of the annotation interface. As for the Hebrew
Verdict Decisions, we collect 132 annotations via
a group of 8 in-house Hebrew-speaking graduate
students, who show similar performance to MTurk
qualified workers.

5.2.1 Key Findings

In Table 2 we present the results for the header
intrusion human evaluation, and highlight key find-
ings below.

Our method predicts a meaningful collection
representation on par with traditional topic
modelling. In Table 2 we see that the accuracy for
intrusion detection is more than double the chance
accuracy for the observed ~80% confidence. More-
over, we find that our reported accuracy falls inside
Chang et al. (2009)’s interquartile range (IQR) of
word-intrusion results.

Our method performs better on document col-
lections with a more strict nature of structure.
As seen in Table 2, accuracy is highest for the Form-
10K collection, which may attributed to its stricter
structure, compared to our other two collections.

Our method sometimes conflates opposite head-
ers from opposite topics. We manually analyze
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Form-10K Hebrew Verdict Decisions
Macro F1 Micro F1 Macro F1 Micro F1
partial exact partial exact | partial exact partial exact
Our method 93.7 63.7 92.6 439 | 78.1 63.7 82.8 64.2
Most frequent class | 6.3 0 21.5 0 8.3 0 18.7 0
Random 16.1 1.1 25.8 1.1 21.6 6.4 16.6 3.2

Table 3: The accumulated ToC grounding scores for the Form-10K and Hebrew Verdict Decisions datasets,
comparing our method to two different baselines, as elaborated in §5.3.

the Hebrew Verdict Decisions annotations, find-
ing that some of the low confidence annotations
(i.e., when annotators mark many options for the
intruder) happen when our method conflates oppo-
site topics in the same community. For example,
“defense arguments” and “prosecution arguments”
are wrongly clustered in the same community.’
Considering opposite topics as close in the em-
bedding space is a known property of language
models (Vahtola et al., 2022).

5.3 Document Grounding Evaluation

In a second evaluation effort, we aim to quantify
the quality of our method’s automatic grounding
from collection-wide ToC topics unto text spans in
individual documents.

Annotating gold labels. To evaluate our
method’s grounding performance, we annotate
some of our unsupervised data in two of our
domains. The Form-10K dataset follows a strict
structure, so we apply simple heuristics to auto-
matically generate gold label grounding, resulting
in a collection of 266 documents with grounding
gold labels.® In contrast, for the Hebrew Verdict
Decisions we use human annotations to generate
its grounding gold labels, done by a domain expert
(Hebrew speaking law student). Each manual
annotation took approximately 45 minutes, with a
total of 15 labeled documents. A screenshot of the
annotation interface is provided in Figure 4 in the
Appendix. We omitted CUAD from this particular
evaluation due to budget constraints.

Metrics. We formulate exact and partial match
scores, evaluating the overlap between the gold
and the predicted grounding. Partial match credits
any overlap between the text spans in predicted

7All examples from Hebrew Verdict Decisions are trans-
lated from Hebrew.

8Gold ToC for Form-10K is based on https://en.
wikipedia.org/wiki/Form_10-K

and gold, while exact match counts only perfectly
aligned predictions. The formal mathematical defi-
nitions are presented in Appendix B.1.

Baselines. To the best of our knowledge, we
present the first method which aims to identify ToC
at the document-collection level, and hence we are
not aware of applicable baselines. Instead, to gauge
the difficulty of this task we include two naive ap-
proaches. First, a baseline predicting most frequent
class in the gold annotations. For the Form-10K
corpus this is “Exhibits, Financial Statement Sched-
ules” (22% of headers) and for Hebrew Verdict
Decisions this is “prosecution evidence” (20% of
headers). The second baseline predicts each gold
ToC header uniformly at random, averaged over
100 different random seeds.

5.3.1 Key Findings

The results for our two metrics and two document
collections are presented in Table 3. Several obser-
vations can be drawn based on these results.

Our method captures the correct structure of
a document. The high partial match scores in-
dicate that our method is able to predict the cor-
rect document structure, as almost every gold topic
grounding has some overlap with the predicted
topic grounding (Micro F1 score of 92.6). As
shown in Table 3, our method outperforms the two
naive baselines in all F1 scores.

Exact match score is noisy. Even if only a single
sentence is separating between a gold and a pre-
dicted topic grounding boundaries, the exact match
score for the topic will be 0. We find this score very
strict, and somewhat arbitrary. In addition, topics
related to longer text spans, are more probable to
reach a low exact match score. This is indicated by
the first three rows in Table 5 in the Appendix, rep-
resenting the three largest classes, showing lower
exact match scores than all other classes.
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b.  Unresolved Staff Comments
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Legal Proceedings
Mine Safety Disclosures
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Condition and Results of Operations
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8. Financial Statements
9. Changes in and Disagreements With Accountants on
Accounting and Financial Disclosure
a. Controls and Procedures
b.  Other Information
10. Directors, Executive Officers and Corporate
Governance
1. Executive Compensation
12.  Security Ownership of Certain Beneficial Owners and
Management and Related Stockholder Matters
13.  Certain Relationships and Related Transactions, and
Director Independence
14.  Principal Accounting Fees and Services
15.  Exhibits, Financial Statement Schedules Signatures

No ok wN

Map to
gold #

Predicted ToC

Part Iv Exhibits C lidated Financial Stat it Schedules 15

Stock Incentive Plan 1"
Legal Proceedings 3
Security Ownership Of Certain Beneficial Owners And 12

Management And Related Security Holder Matters A

Part li Market 5
Management's Discussion And Analysis Of Financial T
Condition And Results Of Operations

Certain Relationships And Related Transactions 13
A Quantitative And Qualitative Disclosures About Market Risk 7
Part lii Directors And Executive Officers Of The Registrant 10
Selected Financial Data 6
Properties 2
Principal Accountant Fees And Services 14
Changes In And Disagreements With Accountants On 9
Accounting And Financial Disclosure

B Other Information 9
A Controls And Procedures 9
Part | Business 1
Submission Of Matters To A Vote Of Security Holders 4
A Risk Factors 1
B Unresolved Staff Comments 1

Figure 3: Mapping between the gold and predicted ToC for the Form-10K dataset. The predicted ToC entries are
ordered according to communities coverage ranking (§ 3.3). The entries in gray does not have mapping.

5.4 Qualitative ToC Analysis

Lastly, we suggest a collection-level qualitative
evaluation, to explore the quality of the output ToC.
Below we provide several key observations derived
from our manual mapping between the predicted
and gold Form-10K ToC entries, visualized in Fig-
ure 3.

We were able to map 14 out of the 15 gold ToC
entries to the predicted ToC entries. The only gold
entry that was not mapped is “8. financial state-
ments”. After manually exploring the ToC ground-
ing, we find that our method sometimes confuses
this topic with “6. Consolidated Financial Data”.

The 14 gold ToC entries align with 19 predicted
entries, in the following manner:

¢ 13 predicted ToC entries that were textually
almost identical to the gold entries, with a
straight-forward mapping.

* 1 mapping which followed a manual explo-
ration of the dataset — we mapped “4. Mine
Safety Disclouser” to “Submission Of Matters
To A Vote Of Security Holders”, as we find

that in many of the documents the latter is the
actual header of the 4" topic.

e 5 subsection headers (‘A Risk Factors’, ‘B
Unresolved Staff Comments’, etc.), that we
map to their gold topic headers, as our method
predicts a flat structure while the Form-10K
consists of an hierarchical structure.

Beyond the 19 predicted entries that align with
gold entries, our method predicted additional 12
entries. Some topics indeed recur throughout the
collection and accordingly receive high coverage
scores, e.g., “Service Providers” or “Interest In-
come”, and may be considered too granular. Oth-
ers, attributed to noise, e.g., “Total”, “Table” or
“Yes X”, receive low coverage scores, and their
emergence as topic candidates could stem from
degraded performance at the header detection step.

6 Related Work

A seminal theory of a pragmatic meaning is rhetor-
ical structure theory (RST Mann and Thompson,
1988), that inspired much follow-up work, mostly
approaching document structure extraction as a
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supervised task (Arnold et al., 2019; Kang et al.,
2022; Xia et al., 2022; Hua and Wang, 2022). The
need for supervision narrows the application of
such tools only to high-resource languages and
small number of domains. Our method is unsuper-
vised, does not require labeling, and is applicable
to many languages and domains.

Another line of work suggest to approach struc-
ture extraction as an unsupervised task, to extend
its applicability (Xing and Carenini, 2021; Born
et al., 2022; Li et al., 2023), but they still approach
this as a single-document task. In our work we take
the entire collection as our input, leveraging signal
regarding the underlying collection-wide structure.

Xing et al. (2022) discovered that injecting ex-
ternal (above-sentence) information can help with
identifying discourse dependency structure, but
they only look at individual documents. We ex-
tend this observation into modeling relations across
an entire collection, to inject external information
about the structure components of the collection.

Finally, theories like CST (Radev, 2000) and
CAST (Altmami and Menai, 2020), or (Lu et al.,
2018), suggest to look at the entire data collec-
tion to extract the main components that capture a
typical structure layout of a document within the
collection, but, their approach too relies on super-
vision and labeled data.

7 Conclusion

In this paper we suggested an unsupervised method
to extract the typical document structure within
a collection, leveraging similarities across docu-
ments that come from the same collection with
some shared underlying latent structure.

We evaluated the extracted typical document
structure through three different evaluation metrics,
over three different datasets, showing our method’s
robustness to different domains and languages. The
evaluations indicated that our method succeeds in
identifying the different topics consisting the typ-
ical document structure, while showing room for
improvement in its accuracy to detect the exact
location of where a topic starts and where it ends.

Our method can be leveraged by users of multi-
document applications, allowing them more fo-
cused browsing over a collection of documents,
which can be useful for downstream tasks like
retrieval and summarization. As for models, fu-
ture work can utilize our method and inject the
collection-wide structure to structure-aware mod-

els, to improve downstream applications like multi-
document summarization or cross document infor-
mation extraction.
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Limitations

Currently, our method relies on segmentation in-
duced by the headers in the document, which
limits our work only applicable on documents
with explicit headers. Future work can extend
our collection-wide approach to develop a multi-
document unsupervised method to induce segmen-
tation for document collections without explicit
headers.

Furthermore, our method only predicts a flat
list of the prominent topics, and does not express
the hierarchical nature of structure that might be
present. Future work can extend our method to
predict also hierarchical structure.
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tations are curated for research purposes, and how
the data is going to be used.

The Hebrew Verdict Decisions dataset contains
sensitive information pertaining to sexual harass-
ment offenses. The original dataset we utilized
underwent a rigorous anonymization process to pro-
tect individual privacy. We do not publicly publish
this dataset, and accessing it requires authorization
from the dataset’s original proprietors (Habba et al.,
2023).

Recognizing the potential for distress by annotat-
ing the Hebrew Verdict Decisions, we issued a trig-
ger warning for all annotation tasks and obtained
explicit consent from annotators before their par-
ticipation. This ensured they were fully informed
of the risks associated with exposure to sensitive
and potentially triggering content.
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A Parameters For Evaluation

As mentioned in Section 5.1, below we describe the
different parameters used for running the evalution.

Dataset Language Model Ahead  Abody  Aindex

10k all-mpnet-base-v2 0.7 0 0.3

CUAD all-mpnet-base-v2 0.5 0.3 0.2

Heb-Verdicts  SCMICnee-transformers= o o 55 (.25
alephbert

Table 4: The implementation parameters we used for
running our method on different data collections.

Headers detection. In our implementation we de-
tect headers for each dataset with a different set of
heuristics. For example, for the Form-10k dataset,
we search for sentences shorter than 10 tokens,
with capitalization over > 50% of the words in the
sentence. This produces high recall (most headers
are caught through this heuristic), but low preci-
sion (many of the caught header candidates are not
really headers). An example for a scenario where a
sentence is wrongly marked as a header candidate
is for missing sections, in which the only section
content is ‘None’ or ‘Omitted’. Furthermore, some
of the header candidates are real headers, but not
informative ones, for example ‘Section A’. In such
cases, we also drop these sentences from the set of
header candidates using regex.

B Additional Evaluation Analysis

B.1 Exact and Partial Match Scores

Topic boundaries are a set of consecutive text spans
that are labeled with the same ToC header. Follow-
ing, we define an exact match of a topic ground-
ing if the text spans forming the gold label topic
grounding, match perfectly with the text spans that
are predicted with that header, while for partial
match it is enough if there is one text span within
that topic boundaries that was predicted correctly.

These two matching scores are formalized as
follows: let s(w, d) be the range of text spans in
document d, that are labeled as class w. So, we
evaluate the intersection between s,44(w, d) and
Spred(w, d). Full match precision is if sp,cq(w, d) \
sgold(w, d) = 0, i.e., all text spans in d that were
predicted w are labeled correctly, and full match
recall is if sgo1q(w, d) \ Sprea = 0, i.¢., all text spans
in d that are labeled w are covered by the correct
predictions. For partial match it is enough to have
a non-empty intersection between s4,4(w, d) and

Spred(w, d).
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Gold Header Class Size . P.recision Becall F 1 Score
#segments # sections partial exact partial exact partial exact
Exhibits, Financial Statement Schedules 3386 210 77.4 2.6 97.6 17.1 86.3 4.6
Management s Discussion and Analysis of
Finanfial Condition and Results of gperations 2556 254 951 385 9.2 276 971 321
Business 1833 207 83.3 65.7 937 174 882 27.5
gf:itﬁﬁ?(‘;‘;‘;;ﬁ;ﬁi:ﬂd Related Transactions, and 1509 257 9.9 752 973 829 9.1 788
Principal Accounting Fees and Services 1039 210 93.6 832 98.1 719 958 77.1
Chmsesn i g Wb Ao on s s e do ms sso 714
Executive Compensation 452 255 97.3 352  99.6 87.1 984 50.2
Market 400 247 96.3 73.6 943 713 953 72.4
Legal Proceedings 398 260 98.9 83.7 100 88.1 994 85.8
Properties 362 253 98.7 94.8 89.7 787  94.0 86.0
Security Ownership of Certain Beneficial Owners and
Managzment and I{Jelated Stockholder Matters 335 247 950 731100 88.3 974 80.0
Directors, Executive Officers and Corporate Governance 327 218 88.6 69.9 959 76.1  92.1 729
Selected Financial Data 320 241 97.9 82.6 979 87.1 979 84.8
Mine Safety Disclosures 292 220 93.5 89.0 659 555 713 68.3

Table 5: ToC grounding scores for the Form 10k dataset. Each row represents a single ToC entry, with its size within
the dataset, and our method’s precision, recall and F1 scores on each class. The partial/exact match scores differ in
their minimal requirement to classify a prediction as correct. While partial score is gained if the prediction and label
has at least one overlapping segment, exact match is gained only if the prediction and gold label fully agree. We
further elaborate on partial/exact match scores in Section 5.3.

B.2 Document-Level Grounding For
Form-10K

In Table 5 we provide our method’s detailed re-
sults for each ToC entry’s grounding, i.e., preci-
sion, recall and F1 exact and partial scores, over
the Form-10K dataset.

B.3 Mapping Between Predicted and Gold
Form-10K Conceptual ToC

In Figure 3 we provide the manually mapping be-
tween the predicted Form-10K ToC entries, to its
gold label ToC.

C Human Annotations

C.1 Annotating Gold Labels For Grounding

Figure 4 is a screenshot of the annotation interface
for grounding gold labels. We use this interface to
annotate the Hebrew Verdict Decisions dataset, but
for readability we provide here the interface over a
document from CUAD.

C.2 Header Intrusion Task

Figure 5 is a screenshot of the annotation interface
for the header intrusion evaluation, As described in
Section 5.2. Annotators were chosen from English-
speaking countries: USA, Canada, and UK. Mturk

does not provide further demographic information
about annotators.
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Figure 4: Example of the annotation interface for document-level grounding. On the left side is the ToC entries,
and the bounding boxes on the around the text content marks the grounding boundaries. Below the ToC entries are
editable bars, which than the annotator can edit according to its belief gold labeling. The presented document is
partial, due to visbility limitation, but annotator can scroll and see the entire document.

Instructions | Shortcuts &
Instructions b4
Mark the sentence that does not belong to the group.
Identify the sentence that does not You can mark multiple options if you are uncertain, but try to mark the
belong to the group. . .
minimal number of options.
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belong to the same group (based on their F. TRADE SECRETS AND CONFIDENTIAL INFORMATION.
meaning), and 1 does not belong. 6. CONFIDENTIALITY 6.1 CONFIDENTIALITY INFORMATION.
Your task is to mark the sentence that does GINKGO BIOWORKS, INC. BERKELEY LIGHTS, INC.
not belong to the group. Page 13 10.3 Required Disclosure.
. 6.10 Confidentiality.
if you are uncertain, you can mark more 7.2 Further Assurances and Execution of Documents.
than one sentence that you think doesn't Confidentiality 45
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However, you should mark the fewest C. Confidential Information.
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In addition, at the bottom of the page
please fill in which name you would give What would you call the group of sentences without those which you
the group of sentences which do belong to marked as omitted?
the same group. )
More Instructions
Submit

Figure 5: Screenshot of the human annotation interface for the header intrusion task. “7.2 Further Assurances...”
and the rest are all headers describing a “confidentiality” section.
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