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Abstract

LLMs are increasingly powerful and widely
used to assist users in a variety of tasks. This
use risks introducing LLM biases into conse-
quential decisions such as job hiring, human
performance evaluation, and criminal sentenc-
ing. Bias in NLP systems along the lines of
gender and ethnicity has been widely studied,
especially for specific stereotypes (e.g., Asians
are good at math). In this paper, we investigate
bias along less-studied but still consequential,
dimensions, such as age and beauty, measuring
subtler correlated decisions that LLMs make
between social groups and unrelated positive
and negative attributes. Although these subtler
biases are understudied they follow people as
much as gender and ethnicity do. So, we want
to see whether they also follow one with LLMs.
We introduce a template-generated dataset of
sentence completion tasks that asks the model
to select the most appropriate attribute to com-
plete an evaluative statement about a person de-
scribed as a member of a specific social group.
We also reverse the completion task to select
the social group based on an attribute. We re-
port the correlations that we find for 4 cutting-
edge LLMs. This dataset can be used as a
benchmark to evaluate progress in more gener-
alized biases and the templating technique can
be used to expand the benchmark with minimal
additional human annotation.1

1 Introduction

Alongside the impressive new capabilities of re-
cent language generation models such as Chat-
GPT (Brown et al., 2020), GPT-4 (OpenAI, 2023),
and Llama-2 (Touvron et al., 2023), these systems
are increasingly involved in consequential deci-
sions made in the real world. This includes job
hiring and performance reviews, with tips for hiring

1Our dataset and code is available
at https://github.com/kamruzzaman15/
Identifying-Subtler-Biases-in-LLMs.

Figure 1: Examples of completion task in both SAI and
ASA directions.

managers appearing across the internet. Even be-
fore these recent advancements, AI has been used
in the criminal justice system leading to the ampli-
fication of social inequities (Moy, 2019). In order
to manage these biases prior research has investi-
gated the most salient dimensions of bias in word
embeddings and LLMs, such as gender and ethnic-
ity (Bolukbasi et al., 2016; Caliskan et al., 2017;
Kurita et al., 2019). Prior work also focuses particu-
larly on whether these AI systems produce specific
stereotypes of underrepresented minorities, such as
associating Middle Eastern people with perfumes
or Jewish people with greed (Nangia et al., 2020;
Nadeem et al., 2021).

Social scientists found that human biases extend
beyond simple stereotypes and can lead to gen-
eral associations of positive attributes to members
holding (or perceived to hold) certain key charac-
teristics. For example, Dion et al. (1972) found that
people are more likely to infer a plethora of other
desirable characteristics to people that are judged
more attractive—a result that has been confirmed
and elaborated upon for the present day by more
recent studies (Commisso and Finkelstein, 2012;
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Peng et al., 2019; Maurer-Fazio and Lei, 2015; We-
ber et al., 2013).

In this paper, we extend the evaluation of bias
in LLMs in the following key ways: we inves-
tigate whether LLMs make general associations
between stereotyped categories and unrelated pos-
itive, negative, and neutral attributes rather than
specific stereotype inferences. In addition, we in-
vestigate dimensions of bias that have been largely
overlooked: age, beauty, academic institution, and
nationality. Although understudied, these dimen-
sions of bias follow people as much as gender and
ethnicity do. Furthermore, the few existing studies
regarding these biases in LLMs all study them in
terms of specific stereotypes. Figure 1 shows an ex-
ample of how we formulate the completion task for
LLMs in the bias domain of academic institutions.

The contributions of this paper are the following.

1. We formulate a task to investigate biases along
generalized positive-negative sentiment rather
than specific stereotypes and present a proce-
dure for semi-automatically collecting a large
dataset for this task.

2. We investigate both directions of biased asso-
ciation: generating unrelated attributes given
a bias-triggering description and generating
biased triggering descriptions from unrelated
attributes.

3. We find that current LLMs show a pattern of
bias in the domains we considered save for a
few specific model-domain combinations.

2 Motivating Studies from Social Science

Many studies demonstrate the pervasive impact
of social biases in various spheres of life. Dion
et al. (1972) found that people who are consid-
ered attractive are more likely to be believed to
hold socially desirable traits and higher occupa-
tional status. This attractiveness bias also occurs
inversely, as shown by Gross and Crofton (1977),
where known desirable qualities influence our per-
ceptions of an individual’s beauty. These two pa-
pers inspired us to set up our experimental design.
More recent psychological research has confirm
using modern scientific standards that such biases
extend in specific real-world settings like employee
termination (Commisso and Finkelstein, 2012), hir-
ing practices (Peng et al., 2019), interview call-
backs (Maurer-Fazio and Lei, 2015), and even in
victim blaming scenarios (Weber et al., 2013).

An opposite bias effect for beauty exists for peo-
ple in particular contexts, in which a highly at-
tractive person is dispreferred (Agthe et al., 2010).
These effects are subject to interactions with sex-
ual motive, social competition, culture, and the
nature of the interaction making them more diffi-
cult to study (Wan and Wyer, 2015; Li et al., 2020).
Generally, this opposing beauty bias effect appears
when a preference for beauty would introduce a
social threat (e.g., hiring a same-sex person, an em-
barrassing purchase from an opposite-sex person,
etc.). In this paper we focus on the most general
beauty bias where beauty is unduly associated with
positive attributes leaving the opposite bias effect
for future work.

Age-related stereotypes similarly impact societal
perceptions and actions, with studies by Perdue
and Gurtman (1990), Marques et al. (2020), and
Donizzetti (2019) indicating a general propensity
to infer negative traits based on age. This aligns
with the foundational work on ageism by Butler
(1969) and has been found to have implications in
professional settings (Ng and Feldman, 2012).

Organizations and institutions have been found
to be associated with specific personality traits,
both within the US (Slaughter et al., 2004) and
internationally (Anderson et al., 2010). Rutter et al.
(2017) found that universities leverage specific per-
sonality traits when branding and Humburg (2017)
student personality traits play an important role in
student choice of university and alternatives (e.g.,
vocational education). Such bidirectional effects
of personality traits result in hiring biases that pri-
oritize students from academic institutions with
particular reputations (Morley and Aynsley, 2007;
Mavridopoulou and O’Mahoney, 2020).

Nationality bias has found to affect student in-
teractions in multicultural online learning environ-
ments (Morales-Martinez et al., 2020), consumer
perception towards products (Insch and McBride,
2004), academic philosophy (Seabra et al., 2023),
and peer evaluation (Tavoletti et al., 2022). Tavo-
letti et al. (2022) identified the economic develop-
ment of a person’s country of origin as an important
factor within this bias, overshadowing individual
qualities when one evaluates their peers.

As LLMs are trained on data created by humans,
we hypothesize that they are prone to similar bi-
ases to those identified in people. If present, we
must measure the degree to which such biases are
present so that we can appropriately account for
them when LLMs are used for consequential de-
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cisions, such as recruiting and hiring. In order to
do this, we measure our bias in terms of “repre-
sentational harms” (using the terminology from
Blodgett et al. (2020)), that is, an LLM is biased
if it makes general associations between stereo-
typed categories and unrelated positive, negative,
and neutral attributes. Following the guidance of
Blodgett et al. (2020), our objective is to define
and measure these biases, particularly how they
manifest and potentially perpetuate existing social
hierarchies.

3 Related Work

Moving on to related work in NLP specifically, bias
in models have been studied for word embeddings
using cosine similarity (e.g., the Word Embedding
Association Test) and sentence embeddings using
templates such as “This will [target]” (e.g., the
Sentence Encoder Association Test.) (Bolukbasi
et al., 2016; Caliskan et al., 2017; May et al., 2019).
Nangia et al. (2020) created Crowdsourced Stereo-
type Pairs (CrowS-Pairs), a dataset that studied
nine different types of social biases (e.g., age, na-
tionality, physical appearance, etc.) in masked
language models. This work is the closest to our
own in its study of ageism, beauty, and nationality
and the use of intrasentence biases. However, it
differs in both the model type (autoregressive vs.
masked) and in the generality of the associations
that are studied. Nadeem et al. (2020) introduced
a dataset called StereoSet to measure stereotypical
bias in both masked and autoregressive pretrained
language models. Nationality bias has been stud-
ied before in GPT-2 by Venkit et al. (2023). They
generated stories and analyzed how other factors
(e.g., number of internet users, economic condition,
etc.) affect nationality bias.

Czarnowska et al. (2021) explored seven so-
cial biases in three RoBERTa-based models, in-
cluding age, gender, and nationality. They used
GDP to categorize countries for nationality bias.
Sun et al.’s (2022) systematic study on pretrained
language model-based evaluation metrics revealed
that they exhibit greater bias than traditional met-
rics on attributes such race and gender. Zhang
et al. (2021) designed cloze-style example sen-
tences to explore performance differences across
demographic groups (age, race, etc.). Smith et al.
(2022) created HOLISTICBIAS, a dataset for mea-
suring bias across various demographic identities
in language models.

4 Task Definition

Unlike previous studies which have focused on
identifying bias in a single direction, we take a
more general measurement by considering two di-
rections of bias. For example, Nadeem et al. (2021)
measured stereotypes of LLMs by giving the race
description (e.g., Hispanic, Ghanaian etc.) or a
profession (e.g., physicist, tailor, etc.) and asked
LLMs to choose between stereotypicallty associ-
ated attributes (e.g., poor, creative, etc.), but they
did not measure the bias in reverse context (e.g., by
giving attributes and asking LLMs to choose the as-
sociated race or profession). In our study, we study
both directions, inspired by Dion et al.’s (1972)
and Gross and Crofton’s (1977) work showing that
people demonstrate beauty bias in both directions.
In our experiment, we use fill-in-the-blank style
sentences which evoke the biases in the provided
text using a description of a person based on the
bias category we are studying. We will refer to this
description as simply the stimulus. For example,
in Figure 1 (a), the stimulus is “Hinds Community
College” for institutional bias.

Stimulus to Attribute Inference (SAI): We pro-
vide a stimulus and ask the LLM to infer a related
attribute. The LLM must choose between a set
of three attributes: positive, negative, and neutral.
In Figure 1 (a), the stimulus is “Hinds Commu-
nity College” and positive, negative and neutral
attributes are “innovative”,“unimaginative”, and
“chummy”, respectively.

Attribute to Stimulus Association (ASA): We
provide attribute and ask the LLM to choose a spe-
cific stimulus. The LLM must choose between a
set of three stimuli: positive, negative, and neutral.
In Figure 1 (b), the attribute is “energetic” and the
positive, negative and neutral stimuli are “Univer-
sity of california, san diego”, “Ivy tech community
college”, and “Wichita” respectively.

5 Dataset Creation

We consider four domains of bias in creating our
dataset: age, beauty, academic institutions, and
nations. We refer to academic institutions as insti-
tutions throughout our writing.2

2We focused on educational institutions, where rankings
and quality classifications are readily available, but institution
quality lacks a uniform metric across other types.
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Figure 2: A high-level of diagram of our dataset sample creation procedure in both SAI and ASA directions. In
the SAI direction, if we pick “unattractive” as a stimulus, then the examples will be “He looks unattractive, he is
BLANK”, “She looks unattractive, she is BLANK”, “They look unattractive, they are BLANK”; then we give 3
attributes as options to fill the BLANK. We also do this for all other stimuli for additional examples. In the ASA
direction, if we pick “smart” as an attribute, then the examples will be “He looks BLANK, he is smart”, “She looks
BLANK, she is smart”, “They look BLANK, they are smart”; then we give 3 stimuli as options to fill the BLANK.
We also do this for all others attributes.

5.1 Dataset Statistics
Our dataset contains 11,940 test instances: 2,154
for ageism bias (SAI: 858, ASA: 1296), 3,684 for
beauty bias (SAI: 1,938, ASA: 1,746), 3,600 for
institutional bias (SAI: 1,950, ASA: 1,650), and
2,502 for nationality bias (SAI: 1,710, ASA: 792).3

We further divide the beauty bias into two parts
in our analysis. One part is called beauty bias
(excluding professions) and another part is called
beauty profession measuring the interaction be-
tween beauty and professions specifically. There
are 2,016 items for beauty (non-profession) bias
(SAI: 1,026, ASA: 990) and 1,668 for beauty pro-
fession (SAI: 912, ASA: 756). For the exact list of
stimuli and attributes, please see the supplementary
materials.

We collected positive and negative attributes
from Anderson (1968), Perdue and Gurtman
(1990), and Cross et al. (2017). Neutral attributes
were mostly sourced from primary personality
lists.4,5 The remaining neutral attributes were man-
ually curated by the authors.

5.2 SAI Data Creation
In this case, we measure the LLM selection of
attributes in response to each stimulus. We di-
vide stimuli into two groups (positive and nega-
tive) and attributes into three groups (positive, neg-

3Our original institutional category has 32,808 instances,
and we sample 3,600 from that to keep a similar ratio to other
categories.

4https://ideonomy.mit.edu/essays/traits.html
5https://liveboldandbloom.com/11/

personality-types/neutral-personality-traits

ative, and neutral). For a basic overview of at-
tributes and stimuli in SAI direction, see Table 32
in Appendix F. For all bias categories, we use per-
sonality traits as attributes and divide them into
three parts, namely positive traits (e.g., creative,
adaptable, etc.), negative traits (e.g., unimaginative,
rigid, etc.), and neutral traits (e.g., unpredictable,
playful, etc.).

Age: We divide the stimulus ages into young (25-
35) and old (60-70). For the sake of our writing
(not the actual representation) we call the young
and old stimuli as positive and negative stimuli, re-
spectively. We select these age ranges based on the
experimental results from Cameron (1969) while
pushing all age groups more towards middle age to
make them relevant in the work setting.6

Beauty: Beauty stimuli are divided into positive
(e.g., attractive, gorgeous, etc.), and negative (e.g.,
unattractive, plain, etc.).7 Only for beauty stimuli,
we consider different professions as attributes (e.g.,
astronomer, security guard, etc.) in addition to per-
sonality traits, following the study of Dion et al.
(1972). For the sake of our writing (not the actual
representation) we consider the high, mid, and low-
salaried professions (e.g., high: surgeon, mid: tax
examiner, low: security guard) as positive, neutral,
and negative professions. We categorized profes-

6Many of our template sentences for ageism assume a work
setting.

7We selected beauty words as ’Positive’ or ’Negative’
beauty terms based on their synonymy or antonymy to ’beauti-
ful’, considering only their grammatical fit and context in our
template sentences, thereby encapsulating the subjectivity of
beauty within these terms.
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sions based on income, drawing inspiration from
Wong and Penner (2016), and using data from the
U.S. Bureau of Labor Statistics.8 We consider an-
nual mean wage of more than 100k as high-salaried
professions, 50k-70k as mid-salaried professions,
and less than 40k as low-salaried professions.

Institution: Stimulus institutions are divided
into university (e.g., MIT, Harvard University, etc.)
and community college (e.g., Houston Commu-
nity College, Miami Dade College, etc.) and for
the sake of our writing (not the actual representa-
tion of the institutions) we consider university and
community college stimuli as positive and negative
stimuli respectively. In this study, we select the top
100 best national universities and the top 100 com-
munity colleges based on enrollment in the USA
according to U.S. News.9,10

We ensure each state is represented with at least
one university and one community college by in-
cluding the highest-ranked university or the com-
munity college with the highest enrollment from
each state. We maintain balanced lists by truncating
the resulting lists to 100.11 For more attributes and
stimuli for institutions, see Table 34 in Appendix F.

Nation: Stimulus nations are divided into rich
(Luxembourg, Norway, etc.) and poor (South Su-
dan, Gambia, etc.) in terms of GDP per capita12,13

and for the sake of our writing (not the actual rep-
resentation) we consider rich and poor countries
as positive and negative stimuli, respectively. We
follow Tavoletti et al. (2022) in using economic
conditions to categorize countries. We select the 15
countries with the highest and lowest (with avail-
able data) GDP per capita as positive and negative
stimuli, respectively.

5.3 ASA Data Creation

In this case, we measure the LLM selection of
stimulus when provided with attributes. Here, we

8https://www.bls.gov/oes/current/oes_nat.htm#
00-0000

9https://www.usnews.com/best-colleges/
rankings/national-universities

10https://www.usnews.com/education/
community-colleges/search?sort=enrollment&
sortdir=desc

11We limit our focus to U.S. institutions to manage eco-
nomic, national, and geographical biases, sidestep the lack of
a uniform international equivalent to community colleges, and
deal with the scarcity of global data on educational rankings
and lists.

12We use GDP per capita values as reported by the Interna-
tional Monetary Fund (IMF) (as of August 2023).

13https://www.imf.org/external/datamapper/
NGDPDPC@WEO/OEMDC/ADVEC/WEOWORLD

divide the attributes into two parts, removing neu-
tral attributes. On the other hand, we divide each
set of stimuli into three parts by adding a neutral
or relatively unrelated set of stimuli for the third
group. For more details about ASA data creation,
see Appendix A.

5.4 Iterative Data Collection

We create our dataset by iterating over the lists
of stimuli and attributes. In SAI direction, we
use every stimulus term with each sentence tem-
plate. For example, consider the beauty bias sen-
tence “He looks unattractive; it is obvious that he
is (wise/stupid/freewheeling)” in Figure 2. We re-
place “unattractive” with every other positive and
negative stimulus term (e.g., attractive, fashionable,
unfashionable, etc.) from beauty bias list. When
we select attributes in the SAI direction, we ran-
domly pick one triple of positive, negative, and
neutral attributes (e.g., friendly, unfriendly, and
carefree). In ASA direction, we swap the stim-
uli and attributes. We use every term from the
attributes list with each sentence template and ran-
domly select one triple of positive, negative, and
neutral stimuli.14

To avoid potential confounding effects of gen-
der bias, which has been found in prior NLP sys-
tems (Bolukbasi et al., 2016), we exhaustively
(and uniformly) include the three most common
sets of pronouns: masculine (he/him), feminine
(she/her), and non-binary (they/them). For ex-
ample, in the sentence “Because he was (ambi-
tious/unambitious/freewheeling), he ended up at
Community College of Vermont, where he was a
second-year student.”, we replace “he” with “she”
and “they” to form new templates. We also use
this to analyze the effects of gender bias in our
dataset (Section 7.1).15 Similarly for institutional
bias, we control for education level. We use “first-
year”, “second-year”, and “teacher” descriptors to
force an education level. As community colleges
offer two-year programs, we include only first-year
and second-year students.

14We have adjectival and nominal variations of attributes
to ensure grammaticality. For example, in “It is clear that
the man, who comes from South Sudan, is friendly.”, we
use the adjectival form “friendly”. In “He is known for his
friendliness; he is from South Sudan.”, we use the nominal
form “friendliness”.

15We generalize the gendered pronouns to gendered person
descriptions as needed, i.e., “man” or “boy” for masculine,
“woman” or “girl” for feminine, and “people” for non-binary.
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Figure 3: Difference in dependent variable prediction rates between negative and positive independent variable
values for GPT-4 and Mistral. ∆PL = PPL − NPL, ∆NL = PNL − NNL, and ∆NuL = PNuL − NNuL. See
Figure 6, in the Appendix C for GPT-3.5, PaLM-2, and Llama-2 results.

6 Experimental Setup

We use GPT-4, PaLM-2, Llama-2-13B, and Mistral-
7B in our experiments.16,17 For model details, see
Appendix B. Exact experimental details are in our
supplementary materials, including scripts for repli-
cation. We examine how LLMs respond to positive
and negative attributes and stimuli. Specifically,
we calculate the conditional likelihood of a model
selecting positive, negative, and neutral attributes
in response to stereotypically positive and nega-
tive stimuli. We will refer to these as [stimulus]-
to-[attribute] likelihoods. For example, we call
the likelihood of the model to select positive at-
tributes (e.g., friendly, motivated, creative, etc.) in
response to stereotypically negative stimuli (e.g.,
unattractive, Hinds Community College, South Su-
dan, 65 years old, etc.) the negative-to-positive like-
lihood (NPL). Our shorthand uses P for positive,
N for negative, and Nu for neutral. We consider a
system to be biased if the conditional likelihood of
positive, negative, or neutral completions change
when the polarity of the prompting text changes.
That is, an unbiased system will have ∆PL, ∆NL,
and ∆NuL values (defined in Figure 3) of 0. For
example, in Figure 3, we find that ∆NL is system-
atically negative, so the negative predictions of the
models are biased in the opposite direction of the

16We use 4-bit quantized versions for Llama-2 and Mistral
7B due to our resource constraints.

17We also have experimental results for GPT-3.5, which
follow the same broad trends as the other models discussed
here. Results for GPT-3.5 are only in the appendices due to
space constraints.

prompt text changes.
We further report correlations and statistical sig-

nificance using Kendall’s τ test (Kendall, 1938).18

In the SAI direction, we calculate Kendall’s τ statis-
tic between the binary positive and negative stimu-
lus variable and the ternary positive, negative, and
neutral attribute variable.

We reverse everything in the ASA direction, e.g.,
calculating the likelihood of selecting positive, neg-
ative, and neutral stimuli in response to positive
and negative attributes.

7 Results and Discussion

Model Direction τ p H0?

GPT-4 SAI 0.407 4.70e-235 Reject
ASA 0.372 1.18e-145 Reject

PaLM-2 SAI 0.338 4.95e-133 Reject
ASA 0.367 3.12e-133 Reject

Llama-2 SAI 0.129 1.40e-22 Reject
ASA 0.401 1.04e-161 Reject

Mistral SAI 0.139 9.39e-26 Reject
ASA 0.175 2.47e-32 Reject

Table 1: Kendall’s τ test results for all bias types to-
gether. We use a significance level of α < 0.05 to reject
the null hypothesis.

Figure 3 shows the high-level trends in model pre-
dictions for each of the categories in both directions
for GPT-4 and Mistral. The prediction rates are
summarized in terms of the change of rates when

18We selected the Kendall’s τ test instead of the χ2 test be-
cause there is a natural order to negative, neutral, and positive
categorical values.
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GPT-4 PaLM-2 Llama-2 Mistral
DOE BT τ p H0? τ p H0? τ p H0? τ p H0?

SAI

A 0.192 5.2e-09 R 0.274 3.1e-14 R 0.094 0.0079 R 0.026 0.4776 RF
B 0.870 9.6e-147 R 0.889 1.3e-115 R 0.242 5.3e-13 R 0.473 1.8e-44 R
BP 0.451 1.1e-34 R 0.352 9.7e-23 R 0.108 0.0030 R 0.160 8.0e-06 R
I 0.573 2.9e-147 R 0.299 7.5e-38 R 0.179 3.0e-14 R 0.045 0.0445 R
N 0.009 0.5914 RF 0.138 2.6e-07 R 0.025 0.3110 RF 0.096 0.0001 R

ASA

A 0.312 4.6e-25 R 0.340 2.5e-30 R 0.130 1.5e-05 R -0.056 0.0575 RF
B 0.772 1.8e-110 R 0.592 2.2e-58 R 0.318 1.7e-20 R 0.476 1.65e-43 R
BP 0.354 3.1e-19 R 0.162 1.8e-05 R 0.199 2.6e-07 R 0.125 0.0015 R
I 0.220 1.4e-25 R 0.378 1.8e-48 R 0.786 5.9e-191 R 0.144 1.12e-07 R
N 0.397 5.0e-25 R 0.385 6.6e-22 R 0.244 1.2e-09 R 0.232 1.3e-09 R

Table 2: Kendall’s τ test results for each bias type. We use a significance level of α < 0.05 to reject the null
hypothesis. Here, BT stands for Bias Type, A stands for Ageism, B stands for Beauty, BP stands for Beauty
Profession, I stands for Institution, N stands for Nationality, R stands for Reject and RF stands for Reject Fail.

moving from positive to negative independent vari-
able values. If the stimuli and attributes are inde-
pendent of each other in a model, we should find
the plots to be close to 0 with minor random varia-
tions. We instead see the trend that positive gener-
ations are more frequent when the given provided
unrelated information is positive and vice-versa for
negative generations. The effect on neutral gener-
ations is small and the direction of the effect does
not follow any obvious pattern. Only one model-
category combination (Mistral Ageism in the ASA
direction) breaks this pattern—the change in the de-
pendent variable does not follow the same direction
as the change in the independent variable.

This correlation between the stimuli and at-
tributes for LLMs is statistically significant. Table 1
shows the results of the Kendall’s τ test for each
model and in each direction. The null hypothesis is
rejected in all eight settings. This serves as a clear
indication of a pattern of bias in modern LLMs.

We next break down the results by bias category,
where the τ -test results are presented in Table 2.
Here we focus on the broad trends of our results.
Complete results and additional discussions are
available in Appendix C.

Ageism. Mistral is the only model where we fail
to reject the null hypothesis in either SAI or ASA
settings. The effect size for Llama-2 is consid-
erably smaller than for GPT-4 and PaLM-2, sug-
gesting that unknown engineering decisions made
for proprietary models exacerbate age-related bias
in LLMs or that quantization of LLMs suppress
age-related bias.

Beauty. Beauty-bias results are statistically sig-
nificant for all models in both SAI and ASA di-
rections and the effect sizes are among the largest

Figure 4: The base rate likelihoods for each dependent
variable averaged across each direction-model-domain
(including GPT-3.5) combination for different educa-
tion levels in institutional bias. PL is the percentage
of selecting positive attributes/stimuli. NL and NuL
are the percentages of selecting negative and neutral at-
tributes/stimuli, respectively, depending on the direction
of the experiments.

across the board. This confirms the patterns we see
in Figure 3 and points to a sorely overlooked bias
in LLM development.

Beauty-Profession. Here we again see statisti-
cally significant results in every model-setting com-
bination. The effect sizes here are smaller than for
the beauty bias setting. While LLM generations
correlate beauty terms with high-income profes-
sions, this bias is not as severe as that for positive
character traits.

Institution. The institutional bias results are
again significant across the board. GPT-4 in the
SAI direction and Llama-2 in the ASA direction
stand out as having particularly large effect sizes.19

19That is GPT-4 is very likely to predict positive charac-
ter traits for people associated with high-ranking institutions
while Llama-2 is very likely to predict a high-ranking institu-
tion for people with positive character traits.
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GPT-4 PaLM-2 Llama-2 Mistral
DOE L τ p H0? τ p H0? τ p H0? τ p H0?

SAI
F 0.710 6.7e-71 R 0.343 5.4e-17 R 0.180 1.6e-05 R 0.072 0.0649 RF
S 0.695 9.8e-69 R 0.400 6.7e-23 R 0.176 1.4e-05 R 0.069 0.0763 RF
T 0.320 9.22e-22 R 0.155 4.4e-05 R 0.184 4.7e-06 R -0.009 0.8124 RF

ASA
F 0.179 6.3e-08 R 0.385 7.6e-18 R 0.779 4.5e-65 R 0.110 0.0182 R
S 0.163 2.1e-07 R 0.423 7.11e-23 R 0.789 8.6e-64 R 0.170 0.0003 R
T 0.311 7.4e-14 R 0.318 2.8e-12 R 0.790 3.5e-66 R 0.148 0.0016 R

Table 3: Kendall’s τ test results for institutional bias controlling for education level. We use a significance level of
α < 0.05 to reject the null hypothesis. Here, L stands for Level of Education, F stands for First-year, S stands for
Second-year, T stands for Teacher, R stands for Reject and RF stands for Reject Fail.

GPT-4 PaLM-2 Llama-2 Mistral
DOE G τ p H0? τ p H0? τ p H0? τ p H0?

SAI
M 0.431 1.1e-88 R 0.347 8.1e-48 R 0.162 1.3e-12 R 0.126 3.5e-08 R
F 0.388 1.8e-76 R 0.347 1.1e-48 R 0.113 5.9e-07 R 0.152 3.0e-11 R
N 0.400 1.9e-74 R 0.319 1.4e-40 R 0.110 1.8e-06 R 0.140 1.7e-09 R

ASA
M 0.387 1.4e-53 R 0.363 3.4e-45 R 0.408 5.8e-57 R 0.154 1.5e-09 R
F 0.390 1.3e-54 R 0.356 3.9e-43 R 0.405 2.5e-56 R 0.176 5.3e-12 R
N 0.342 4.5e-42 R 0.381 5.9e-49 R 0.391 2.7e-52 R 0.195 3.2e-14 R

Table 4: Kendall’s τ test results considering gender pronoun. We use a significance level of α < 0.05 to reject the
null hypothesis. Here, G stands for Gender Pronoun, M stands for Masculine, F stands for Feminine, N stands for
Non-binary, R stands for Reject and RF stands for Reject Fail.

Nationality. In the SAI direction, we fail to re-
ject the null hypothesis for GPT-4 and Llama-2.
For PaLM-2 and Mistral, we see relatively small
effect sizes. In the ASA direction, however, we
see statistically significant results for all models.
This suggests that the results we see in the SAI
direction are reflective of the prior work in bias
mitigation in the area of race, ethnicity, and nation-
ality. This work does not however carry over in the
ASA direction. That is, LLMs have strongly biased
predictions of a person’s nationality in response to
given positive or negative character traits.

7.1 Addressing Possible Confounds

Education Level. A key possible confounding
variable in our investigation of institutional bias is
educational level. We see this in Figure 4 which
shows the percentage of selecting positive, nega-
tive, and neutral attributes/stimuli averaged across
all models for different educational levels. In the
SAI direction, models select considerably more
positive and fewer negative attributes for teachers
compared to first and second-year students. So,
there is a trend toward positive representation for
teacher. Table 5 shows that the correlation between
education level and attribute quality (SAI direction)
is statistically significant for all 4 models. This pat-
tern does not generally hold in the ASA direction,
and in fact, there are small effect negative correla-
tions for GPT 4 and Mistral predictions. We would

not expect the education level to be predictive of
the type of institution since they all have first-year
students, second-year students, and teachers.

Model Direction τ p H0?

GPT-4 SAI 0.140 7.5e-15 Reject
ASA -0.115 1.7e-11 Reject

PaLM-2 SAI 0.132 2.6e-12 Reject
ASA 0.003 0.8582 Reject Fail

Llama-2 SAI 0.058 0.0025 Reject
ASA 0.008 0.9692 Reject Fail

Mistral SAI 0.041 0.024 Reject
ASA -0.062 0.004 Reject

Table 5: Kendall’s τ test results considering if there is
any negative, positive, or neutral relations with first-year,
teacher, and second-year respectively.

Table 3 shows the τ -test results for institutional
bias while controlling for educational level. We
maintain statistical significance in every case ex-
cept Mistral in the SAI direction. The institutional
bias we see from Mistral in the SAI direction (in
Table 2) can be explained by the underlying corre-
lation between education level and institution type.

As most of the institutions contain distinct words
“University" and “Community College", one of the
reviewers wonders if those two words dominate
the selection of attributes, instead of the actual uni-
versity and community college. To address this
we perform a follow-up experiment where we an-
alyzed the results for positive institutions that do
not include the word “university” (e.g., MIT) and
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Figure 5: Similar to Figure 4, but here the base rate
likelihoods for each dependent variable average across
each direction-model-domain combination in gendered
pronoun settings.

negative institutions that do not include the phrase
“community college” (e.g., Dallas College). The
overall trend is consistent with that of Table 2’s
institutional bias, with the only difference being
that in this experimental setup, in the SAI direction,
the Mistral model rejects the null hypothesis, and
there is no statistically significant result for that.
See Table 31 in Appendix E for full results.

Gender. Another possible confound in our ex-
periments is gender bias. Figure 5 shows the per-
centage of selecting positive, negative, and neutral
attributes/stimuli averaged across all models for
gendered pronoun settings. In both SAI and ASA
directions LLMs are marginally more likely to se-
lect positive attributes and less likely to select neg-
ative attributes for feminine pronouns compared
to masculine or non-binary pronouns. Table 6 par-
tially confirms this observation with statistically
significant results for GPT-4 in both inference di-
rections and the other models in one of the direc-
tions. We find that the effect sizes are small even
where results are significant.20

Table 4 shows the dataset-wide statistical tests
while controlling for gender. We maintain statis-
tically significant correlations for all settings and
there are no major differences in results across gen-
ders.

7.2 Invalid LLM Responses

We excluded some examples for invalid responses.
LLMs didn’t always select from our three choices.
These responses were categorized into five groups,
with trends detailed in Appendix D.

20This is promising regarding the progress of the field, but
this is only a coarse-grained analysis. We only use pronouns to
access this variable and our dataset does not focus on gender
bias-specific attributes and stimuli.

Model Direction τ p H0?

GPT-4 SAI 0.031 0.0020 Reject
ASA 0.023 0.0468 Reject

PaLM-2 SAI 0.025 0.0228 Reject
ASA 0.016 0.1758 Reject Fail

Llama-2 SAI 0.026 0.0160 Reject
ASA 0.007 0.5380 Reject Fail

Mistral SAI 0.011 0.3076 Reject Fail
ASA 0.027 0.0206 Reject

Table 6: Kendall’s τ test results considering if there is
any negative, positive, or neutral relations with mascu-
line, feminine, and non-binary gender respectively.

8 Conclusion

We examine the behavior of four common LLMs
across several less-studied domains of bias, looking
at general positive and negative polarity associa-
tions rather than precise stereotypes. Our findings
indicate that all four models exhibit statistically
significant biases. Our dataset and experimental
design draw upon prior literature on both social
science and computer science. As the use of LLMs
continues to grow and these models are increas-
ingly employed in various tools, it becomes cru-
cial to be vigilant about even subtle forms of bias.
While much work has been done to investigate
overt biases such as those related to race, gender,
and religion, less attention has been paid to sub-
tler biases such as ageism, beauty, and institution.
Through the introduction of our dataset, we encour-
age the consideration of these overlooked biases
when using LLMs. We hope that this dataset will
help to further research and mitigate these types of
biases. Future research is needed to extend our find-
ings to other models and further biases that have
been identified by social scientists.

9 Limitations

There are a few factors in our experiments that
may limit the generalizability of our results and
conclusions. While we selected four of the most
common and powerful LLMs currently available,
our experiments were far from exhaustive. Many
LLM variants exist today and will be developed in
the future. In constructing our dataset, we limited
many of our stimuli and attributes to a relatively
small number of options. For instance, in the case
of institutional bias, we consider only 100 universi-
ties and 100 community colleges. It is possible that
our specific set of prompts and template structures
also affected the results that we saw.

In grouping our stimuli and attributes we used
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several proxies to allow us to collect data efficiently.
For example, economic conditions were used as
proxies for grouping both professions and nation-
alities. We also used college rankings as a proxy
for the sentiment polarity of academic institutions.
All of these proxies are noisy approximations of
the biases that we seek to measure and could have
affected our results.

Our experiment was also only conducted in En-
glish. This means that the behavior of the LLMs,
which are capable of working in multiple lan-
guages, may change in other languages. This could
be due to technical reasons, such as the relatively
smaller training data and development investment
in other languages. Or this could be due to cultural
or sociolinguistic reasons. That is, the prevalence,
degree, and specific stimuli of each of the bias cat-
egories are culture-dependent and the way that the
bias is realized in language is dependent on the
sociolinguistic context—the linguistic and social
norms of the community within which the utterance
was generated.
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A ASA Data Creation

Age: The stimuli here are divided into three parts,
namely positive stimuli (age between 25-35), neu-
tral stimuli (age between 42-52), and negative stim-
uli (age between 60-70). We chose these age ranges
based on the study by Cameron (1969).

Beauty: We only consider the positive and neg-
ative professions and skip the neutral professions,
similar to the other attribute groups in this direc-
tion. The positive and negative stimuli here are

the same as those from the SAI direction. For the
neutral stimuli, we use the set of neutral attributes
elsewhere in the dataset.21

Institution: Here we use cities in USA by pop-
ulation as neutral stimuli (e.g., New York, Tampa,
etc.)22. Here we also select at least one city form
each state.23 For more attributes and stimuli, see
Table 34.

Nation: For the added neutral stimuli we select
countries from the middle third of IMF’s report of
GDP per capita (e.g., Thailand, Gabon, etc.).

For a basic overview of attributes and stimuli in
ASA direction, see Table 33.

B Model Details

We use four major language models for assess-
ing our task: 1) The GPT-4 using checkpoint
on the OpenAI API; 2) Google PaLM-2 using
PaLM API and MakerSuite; 3) Llama2-13B via
the TheBloke/Llama-2-13B-chat-GGML check-
point on Huggingface; 4) mistral-7B via the
TheBloke/Mistral-7B-Instruct-v0.1-GGUF check-
point on Huggingface. We also use the GPT-3.5-
TURBO-INSTRUCT using checkpoint on the Ope-
nAI API.

C Detailed Result Section

We present all the statistical results for GPT-3.5
in Table 7. Most of these results are statistically
significant. For the beauty bias category, the results
are strong in both directions which we can also see
from Figure 6. We can also say that in both SAI and
ASA directions models are marginally more likely
to select positive attributes and less likely to select
negative attributes for feminine pronouns compared
to masculine or non-binary pronouns. But GPT-3.5
didn’t show statistically significant results when
we controlled the institutional category based on
educational level.

We next look at the base rate likelihoods of the
dependent variables to identify whether LLMs have
a base preference to predict positive, negative, or
neutral values. Table 8 shows a full list of these
results. GPT-4 clearly favors predicting positive

21We found that almost every beauty term is charged with
some degree of positive or negative force.

22https://en.wikipedia.org/wiki/List_of_United_
States_cities_by_population

23There are no obvious categories for neutral educational
institutions. And cities are substitutable in the sentence con-
structions. We select cities as a proxy of neutral stimuli to
make our data collection process easier and consistent like
other bias categories.
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Figure 6: Difference in dependent variable prediction rates between negative and positive independent variable
values for Llama-2, PaLM-2, GPT-3.5. ∆PL = PPL − NPL, ∆NL = PNL − NNL, and ∆NuL = PNuL − NNuL.

values on average in every category. The GPT-3.5
and PaLM-2 results are more mixed, where the
preference is dependent on category. For example,
PaLM-2 is more likely to predict negative attributes
in general in the beauty and beauty profession cate-
gories. However, it clearly prefers to predict both
positive stimuli and attributes in the nationality cat-
egory. In the SAI direction, the Llama-2 model
clearly favors positive values, but in the ASA direc-
tion, results are more mixed.

We then use the English-gendered pronouns in
the dataset to coincidentally investigate the degree
to which LLMs show gender bias in our dataset.
Table 9 shows a table of results for these models,
in both directions and the gender of the pronoun.
The results we see here are promising regarding
the progress the field has made on gender bias. We
find that the conditional distributions are similar for
each pronoun for every model, direction, and bias
type combination. As we would expect from Ta-
ble 8, the positive inferences are more likely than
negative and neutral inferences, but the number
stay close across pronoun types. If anything, the
results suggest that LLMs skew slightly more posi-
tively for feminine pronouns, in that PPL and NPL
values for feminine pronouns typically exceed the

others while PNL and NNL values are typically ex-
ceeded by the others. While promising, this is only
a coarse-grained analysis on gender since we only
use pronouns to access this variable and our dataset
does not focus on gender bias-specific attributes
and stimuli.

We represent our complete experimental results
for each bias type and direction in Tables 10 -29.

C.1 Tables in SAI direction

For ageism bias in Table 13, we can see that the
positive-to-positive likelihood (PPL) is 75.82%
while the positive-to-negative likelihood (PNL) is
2.84%, which means the GPT-4 is more inclined
to select positive attributes (e.g., efficient, creative,
etc.) in response to younger age (e.g., 26 years
old, 28 years old, etc.) and less inclined to select
negative attributes in response to younger age. The
negative-to-negative likelihood (NNL) is 16.82%,
which means the GPT-4 is also selecting negative
attributes in response to older age (e.g., 65 years
old, 68 years old, etc.). Given the values of PNL
and NNL, it is evident that GPT-4 favors negative
attributes more when dealing with older individ-
uals compared to younger ones. So, we can say
that there exists an ageism bias in the GPT-4. For
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ageism bias, we also see the same kind of trends
for PaLM-2 in Table 16, Llama-2 in Table 19, and
GPT-3.5 in Table 10. But for Mistral in Table 22,
this difference is less compared to other models
and is not statistically significant.

When we observe the beauty bias, we can say
that there is a very strong association of beauty bias
in all of these models. In Table 10, the PNL and
NNL of beauty bias are 5.06% and 79.22% respec-
tively, which means that the GPT-3.5 selects neg-
ative attributes more when dealing with negative
appearance (e.g., unattractive, etc.). The same thing
is also happening for beauty bias with professions.
Different values of beauty bias in professions sug-
gest that GPT-3.5 selects negative attributes (e.g.,
security guard, taxi driver, etc.) more when dealing
with negative appearance. We can see the similar
trend like GPT-3.5 in all other models. In Table 13,
for GPT-4, we see that PNL for beauty bias is 0%,
which really indicates how much biased it is.

In the same way, in Table 13, the PPL of institu-
tional bias is 90.54%, which is comparatively high
compared to other models. The NNL and PNL of
institutional bias suggest that GPT-4 chooses nega-
tive attributes more when dealing with community
colleges. We also see the same kind of trends for
GPT-3.5 in Table 10, PaLM-2 in Table 16, Llama-
2 in Table 19, and Mistral in Table 22. But for
Mistral, this difference is less compared to other
models.

In Table 16, for nationality bias, PaLM-2 picks
negative attributes more when dealing with poor
countries. This trend is also similar for all other
models. But the difference between NNL and PNL,
NPL and PPL, etc. are smaller compared to other
types of bias for GPT-4, Llama-2, and Mistral. This
also indicates that we made some improvement at
least for nationality bias.

In Table 14, we showed our experimental results
from a gender perspective and in the SAI direction
with GPT-4. For ageism bias, in terms of negative
attribute selections, we can see that GPT-4 selects
fewer negative attributes for feminine pronouns.
However, when it comes to institutional bias, we
observed that the PaLM-2 model in Table 17 tends
to select more negative attributes for masculine
genders compared to non-binary and feminine. In
the case of nationality and institutional bias, the
PaLM-2 model also tends to favor more negative
attribute selections for masculine compared to non-
binary and feminine.

In Table 25, 26, 27, 28, 29 we present our results

for different educational level for GPT-3.5, GPT-4,
PaLM-2, Llama-2, and Mistral models respectively.

C.2 Tables in ASA direction

In this direction, we also notice that there is a strong
likelihood between attribute and stimulus. We can
see that the PPL is less compared to the SAI direc-
tion in most cases, but there are still some discrep-
ancies among values. In Table 13, When we look
at the NNL and PNL of ageism bias, we realize
that GPT-4 selects negative stimuli (e.g., 66 years
old, 69 years old, etc.) more when dealing with
negative attributes. We also see similar trends for
other models. For Mistral in Table 22, we see the
trend of PPL and NPL is different for ageism bias
compared to others.

In Table 13, for beauty bias in professions, we
notice that the difference between NNL and PNL
is 22.32%. This means that the GPT-4 picks the
negative appearance more in response to the lower-
income individuals. This trend is also similar to
other models. For institutional and nationality bias,
the same kind of relationship exists for all models.

Table 12 presented our experimental results from
a gender perspective and in the ASA direction with
GPT-3.5. For beauty bias in professions, we ob-
served that the GPT-3.5 model tends to select more
negative attributes for males compared to females
and non-binary genders.

In ASA direction we also see similar trends like
SAI direction in gender settings. In Table 15, for
beauty bias, we see that PPL is higher for feminine
pronoun settings. From Table 21, we see that the
gap between these different gender settings is even
narrow.

D Invalid Results Categorized

Based on the broad invalid responses pattern, we
divide the responses into five different categories.
Category 1 contains just some number between 1
to 3, we named this category as “Numeric Selec-
tion”. Category 2 contains responses which are
from context sentence but not from the option list,
we named this category as “Non-Option Span”.
Category 3 indicates that the sentence was not com-
pleted, meaning the response is either null or assis-
tance cannot be provided, we named this category
as “No Response”. Category 4 includes those re-
sponses which response stating that there will be
some stereotype in the sentence and it is not ap-
propriate to promote stereotype or none of the op-
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Similar To
Table 2

Direction of Experiment Category τ p H0?

SAI

Ageism 0.237 2.7e-11 Reject
Beauty 0.807 1.3e-124 Reject
Beauty Profession 0.410 1.9e-29 Reject
Institution 0.202 9.4e-21 Reject
Nationality 0.112 7.2e-08 Reject

ASA

Ageism 0.183 1.3e-09 Reject
Beauty 0.786 9.0e-96 Reject
Beauty Profession 0.269 4.5e-12 Reject
Institution 0.263 4.6e-24 Reject
Nationality 0.376 2.0e-23 Reject

Similar To
Table 3

SAI
first-year 0.234 6.4e-10 Reject
second-year 0.255 4.6e-11 Reject
teacher 0.120 0.0007 Reject

ASA
first-year 0.279 7.6e-10 Reject
second-year 0.228 2.5e-07 Reject
teacher 0.284 3.9e-10 Reject

Similar To
Table 4

SAI
masculine 0.324 1.4e-48 Reject
feminine 0.284 1.3e-39 Reject
non-binary 0.289 9.9e-39 Reject

ASA
masculine 0.372 1.3e-46 Reject
feminine 0.328 1.3e-37 Reject
non-binary 0.336 6.2e-39 Reject

Similar To
Table 1

SAI overall 0.342 7.1e-157 Reject
ASA overall 0.079 3.6e-08 Reject

Similar To
Table 5

SAI educational level 0.029 0.0928 Reject Fail
ASA educational level 0.028 0.1754 Reject Fail

Similar To
Table 6

SAI gendered pronoun 0.032 0.0018 Reject
ASA gendered pronoun 0.042 0.0004 Reject

Table 7: All GPT-3.5 statistical results like the other models that are reported in the main section

GPT-3.5 GPT-4 PaLM-2 Llama-2 Mistral
DOE BT PL NL NuL PL NL NuL PL NL NuL PL NL NuL PL NL NuL

SAI

A 52.2 36.2 11.6 67.8 9.7 22.5 39.6 46.8 13.6 57.9 17.8 24.3 39.7 37.8 22.3
B 45.6 41.1 13.3 42.8 35.3 21.9 36.6 43.1 20.3 50.2 24.3 25.5 41.1 33.8 24.9
BP 33.3 41.3 25.4 41.0 38.5 20.5 45.7 28.3 25.9 40.2 28.1 31.7 40.8 27.4 31.6
I 67.9 23.6 8.4 63.3 30.3 6.3 54.9 35.9 9.1 57.1 25.6 17.2 62.7 19.9 17.3
N 76.1 17.2 6.8 84.3 3.2 12.5 61.7 23.6 14.7 55.4 22.5 22.1 41.8 39.6 18.5

ASA

A 33.4 33.4 33.2 30.3 32.9 36.8 44.8 35.1 20.1 26.0 38.7 35.24 24.6 32.2 43.1
B 38.8 51.1 10.1 31.7 42.5 25.8 26.0 51.5 22.5 45.2 35.5 21.1 36.8 39.2 23.9
BP 39.2 45.3 15.5 31.5 27.3 41.1 16.6 56.3 27.1 50.0 29.8 20.1 38.5 32.2 28.9
I 50.9 35.2 13.7 76.3 19.9 3.6 48.3 39.7 11.8 42.8 44.2 12.94 35.2 29.9 34.8
N 51.5 23.5 25.0 52.0 23.0 25.0 47.2 16.4 36.4 40.0 33.1 26.7 44.5 28.7 26.6

Table 8: The base rate likelihoods for each dependent variable in each direction-model-domain combination. PL is
the percentage of selecting positive attributes. NL and NuL are the percentage of selecting negative and neutral
attributes, respectively. In the ASA direction, PL, NL and NuL indicate the percentage of selecting positive, negative
and neutral stimuli, respectively. Here, BT stands for Bias Type, A stands for Ageism, B stands for Beauty, BP
stands for Beauty Profession, I stands for Institution, N stands for Nationality.
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GPT-3.5

Direction of Experiment Pronoun PPL PNL PNuL NPL NNL NNuL

SAI
masculine 72.04 15.39 12.55 43.56 45.17 11.26
feminine 75.23 13.79 10.96 49.52 39.19 11.28
non-binary 71.31 15.88 12.80 46.25 43.44 10.30

ASA
masculine 54.06 23.43 22.50 23.84 54.05 22.10
feminine 58.43 19.67 21.89 32.47 48.53 18.98
non-binary 60.56 23.59 15.84 30.51 50.70 18.77

GPT-4

SAI
masculine 80.95 5.50 13.53 42.57 41.63 15.78
feminine 83.47 3.84 12.67 48.66 36.42 14.91
non-binary 78.96 6.59 14.43 43.70 40.60 15.69

ASA
masculine 59.67 12.21 28.10 31.04 45.89 23.05
feminine 64.64 11.04 24.30 33.63 43.35 23.01
non-binary 61.17 14.12 24.69 35.48 45.53 18.98

PaLM-2

SAI
masculine 62.00 20.73 17.26 33.19 52.03 14.76
feminine 66.22 18.55 15.21 36.28 49.17 14.53
non-binary 66.38 19.05 14.55 38.55 47.03 14.40

ASA
masculine 50.55 25.77 23.67 23.10 58.24 18.65
feminine 52.70 23.92 23.36 24.88 54.62 20.49
non-binary 56.20 22.91 20.88 25.27 55.79 18.92

Llama-2

SAI
masculine 58.34 17.37 24.28 45.81 31.51 22.67
feminine 59.88 16.73 23.38 51.78 28.21 20.00
non-binary 56.66 20.53 22.80 47.30 28.90 23.79

ASA
masculine 55.09 20.82 24.07 22.28 54.05 23.65
feminine 57.81 20.86 21.32 24.51 54.46 21.01
non-binary 55.48 21.58 22.93 23.31 52.91 23.77

Mistral

SAI
masculine 52.21 26.52 21.25 42.01 37.24 20.73
feminine 54.56 24.14 21.29 41.78 36.30 21.91
non-binary 53.23 24.52 22.24 41.92 36.21 21.86

ASA
masculine 39.69 29.05 31.25 25.83 38.35 35.80
feminine 43.78 24.97 31.24 29.05 36.67 34.27
non-binary 43.41 25.89 30.69 27.20 39.13 33.66

Table 9: All conditional likelihoods grouped by model, inference direction, and pronoun gender. The likelihoods
are marginalized across other bias categories.

GPT-3.5
Direction of Experiment Bias Type PPL PNL PNuL NPL NNL NNuL

SAI

Ageism 62.52 25.29 12.17 41.78 47.18 11.03
Beauty 78.94 5.06 15.99 10.27 79.22 10.49
Beauty Profession 51.02 26.07 22.90 15.64 56.46 27.89
Institutional 77.19 13.93 8.87 58.74 33.29 7.95
Nationality 81.10 11.09 7.79 71.02 23.27 5.70

ASA

Ageism 39.10 25.34 35.54 27.63 41.45 30.90
Beauty 73.98 9.82 16.18 8.45 86.56 4.97
Beauty Profession 50.80 33.60 15.59 27.56 57.02 15.40
Institutional 63.65 25.21 11.12 38.23 45.45 16.31
Nationality 68.02 11.16 20.81 34.62 36.17 29.19

Table 10: Results indicate the likelihood (in percentage %) of selecting positive, negative, and neutral attributes
in response to positive and negative stimuli in the SAI direction, as well as the likelihood of selecting positive,
negative, and neutral stimuli in response to attributes in the ASA direction. In this representation, we denote PPL
as positive-to-positive likelihood, PNL as positive-to-negative likelihood, PNuL as positive-to-neutral likelihood,
NNL as negative-to-negative likelihood, NPL as negative-to-positive likelihood, and NNuL as negative-to-neutral
likelihood.
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GPT-3.5
Bias Type Pronoun PPL PNL PNuL NPL NNL NNuL

Ageism
masculine 66.90 21.12 11.97 41.54 49.29 9.15
feminine 66.19 23.23 10.56 46.47 42.95 10.56
non-binary 54.54 31.46 13.98 37.32 49.29 13.38

Beauty
masculine 81.21 4.84 13.93 7.79 82.46 9.74
feminine 76.68 4.90 18.40 14.28 71.42 14.28
non-binary 78.91 5.42 15.66 8.80 83.64 7.54

Beauty Profession
masculine 54.36 22.81 22.81 15.86 55.86 28.27
feminine 54.42 23.80 21.76 16.10 57.04 26.84
non-binary 44.13 31.72 24.13 14.96 56.46 28.57

Institutional
masculine 74.92 15.78 9.28 52.69 38.62 8.68
feminine 78.70 13.88 7.40 61.68 30.84 7.47
non-binary 78.00 12.00 10.00 62.33 30.00 7.66

Nationality
masculine 75.35 14.28 10.35 67.61 24.91 7.47
feminine 85.81 8.86 5.31 74.28 19.64 6.07
non-binary 82.10 10.17 7.71 71.17 25.26 3.55

Table 11: Results indicate the likelihood, similar to Table 10; however, in this case, we present the results in a
gendered pronoun-specific context and in the SAI direction with GPT-3.5.

GPT-3.5
Bias Type Pronoun PPL PNL PNuL NPL NNL NNuL

Ageism
masculine 28.70 30.09 41.20 20.46 46.97 32.55
feminine 41.20 19.90 38.88 35.64 37.96 26.38
non-binary 47.44 26.04 26.51 26.76 39.43 33.80

Beauty
masculine 68.86 12.26 18.86 6.06 89.39 4.54
feminine 78.04 5.69 16.26 14.89 79.43 5.67
non-binary 74.35 11.96 13.67 3.87 91.47 4.65

Beauty Profession
masculine 45.60 35.20 19.20 15.44 64.22 20.32
feminine 63.41 23.57 13.00 38.70 46.77 14.51
non-binary 43.54 41.93 14.51 28.45 60.16 11.38

Institutional
masculine 65.72 21.90 212.36 35.09 46.79 18.11
feminine 57.08 29.11 13.79 34.89 49.28 15.82
non-binary 67.92 24.90 7.16 45.00 40.00 15.00

Nationality
masculine 66.66 13.63 19.69 32.55 34.88 32.55
feminine 66.41 9.92 23.66 35.11 32.82 32.06
non-binary 70.99 9.92 19.08 36.22 40.94 22.83

Table 12: Results indicate the likelihood, similar to Table 10; however, in this case, we present the results in a
gendered pronoun-specific context and in the ASA direction with GPT-3.5 .

GPT-4
Direction of Experiment Bias Type PPL PNL PNuL NPL NNL NNuL

SAI

Ageism 75.82 2.84 21.32 59.51 16.82 23.65
Beauty 78.47 0.00 21.52 6.71 70.94 22.33
Beauty Profession 61.55 22.42 16.01 19.61 55.26 25.11
Institutional 90.54 3.90 5.54 36.11 56.79 7.09
Nationality 84.74 2.50 12.75 83.97 3.82 12.20

ASA

Ageism 38.11 18.05 43.82 22.44 47.83 29.72
Beauty 58.47 8.05 33.47 5.29 76.37 18.32
Beauty Profession 45.35 16.18 38.46 17.64 38.50 43.85
Institutional 87.50 11.16 1.33 65.20 28.81 5.98
Nationality 66.91 7.82 25.25 35.22 40.05 24.71

Table 13: Results indicate the likelihood, similar to Table 10; but for GPT-4
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GPT-4
Bias Type Pronoun PPL PNL PNuL NPL NNL NNuL

Ageism
masculine 74.28 3.57 22.14 56.61 19.11 24.26
feminine 78.41 1.43 20.14 65.71 13.57 20.71
non-binary 74.82 3.49 21.67 55.97 17.91 26.11

Beauty
masculine 80.11 0.00 19.88 4.73 72.18 23.07
feminine 77.77 0.00 22.22 10.77 63.47 25.74
non-binary 77.51 0.00 22.48 4.70 77.05 18.23

Beauty Profession
masculine 65.33 20.00 14.66 17.85 58.57 23.57
feminine 69.23 16.78 13.98 28.67 50.73 20.58
non-binary 50.00 30.55 19.44 12.67 56.33 30.98

Institutional
masculine 90.09 4.20 5.70 33.43 58.94 7.62
feminine 91.94 3.28 4.77 37.30 55.04 7.64
non-binary 89.50 4.26 6.22 37.82 56.25 5.92

Nationality
masculine 82.31 3.61 14.07 82.37 4.31 13.30
feminine 86.64 1.44 11.91 86.23 2.53 11.23
non-binary 85.26 2.45 12.28 83.33 4.60 12.05

Table 14: Results indicate the likelihood, similar to Table 10; however, in this case, we present the results in a
gendered pronoun-specific context and in the SAI direction with GPT-4.

GPT-4
Bias Type Pronoun PPL PNL PNuL NPL NNL NNuL

Ageism
masculine 32.40 17.59 50.00 17.59 48.61 33.79
feminine 40.27 16.66 43.05 22.89 44.39 32.71
non-binary 41.66 19.90 38.42 26.85 50.46 22.68

Beauty
masculine 51.53 9.20 39.26 3.63 78.78 17.57
feminine 69.32 4.29 26.38 7.87 71.51 20.60
non-binary 54.43 10.75 34.81 4.34 78.88 16.77

Beauty Profession
masculine 38.88 18.25 42.85 12.80 41.60 45.60
feminine 56.34 10.31 33.33 23.38 37.09 39.51
non-binary 40.80 20.00 39.20 16.80 36.80 46.40

Institutional
masculine 89.93 8.68 1.38 64.10 30.03 5.86
feminine 85.07 12.68 2.23 61.20 30.60 8.18
non-binary 87.31 12.31 0.37 70.56 25.66 3.77

Nationality
masculine 68.18 9.09 22.72 36.58 36.58 26.82
feminine 65.15 7.57 27.27 34.23 38.73 27.02
non-binary 67.42 6.81 25.75 34.74 44.91 20.33

Table 15: Results indicate the likelihood, similar to Table 10; however, in this case, we present the results in a
gendered pronoun-specific context and in the ASA direction with GPT-4 .

PaLM-2
Direction of Experiment Bias Type PPL PNL PNuL NPL NNL NNuL

SAI

Ageism 50.94 33.96 15.09 28.33 59.48 12.17
Beauty 68.75 2.60 28.64 3.72 84.57 11.70
Beauty Profession 62.13 17.00 20.86 29.89 39.34 30.76
Institutional 68.79 22.45 8.75 41.05 49.43 9.51
Nationality 67.42 17.28 15.28 55.73 30.25 14.00

ASA

Ageism 57.58 19.19 23.21 32.09 50.92 16.97
Beauty 41.55 26.83 31.60 4.97 84.79 10.23
Beauty Profession 21.95 49.32 28.72 11.29 63.17 25.53
Institutional 66.78 24.84 8.36 29.69 54.84 15.46
Nationality 60.31 3.70 35.97 31.54 31.54 36.90

Table 16: Results indicate the likelihood, similar to Table 10; but for PaLM-2
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PaLM-2
Bias Type Pronoun PPL PNL PNuL NPL NNL NNuL

Ageism
masculine 45.39 36.87 17.73 29.57 57.74 12.67
feminine 54.22 28.87 16.90 30.28 57.04 12.67
non-binary 53.19 36.17 10.63 25.17 63.63 11.18

Beauty
masculine 65.87 1.58 32.53 2.40 86.40 11.20
feminine 69.46 2.29 28.24 4.76 81.74 13.49
non-binary 70.86 3.93 25.19 4.00 85.60 10.40

Beauty Profession
masculine 69.59 12.83 17.56 34.86 32.23 32.89
feminine 61.80 18.05 20.13 24.50 47.68 27.81
non-binary 55.03 20.13 24.83 30.26 38.15 31.57

Institutional
masculine 64.84 25.45 9.69 35.60 55.48 8.90
feminine 69.34 22.61 8.03 41.46 50.00 8.53
non-binary 72.45 19.01 8.52 46.68 42.05 11.25

Nationality
masculine 61.11 19.65 19.23 47.78 37.61 14.60
feminine 69.95 15.87 14.16 58.29 25.56 16.14
non-binary 71.24 16.30 12.44 61.26 27.47 11.26

Table 17: Results indicate the likelihood, similar to Table 10; however, in this case, we present the results in a
gendered pronoun-specific context and in the SAI direction with PaLM-2

PaLM-2
Bias Type Pronoun PPL PNL PNuL NPL NNL NNuL

Ageism
masculine 52.77 21.29 25.92 29.16 55.55 15.27
feminine 57.47 17.75 24.76 30.55 50.00 19.44
non-binary 62.50 18.51 18.98 36.57 47.22 16.20

Beauty
masculine 32.46 28.57 38.96 3.50 85.08 11.40
feminine 48.38 23.22 28.38 6.95 83.47 9.56
non-binary 43.79 28.75 27.45 4.42 85.84 9.73

Beauty Profession
masculine 19.51 50.40 30.08 8.94 65.85 25.20
feminine 27.41 45.96 26.61 16.12 61.29 22.58
non-binary 18.85 51.63 29.50 8.80 62.40 28.80

Institutional
masculine 67.12 25.95 6.92 29.25 56.29 14.44
feminine 62.31 28.73 8.95 29.32 54.06 16.60
non-binary 70.89 19.77 9.32 30.53 54.19 15.26

Nationality
masculine 61.11 5.55 33.33 32.40 31.48 36.11
feminine 54.40 3.20 42.40 31.13 26.41 42.45
non-binary 65.35 2.36 32.28 31.06 36.89 32.03

Table 18: Results indicate the likelihood, similar to Table 10; however, in this case, we present the results in a
gendered pronoun-specific context and in the ASA direction with PaLM-2

Llama-2
Direction of Experiment Bias Type PPL PNL PNuL NPL NNL NNuL

SAI

Ageism 62.04 14.59 23.35 53.78 21.02 25.18
Beauty 60.47 15.76 23.75 39.79 32.92 27.27
Beauty Profession 45.39 25.11 29.49 35.18 30.95 33.85
Institutional 63.60 15.79 20.59 54.89 24.46 20.64
Nationality 55.94 20.50 23.54 53.78 21.02 25.18

ASA

Ageism 31.41 34.37 34.21 20.62 43.10 36.27
Beauty 57.40 19.13 23.45 33.19 47.95 18.85
Beauty Profession 58.76 22.10 19.13 41.20 37.53 21.17
Institutional 77.14 9.97 12.87 7.42 79.55 13.02
Nationality 49.58 23.41 26.99 30.47 42.93 26.59

Table 19: Results indicate the likelihood, similar to Table 10; but for Llama-2
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Llama-2
Bias Type Pronoun PPL PNL PNuL NPL NNL NNuL

Ageism
masculine 62.50 11.02 26.47 49.28 19.28 31.42
feminine 67.39 11.59 21.01 55.72 22.13 22.13
non-binary 56.20 21.16 22.62 56.52 21.73 21.73

Beauty
masculine 60.47 16.76 22.75 36.80 36.19 26.99
feminine 63.31 13.01 23.66 41.71 32.51 25.76
non-binary 57.57 17.57 24.84 40.82 30.17 28.99

Beauty Profession
masculine 54.79 16.43 28.76 36.91 31.54 31.54
feminine 36.80 31.25 31.94 40.26 28.85 30.87
non-binary 44.44 27.77 27.77 28.47 32.45 39.07

Institutional
masculine 61.32 16.03 22.64 48.18 37.87 13.93
feminine 63.58 14.50 21.91 54.28 33.65 12.06
non-binary 66.10 16.94 16.94 49.66 34.33 16.00

Nationality
masculine 53.45 22.90 23.63 51.24 27.40 21.35
feminine 61.73 16.60 21.66 59.20 22.02 18.77
non-binary 52.57 22.05 25.36 54.28 23.92 21.78

Table 20: Results indicate the likelihood, similar to Table 10; however, in this case, we present the results in a
gendered pronoun-specific context and in the SAI direction with Llama-2

Llama-2
Bias Type Pronoun PPL PNL PNuL NPL NNL NNuL

Ageism
masculine 27.90 31.62 40.46 16.27 46.51 37.20
feminine 32.07 35.37 32.54 24.65 42.32 33.02
non-binary 34.25 36.11 29.62 20.93 40.46 38.60

Beauty
masculine 55.27 21.73 22.98 27.43 54.26 18.29
feminine 58.64 17.90 23.45 36.19 47.23 16.56
non-binary 58.28 17.79 23.92 36.02 42.23 21.73

Beauty Profession
masculine 54.76 24.60 20.63 40.47 35.71 23.80
feminine 60.48 20.16 19.35 41.80 36.88 21.31
non-binary 61.15 21.48 17.35 41.60 40.00 18.40

Institutional
masculine 78.02 10.25 11.72 8.73 75.79 15.47
feminine 79.53 8.49 11.96 6.06 82.19 11.74
non-binary 73.84 11.15 15.00 7.53 80.55 11.90

Nationality
masculine 51.69 20.33 27.96 35.59 40.67 23.72
feminine 52.50 26.66 20.83 31.40 42.97 25.61
non-binary 44.80 23.20 32.00 24.59 45.08 30.32

Table 21: Results indicate the likelihood, similar to Table 10; however, in this case, we present the results in a
gendered pronoun-specific context and in the ASA direction with Llama-2

Mistral
Direction of Experiment Bias Type PPL PNL PNuL NPL NNL NNuL

SAI

Ageism 41.78 37.79 20.42 37.76 37.99 24.24
Beauty 60.07 14.87 25.04 22.30 52.83 24.85
Beauty Profession 47.79 22.46 29.73 33.84 32.52 33.62
Institutional 64.16 17.04 18.78 61.25 22.91 15.82
Nationality 45.66 35.36 18.96 37.93 43.91 18.14

ASA

Ageism 24.53 35.95 39.50 24.69 28.54 46.75
Beauty 54.98 18.94 26.06 18.69 59.55 21.74
Beauty Profession 43.73 28.00 28.26 33.33 37.06 29.60
Institutional 41.59 25.53 32.86 28.99 34.20 36.80
Nationality 55.55 21.96 22.47 33.58 35.60 30.80

Table 22: Results indicate the likelihood, similar to Table 10; but for Mistral
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Mistral
Bias Type Pronoun PPL PNL PNuL NPL NNL NNuL

Ageism
masculine 45.07 35.21 19.71 39.86 35.66 24.47
feminine 45.07 37.32 17.60 39.16 39.16 21.67
non-binary 35.21 40.84 23.94 34.26 39.16 26.57

Beauty
masculine 65.29 11.76 22.94 27.48 50.87 21.63
feminine 57.30 16.95 25.73 19.88 56.72 23.39
non-binary 57.64 15.88 26.47 19.52 50.88 29.58

Beauty Profession
masculine 48.02 21.71 30.26 33.77 32.45 33.77
feminine 43.42 23.02 33.55 34.43 29.13 36.42
non-binary 52.00 22.66 25.33 33.33 36.00 30.66

Institutional
masculine 58.85 21.62 19.51 55.71 28.73 15.54
feminine 67.16 15.52 17.31 63.60 19.57 16.81
non-binary 66.66 13.72 19.60 64.91 20.00 15.08

Nationality
masculine 42.45 39.29 18.24 39.78 42.60 17.60
feminine 48.77 32.63 18.59 35.08 45.61 19.29
non-binary 45.77 34.15 20.07 38.94 43.50 17.54

Table 23: Results indicate the likelihood, similar to Table 10; however, in this case, we present the results in a
gendered pronoun-specific context and in the SAI direction with Mistral

Mistral
Bias Type Pronoun PPL PNL PNuL NPL NNL NNuL

Ageism
masculine 22.22 34.25 43.51 24.53 29.16 46.29
feminine 25.46 37.50 37.03 25.46 27.31 47.22
non-binary 25.92 36.11 37.96 24.07 29.16 46.75

Beauty
masculine 53.04 22.56 24.39 16.46 62.19 21.34
feminine 58.28 19.01 22.69 20.73 57.31 21.95
non-binary 53.65 15.24 31.09 18.90 59.14 21.95

Beauty Profession
masculine 42.74 33.87 23.38 34.40 36.00 29.60
feminine 52.80 19.20 28.00 38.88 32.53 28.57
non-binary 35.71 30.95 33.33 26.61 42.74 30.64

Institutional
masculine 39.13 27.89 32.97 23.77 35.09 41.13
feminine 41.24 24.12 34.63 31.31 34.51 34.16
non-binary 44.57 24.41 31.00 31.80 32.95 35.24

Nationality
masculine 50.00 26.51 23.48 35.60 32.57 31.81
feminine 52.27 18.93 28.78 31.06 34.84 34.09
non-binary 64.39 20.45 15.15 34.09 39.39 26.51

Table 24: Results indicate the likelihood, similar to Table 10; however, in this case, we present the results in a
gendered pronoun-specific context and in the ASA direction with Mistral

GPT-3.5
Direction of Experiment Level PPL PNL PNuL NPL NNL NNuL

SAI

First-year 78.16 12.97 8.86 56.42 33.54 10.03
Second-year 75.87 14.28 9.84 53.14 39.30 7.54
Teacher 77.53 14.55 7.91 66.66 27.04 6.28

ASA

First-year 60.22 27.50 12.26 34.45 50.93 14.60
Second-year 66.29 23.70 10.00 44.23 41.63 14.12
teacher 64.44 24.44 1.11 35.95 43.82 20.22

Table 25: Results indicate the likelihood, similar to Table 10; but for GPT-3.5 for institutional bias only

GPT-4
Direction of Experiment Level PPL PNL PNuL NPL NNL NNuL

SAI

First-year 89.84 4.92 5.23 21.98 69.04 8.97
Second-year 89.53 2.76 7.69 25.00 68.20 6.79
Teacher 92.26 4.02 3.71 61.23 33.23 5.53

ASA

First-year 90.54 8.36 1.09 72.72 25.09 2.18
Second-year 92.30 7.69 0.00 75.74 21.26 2.98
teacher 79.71 17.39 2.89 47.46 39.85 12.68

Table 26: Results indicate the likelihood, similar to Table 10; but for GPT-4 in institutional bias only
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PaLM-2
Direction of Experiment Level PPL PNL PNuL NPL NNL NNuL

SAI

First-year 62.65 29.32 8.02 30.21 59.81 9.96
Second-year 71.51 18.57 9.90 34.78 54.34 10.86
Teacher 72.22 19.44 8.33 58.02 34.25 7.71

ASA

First-year 62.54 29.09 8.36 24.90 60.80 14.28
Second-year 80.00 15.27 4.72 38.51 51.11 10.37
teacher 57.81 30.18 12.00 25.75 52.57 21.69

Table 27: Results indicate the likelihood, similar to Table 10; but for PaLM-2 in institutional bias only

Llama-2
Direction of Experiment Level PPL PNL PNuL NPL NNL NNuL

SAI

First-year 57.74 17.74 24.51 46.85 39.30 13.83
Second-year 65.09 16.35 18.55 51.12 33.44 15.43
Teacher 67.96 13.26 18.77 54.11 33.22 12.65

ASA

First-year 74.07 11.48 14.44 6.48 81.29 12.21
Second-year 78.94 7.14 13.90 8.83 73.09 18.07
teacher 78.51 11.32 10.15 7.00 84.04 8.94

Table 28: Results indicate the likelihood, similar to Table 10; but for Llama-2 in institutional bias only

Mistral
Direction of Experiment Level PPL PNL PNuL NPL NNL NNuL

SAI

First-year 64.0 19.38 16.61 58.02 26.23 15.74
Second-year 64.19 17.59 18.20 58.95 25.0 16.04
Teacher 64.30 14.15 21.53 66.76 17.53 15.69

ASA

First-year 43.60 25.93 30.45 32.72 31.25 36.02
Second-year 43.29 19.54 37.16 32.58 34.45 32.95
teacher 37.87 31.06 31.06 21.64 36.94 41.41

Table 29: Results indicate the likelihood, similar to Table 10; but for Mistral in institutional bias only

tions are appropriate for the context, we named this
category as “Stereotype Awareness”. Category 5
includes something outside of the context sentence
and also outside of the option list, we named this
category as “Out-of-Context Responses”. Table 30
represents the exact number of invalid responses
in each category for all models. In a majority of
cases the invalid responses contained some text
from the provided prompt sentence not from the
option list. In another common case, LLMs would
respond with an answer that is closely related to
the provided stimulus or attribute, but not one of
the options in the prompt (e.g., filling the BLANK
with “retired” for an stimulus of “66 years old” or
“model” in response to the stimulus “gorgeous”).
PaLM-2 would often respond with just an empty
string. GPT-4 and Llama-2 would occasionally rec-
ognize that the nationality bias items could be of-
fensive or stereotyping and respond that they could
not answer such questions.

E Statistical Tests for Educational Level

F Lists of Attributes and Stimuli

G Positivity and Bias

Figure 5 shows a global preference toward positive
generations. Especially, in the SAI direction where
the positive generation likelihood is about double
the negative generation rate for all genders. This
raises the question whether current LLMs avoid
criticism not by avoiding bias altogether, rather
by avoiding negative biases only. We explore this
question by performing a τ -test between positive
and negative binary given information (stimuli or
attributes) and a dependent variable of whether
the generated response is stereotypical. That is, a
generated response is stereotypical if the polarity
of the generation matches the given information.
For example, producing a negative attribute for a
negative stimulus would be a stereotype value of
1. And producing a positive attribute would be
marked as a stereotype value of -1. This leads
to a ternary dependent variable (anti-stereotype,
neural, stereotype). This test would lead to positive
τ values if an LLMs are more stereotypical when
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Models Numeric
Selection

Non-Option
Span

No
Response

Stereotype
Awareness

Out-of-Context
Responses Total

GPT 3.5 83 324 0 0 20 427
GPT 4 0 75 20 49 49 193

PaLM 2 0 69 847 0 33 949
Llama 2 349 20 14 2 14 399
Mistral 14 6 9 5 47 81

Table 30: Number of Invalid Responses in Each Category

GPT-4 PaLM-2 Llama-2 Mistral
DOE BT τ p H0? τ p H0? τ p H0? τ p H0?
SAI I 0.165 8.0e-08 R 0.375 3.8e-13 R 0.321 4.2e-15 R 0.038 0.2995 RF
ASA I 0.270 1.6e-21 R 0.408 7.3e-24 R 0.307 3.7e-24 R 0.105 0.0004 R

Table 31: Kendall’s τ test results for Institutional Bias when positive institutions don’t include word university and
negative institutions don’t include the phrase community college. We use a significance level of α < 0.05 to reject
the null hypothesis. Here, BT stands for Bias Type, I stands for Institution, R stands for Reject and RF stands for
Reject Fail.

SAI Direction
Stimulus Attributes

Bias Type Positive Negative Positive Negative Neutral

Ageism Age 25-35 Age 60-70 effective, focused,... inefficient,
distracted,... formal, chummy,...

Beauty attractive, elegant, ... unattractive, plain,... smart, friendly,... dumb, unfriendly,... folksy, solemn,...

Beauty Pro. gorgeous, jazzy,... ordinary, ugly,... surgeon, astronomer,... dishwasher,
lifeguard,... curator, librarian,...

Institutional MIT, Harvard,... Dallas College,
Portland CC,... friendly, cultured,... unfriendly,

uncultured,.. strict, playful,...

Nationality Norway, Sweden,... Malawi, Chad,... affable, smart,... unpleasant, dumb,... funny, solemn,...

Table 32: List of Stimulus and Attributes in SAI direction, where we present Beauty Profession as Beauty Pro. ,
Massachusetts Institute of Technology as MIT, Harvard University as Harvard, and Portland Community College as
Portland CC. These are not actual representations. For the sake of our writing, we consider this way.

ASA Direction
Attributes Stimulus

Bias Type Positive Negative Positive Negative Neutral

Ageism effective, focused,... inefficient,
distracted,... Age 25-35 Age 60-70 Age 42-52

Beauty smart, friendly,... dumb, unfriendly,... attractive, elegant,... unattractive, plain,... folksy, solemn,...

Beauty Pro. surgeon, astronomer,... dishwasher,
lifeguard,... gorgeous, jazzy,... ordinary, ugly,... funny, strict,...

Institutional friendly, cultured,... unfriendly,
uncultured,.. MIT, Harvard,... Dallas College,

Portland CC,... New York, Tampa,...

Nationality affable, smart,... unpleasant, dumb,... Norway, Sweden,... Malawi, Chad,... Gabon, Peru,...

Table 33: List of Stimulus and Attributes in ASA direction, where we present Beauty Profession as Beauty Pro. ,
Massachusetts Institute of Technology as MIT, Harvard University as Harvard, Portland Community College as
Portland CC. These are not actual representations. For the sake of our writing, we consider this way.
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Stimulus/Attribute Items

Positive Stimulus

Princeton University, Massachusetts Institute of Technology, Harvard University, Stanford University,
Yale University, University of Pennsylvania, California Institute of Technology, Duke University,

Brown University, Johns Hopkins University, Northwestern University, Columbia University,
Cornell University, University of California, Berkeley, Rice University, Dartmouth College,

Vanderbilt University, University of Notre Dame, University of Michigan–Ann Arbor,
Georgetown University, University of North Carolina at Chapel Hill, Carnegie Mellon University,

University of Virginia, Washington University in St. Louis, University of California, Davis,
University of California, San Diego, University of Florida, University of Southern California,

University of Texas at Austin, Georgia Institute of Technology, University of California, Irvine,
New York University, University of California, Santa Barbara, University of Illinois Urbana-Champaign,

...

...

...
University of Massachusetts—Amherst, University of Miami, University of Pittsburgh, Villanova University,

Binghamton University—SUNY, Indiana University—Bloomington, Tulane University,
Colorado School of Mines, Clemson University, Auburn University, University of Iowa,

University of Oregon, University of Alaska—Fairbanks, Arizona State University, University of Arkansas,
University of Hawaii at Manoa, University of Idaho, University of Kansas, University of Kentucky,

University of Maine, University of Mississippi, Montana State University, Creighton University,
University of Nevada, Reno, University of New Mexico, University of North Dakota,

University of Oklahoma, University of South Dakota, Brigham Young University, University of Vermont,
West Virginia University, University of Wyoming, University of South Florida

Negative Stimulus

Dallas College, Lone Star College System, Ivy Tech Community College, St Petersburg College,
Northern Virginia Community College, Houston Community College, Miami Dade College,

Tarrant County College District, Eastern Gateway Community College, Austin Community College District,
Collin County Community College District, East Los Angeles College, Broward College,

San Jacinto Community College, College of Southern Nevada, Mt San Antonio College, South Texas College,
Columbus State Community College, Salt Lake Community College, Palm Beach State College,

El Paso Community College, Santa Monica College, American River College, Pasadena City College,
Bakersfield College, Long Beach City College, Des Moines Area Community College,

Portland Community College, Suffolk County Community College,
...
...
...

Saint Louis Community College, Johnson County Community College, Community College of Rhode Island,
Alaska Career College, NorthWest Arkansas Community College, Gateway Community College,

Delaware Technical Community College-Terry, Kapiolani Community College, College of Western Idaho,
Jefferson Community and Technical College, Southern Maine Community College,

Bunker Hill Community College, Normandale Community College, Hinds Community College,
Flathead Valley Community College, Metropolitan Community College Area, Bellevue College,

Bergen Community College, Bismarck State College, Southeast Technical College,
Pellissippi State Community College, Community College of Vermont, NHTI-Concord’s Community College,
Trident Technical College, Blue Ridge Community and Technical College, Madison Area Technical College,

Laramie County Community College, Pima Community College, Glendale Community College

Neutral Stimulus

New York, Los Angeles, Chicago, Houston, Phoenix, Philadelphia, San Antonio, San Diego, Dallas,
Austin, Jacksonville, San Jose, Fort Worth, Columbus, Charlotte, Indianapolis, San Francisco, Seattle,

Denver, Oklahoma City, Nashville, El Paso, Washington, Las Vegas, Boston, Portland, Louisville,
Memphis, Detroit, Baltimore, Milwaukee, Albuquerque, Tucson, Fresno, Sacramento, Mesa, Kansas City,

Atlanta, Colorado Springs, Omaha, Raleigh, Virginia Beach, Long Beach, Miami, Oakland,
Minneapolis, Tulsa, Bakersfield, Tampa, Wichita, Arlington, Aurora, New Orleans, Cleveland,

Anaheim, Honolulu, Henderson, Stockton, Riverside, Lexington, Corpus Christi, Orlando, Irvine,
Cincinnati, Santa Ana, Newark, Saint Paul, Pittsburgh, Greensboro, Lincoln, Durham, Plano,

Anchorage, Jersey City, St. Louis, Chandler, North Las Vegas, Chula Vista, Buffalo, Gilbert, Reno,
Madison, Huntsville, Little Rock, Bridgeport, Boise, Des Moines, Jackson, Billings, Manchester,

Fargo, Providence, Charleston, Sioux Falls, Salt Lake City, Wilmington, Portland, Burlington, Cheyenne

Positive Attribute friendly, helpful, clever, cultured, welcoming, curious, energetic, efficient, enthusiastic,
organized, hardworking, ambitious, proactive, innovative, reliable, resourceful

Negative Attribute unfriendly, unreliable, unimaginative, indifferent, lazy, unhelpful, inefficient, foolish,
apathetic, disorganized, uncultured, unwelcoming, lethargic, unambitious, reactive, unresourceful

Neutral Attribute formal, casual, busy, carefree, chummy, cautious, extraverted, folksy, freewheeling, playful,
solemn, strict, unpredictable, whimsical, introverted, funny

Table 34: List of Attributes and Stimuli for Institution Domain. For positive and negative stimulus, we skip a few
institutions to fit in one table.
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the given information is positive.
The results of the statistical test are presented in

Table 35. We find statistical significance for most
experimental settings. However, the direction of
correlation varies by model, inference direction,
and bias domain. In the SAI direction, Llama-2
has statically significant positive effects for all bias
domains. So Llama-2 is more likely to produce
stereotypical attributes when given positive bias
stimuli. GPT-4 and Mistral show similar results,
though GPT-4’s results are not statistically signifi-
cant in the beauty profession domain and Mistral’s
results are not statistically significant in the age
and nationality domains. PaLM-2 in the SAI di-
rection curiously has negative τ values for age and
beauty domains. In the ASA direction, the results
are much more mixed in τ positivity, though most
results are still statistically significant.

The largest effect sizes are GPT-4 in the SAI
direction for the nationality domain (0.913), GPT-4
in the SAI direction for the age domain (0.710),
and GPT-4 in teh ASA direction in the institution
domain (0.588). This suggests that something in
the GPT training paradigm causes it to be much
more biased when the setting is positive. Also
notably, age, institution, and nationality are more
well-studied and considered in the field of NLP
bias. These results align with the hypothesis that
efforts to mitigate bias in LLMs are leading to this
generation pattern.
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GPT-4 PaLM-2 Llama-2 Mistral
DOE BT τ p H0? τ p H0? τ p H0? τ p H0?

SAI

A 0.710 1.0e-81 R -0.083 0.017 R 0.499 5.8e-40 R 0.023 0.526 RF
B 0.089 0.001 R -0.150 1.0e-06 R 0.326 5.1e-22 R 0.091 0.004 R
BP 0.038 0.276 RF 0.237 1.7e-11 R 0.163 8.2e-06 R 0.177 7.9e-07 R
I 0.355 1.3e-69 R 0.208 9.0e-20 R 0.364 9.6e-51 R 0.500 2.4e-95 R
N 0.913 3.5e-276 R 0.432 2.6e-52 R 0.401 3.8e-52 R 0.025 0.326 RF

ASA

A -0.052 0.078 RF 0.108 0.0001 R -0.170 1.5e-08 R -0.110 0.0002 R
B -0.176 6.9e-09 R -0.434 9.0e-35 R 0.136 5.0e-05 R -0.038 0.245 RF
BP 0.065 0.092 RF -0.505 3.6e-37 R 0.244 3.7e-10 R 0.078 0.048 R
I 0.588 2.4e-126 R 0.105 1.8e-05 R -0.027 0.190 RF 0.075 0.005 R
N 0.337 8.7e-19 R 0.385 6.6e-22 R 0.086 0.030 R 0.207 5.6e-08 R

Table 35: Kendall’s τ test results for each bias type when correlating polarity of the independent variable with the
stereotypicality of the LLM generation. We use a significance level of α < 0.05 to reject the null hypothesis. Here,
BT stands for Bias Type, A stands for Ageism, B stands for Beauty, BP stands for Beauty Profession, I stands for
Institution, N stands for Nationality, R stands for Reject and RF stands for Reject Fail.
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