ResLoRA: Identity Residual Mapping in Low-Rank Adaption
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Abstract

As one of the most popular parameter-efficient
fine-tuning (PEFT) methods, low-rank adap-
tation (LoRA) is commonly applied to fine-
tune large language models (LLMs). However,
updating the weights of LoRA blocks effec-
tively and expeditiously is challenging due to
the long calculation path in the original model.
To address this, we propose ResLoRA, an im-
proved framework of LoRA. By adding resid-
uval paths during training and using merging ap-
proaches to eliminate these extra paths during
inference, our method can achieve better results
in fewer training steps without any extra train-
able parameters or inference cost compared to
LoRA. The experiments on NLG, NLU, and
text-to-image tasks demonstrate the effective-
ness of our method. To the best of our knowl-
edge, ResLoRA is the first work that combines
the residual path with LoRA. The code of our
method is available at https://github.com/
microsoft/LMOps/tree/main/reslora.

1 Introduction

In recent years, large language models (LLMs)
(Naveed et al., 2023) with hundreds of billions of
parameters have shown remarkable performance
on various tasks. Fine-tuning LLLMs on specific
datasets typically leads to better performance than
merely giving instructions in the prompt during
inference(Xu et al., 2023). However, the cost of
it is often prohibitive due to the large number of
parameters involved.

To address this problem, various parameter-
efficient fine-tuning (PEFT) methods have been
proposed. PEFT methods freeze all parameters in
the original model, and only tune a few parameters
in the newly added modules. Among them, one
of the most popular PEFT methods is LoORA(Hu
et al., 2022), which stands for low-rank adaptation.
LoRA uses two matrices parallel to the original
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Figure 1: An illustration of ResLoRA method on accu-
racy for SVAMP(Patel et al., 2021). ResLoRA achieves
a 2.5x faster convergence speed and improves perfor-
mance by 14.3%.

frozen linear layer with few trainable parameters
during training, and merges them together during
inference. LoRA incurs no cost in terms of time
and computation after merging, and has been math-
ematically proven (Zeng and Lee, 2023) to be ef-
fective, so it has a wide range of applications.

The basic LoRA method still has some limi-
tations. Previous studies mainly focused on ei-
ther dynamically adjusting the rank of LoORA mod-
ules in different layers of the model(Zhang et al.,
2023a), or using fewer trainable parameters to
achieve a similar effect as the original LoRA
method(Valipour et al., 2022). However, they over-
looked a potential problem: a long backward path
hinders the updating of parameters in LoRA blocks.

As a prominent method, ResNet(He et al.,
2016a,b) has proven to be widely efficient, and is
also used in Transformer models(Vaswani et al.,
2017), between different encoder and decoder
blocks. Parallel to linears in these blocks, LoRA
blocks can also benefit from the original shortcut
design. However, unlike linears, LoRA blocks are
more fine-grained. One LoRA block only corre-
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sponds to one linear, so the original shortcut is not
perfectly suitable for LoRA blocks. Let’s use en-
coders of Transformer as an example. If we add
LoRA blocks in query, key, or value linears, the
previous gradient must go through the output linear
and Softmax function when calculating backward,
which may cause gradient vanishing or explosion.

In this paper, we present ResLoRA, a new frame-
work that merges the shortcut of ResNet into LoRA
blocks. To validate the efficiency of different resid-
ual structures, we propose three residual structures
and conduct experiments on different models and
tasks. However, the shortcut cannot be directly
merged into the original network due to its non-
plain structure, which undermines the advantage
of LoRA. Considering this, we discuss different
merging approaches to convert ResLoRA to the
original LoRA blocks, in order to ensure that it can
still be merged into the original modules during
inference. After merging, our method introduces
neither extra parameters nor computational com-
plexity. Compared to LoRA, ResLoRA does not
use any additional parameters, but achieves 1% to
20% improvement in performance during inference,
and lower and faster convergence of loss during
training. Moreover, our method can be easily ap-
plied to not only the basic LoRA method, but also
the other variants of LoRA. Finally, we evaluate
the robustness of the results on different experi-
ments. To the best of our knowledge, ResLoRA
is the first work that combines the residual path
with the LoRA method. The effectiveness of our
method is illustrated in Figure 1.

Overall, our contribution can be summarized as
follows:

* We propose ResLLoRA, a novel framework that
improves LoRA. Compared with the original
method, we use residual paths to accelerate
the loss reduction process in the training stage,
and can usually achieve significant improve-
ments on test datasets.

* We investigate different merge approaches
for ResLoRA, which can convert it to LoORA
blocks, and finally merge them into the frozen
original linear, without adding any cost in the
inference stage. Benefits from the merge ap-
proaches, ResLoRA can be easily applied to
other variants of the LoORA method.

¢ We evaluate the results in different models
and tasks, to validate the robustness of our

improvement. Furthermore, we analyze the
reasons why our method can obtain perfor-
mance gains.

2 Related Works

Parameter-efficient fine-tuning (PEFT) Research
on PEFT can be divided into three types. One line
of research (Lester et al., 2021; Liu et al., 2023) is
to add some special trainable vectors attached to
the input sequence, which will increase the length
of input and have a gap in results compared to full-
finetune. Another line of research is to add serial-
ized modules in original modules both in training
and inference stage, called Adapter(Houlsby et al.,
2019; Zhang et al., 2023b,b). In contrast, LoORA
method (Hu et al., 2022) adds new low-rank matri-
ces parallel to original linear layer in training stage
and merges them into the original model during
inference, so there is no extra cost when inferring.
Low-rank training method (LoRA) Recent stud-
ies on LoRA aim to achieve lower cost and
better performance. Some researchers explore
more flexible and appropriate ranks, such as
DyLoRA(Valipour et al., 2022), ReLoRA(Lialin
et al., 2023), LoHA(Hyeon-Woo et al., 2021)
and LoKr(Yeh et al., 2023). Adal.oRA(Zhang
et al., 2023a) design a method to dynamically al-
locate the rank of LoRA blocks in different lay-
ers based on their importance, which can reduce
the unimportant rank of LoRA blocks. Other
works focus on the combination of LoRA and
other approaches, such as AdaMix(Wang et al.,
2022) and QLoRA(Dettmers et al., 2023). Be-
sides, LoRAHub(Huang et al., 2023) and Lo-
RAMOoE(Anonymous, 2024) focus on how to
merge multiple LoRA blocks that are fine-tuned
on different tasks respectively. Despite this, no
one has focused on the potential barrier of gradient
propagation in LoRA.

Residual Network(ResNet) He et al. (2016a) and
previous works(Srivastava et al., 2015) first intro-
duced the residual network. This work solves the
gradient vanishing or explosion and improves nu-
merical stability during gradient updating. Con-
sidering that the extra shortcut path requires extra
computational cost, some works(Ding et al., 2021)
attempt to remove extra paths in the inference stage.
Inspired by them, we first extend the main idea of
ResNet to LoRA to achieve a faster and more stable
training stage, and then design merging approaches
to preserve the plain structure of LoRA, so as to
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maintain the advantages of both LoRA and ResNet
at the same time.

3 Method

In this section, we introduce our framework, which
mainly consists of two parts: (1) ResLoRA blocks,
which add various residual paths in LoRA blocks,
mainly used in training stage; (2) merging ap-
proaches, which remove the residual paths to con-
vert ResLoRA blocks to LoRA blocks, mainly used
in inference stage.

3.1 LoRA Blocks

We start by revisiting the LoORA method. For an
original matrix of the linear layer from a pre-trained
model W,, € RP*4 where p and ¢ denote the di-
mensions of output and input, the original equation
can be written as h,, = W, x,,, where x denotes the
input vector, h denotes the output hidden vector,
and n denotes the index of the layer. We define
a LoRA block as an additional block parallel to
an original matrix. A LoRA block contains two
new matrices, down-projection A € R"*P and up-
projection B € R?*", which aim to decompose the
high-rank matrix into the low-rank matrix. During
training, the W is frozen and only the weights of
A and B are updated; and during inference, the
additional parameters are merged into the original
parameters by W,, + B, A, to ensure that no la-
tency is introduced. Therefore, the LoORA method
can be expressed as Equation 1:

Figure 2a illustrates the structure of LoRA blocks.
Because r < min(p, ¢), the number of trainable
parameters is significantly lower than full fine-
tuning.

3.2 ResLoRA Blocks

Inspired by ResNet, we introduce residual paths
in our method. Considering the different impacts
of different structures and mechanisms, we de-
sign and implement three types of blocks, named
input-shortcut (is), block-shortcut (bs), and middle-
shortcut (ms), respectively. Figure 2 shows the
specific structures of each type.

Input-shortcut structure means we directly use
a shortcut between the input vectors of different
LoRA blocks. Specifically, we add the input vector
of the previous LoRA block to that of the current
LoRA block. This implementation is inspired by

the original ResNet, which adds the previous in-
put vectors to current input vectors. Unlike the
forward path of ResNet, we don’t simply add the
input of the LoRA block to the output, because
this identity will not only affect the forward path
of LoRA blocks, but also the forward path of the
original linear layer. As a result, this simple design
will create too large values of loss in the forward
step to calculate the gradients, thus failing to train
LoRA blocks. To avoid this, we only use a short-
cut between LoRA blocks. Therefore, the output
of a linear layer with the input-shortcut type of
ResLoRA can be expressed as:

hn = Whzy + BnAn(xn + xn—l) (2)

where n € [1, L], and L is the number of layers
in original model. If n = 0, we set x,,_1 = x,, to
maintain the same order of magnitude between the
first layer and further layers. The overall structure
of this type can be seen in Figure 2b.
Block-shortcut structure means we add short-
cuts not to the input vectors, but to the weights
of LoRA blocks. Although the input-shortcut struc-
ture implements the idea of residual paths, the ex-
tra forward path makes it impossible to convert to
the original LoRA blocks directly, and merging
approaches are required, which may incur perfor-
mance losses. To obtain the advantages of both
the LoRA method and the residual network, we de-
sign the block-shortcut structure, which is similar
to the DenseNet structure(Huang et al., 2017). For
the input vectors in the current layer, we use the
current LoRA block and several previous LoRA
blocks simultaneously to participate in the calcu-
lation. This forward path does not add any extra
forward path for the input, but allows direct transfer
of gradients to skip the middle layers, which can
also reduce possible obstacles in backward calcula-
tion. The output of this structure can be expressed
as follows:

hy = Wyx, + (ZZLO Bn—k:An—k)an 3)

where m € [1, L] denotes the number of previ-
ous LoRA blocks to use. In the specific imple-
mentation, we set a hyper-parameter pre_num
to control m. Besides, for each layer we set
m = min(m,n — 1) to avoid out-of-index errors.
Different values of m yield different results, and
the details are presented in Section 4.5. The overall
structure of this type is illustrated in Figure 2c.
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Figure 2: Structures of LoORA and ResLoRA

Middle-shortcut structure means we add short-
cuts to the intermediate results of LoRA blocks.
LoRA blocks contain two matrices, A and B,
and A is always closer to the input vectors than
B. Because of the pre-existing shortcuts between
Transformer blocks, A matrices are more likely
to benefit from these shortcuts, and are less likely
to encounter problems with gradient propagation.
Hence we try a new structure so that B matrices
can also benefit from the shortcuts. For each layer,
the middle-shortcut structure ignores the modifica-
tion of A matrices, and focuses on the shortcuts of
B matrices: we add the previous output vectors of
A matrices to the current output vector of A matrix,
and then the sum is transferred to the current B
matrix. In summary, the process can be expressed
as:

hn =Wy, + Bn(zzn:() An—kxn—k) (4)

Similar to the block-shortcut structure, this struc-
ture also uses a hyper-parameter pre_num to con-
trol the value of m. The overall structure of this
type can be seen in Figure 2d.

Different types of structures attempt to add short-
cuts to different positions, including input vec-
tors, weights of LoRA blocks, and middle vectors,
to find the optimal one. The main idea of these
structures is the same as ResNet: use shortcuts
to reduce the number of modules passed through
in backward steps. In the following sections,
we use ResLoRA;; for the input-shortcut type of
ResLoRA, ResLoRA; for the block-shortcut type,
and ResLoRA,,,; for the middle-shortcut type.

3.3 Merging Approaches

While the additional shortcut brings benefits in
ResLoRA, there are several issues. One of the
most important issues is that a no-plain structure
was created. The original LoRA blocks, which
we call plain structure, can directly merge into
the linear layer, because LoRA doesn’t require
an extra forward path independent of the original
layer. In other words, the forward path of LoRA
blocks is similar to the original linear layers. How-
ever, ResLoRA uses an additional shortcut between
ResLoRA blocks of different layers, which is not
the same as the original forward path. Therefore,
we need to design merging approaches to convert
ResLoRA blocks to LoRA blocks.

How can we convert it? For the block-shortcut
structure, the current ResLoRA blocks only require
the weights of the previous ResLoRA blocks, and
there is no extra forward path, so we can easily
merge ResLoRA as follows:

W;; =W, + Zzl:() Ap—1Bn—k 5)

where W denotes the weight of the linear layer af-
ter merging during inference. However, for the
other two structures, direct merging is impossi-
ble, because the current ResLoRA blocks require
input vectors from previous layers, which create
an extra forward path and are different from the
original linear layers. Suppose that we can ex-
press x,_1 = aTy,, where a denotes a scaling fac-
tor. The previous input vectors can be easily con-
verted to the current input vector, and the ResLoRA
blocks can be converted to the LoRA blocks. For
different x,,_1, there is a different « that satisfies
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Tp—1 = QTy, SO We cannot obtain a precise a. Our
goal is to find an o* that satisfies x,,_1 ~ a*x,.
For example, for the input-shortcut structure, we
can derive the following formula:

hn =Wyz, + BnAn(xn + l'nfl)
~ Wy + BpAp(z, + o™ xy) (6)
= Whpzy + (1 + ™) BrAnz,

Therefore, new weights of the current linear layer
can be expressed as:

Wy =W, + (1+a")B,A, )

The precision of a* is crucial for model in-
ference because this factor directly determines
whether the model merging is correct. Since the
Frobenius norm, one of the most common matrix
norms, can generally measure the size of a ma-
trix(Ford, 2014), we design two approaches to esti-
mate the value of o using the Frobenius norm.
Merge Based on Input. One approach is to di-
rectly calculate o* based on x,, and z,,_1. In the
training stage, for each layer we use a sliding win-
dow to collect the most recent input vectors x,.
After that in the inference stage, we calculate the
Frobenius norms of all input vectors, and get the
average of the Frobenius norms in each sliding win-
dow, where f,, denotes the average of Frobenius
norms in the n-th layer. We think of this number
as representing the size of input vectors, and this
mathematical relationship can be expressed as:

Ln _ In—-1

LN ®)
fn fnfl
Based on this, we can get a* to be:
* fn—l
o = (©))
In

Merge Based on Weights of ResLoRA Blocks.
Another approach is to get o* based on the weights
of previous ResLoRA blocks rather than input vec-
tors. If we approximate the difference of func-
tions between x,,_1 and h,,_9, we can assume that
hn—so is the representation of =, on the orders of
magnitude. Furthermore, if we only focus on the
effect of weights and neglect the effect of input vec-
tors, we can get the Frobenius norms of previous
weights to represent the x,,_1 on the orders of mag-
nitude, where f,;_, denotes the Frobenius norms of
weights of W _,, which corresponds to the linear

layer after merging. Therefore, this relationship
between x,, and x,,_1 can be expressed as:

*
Ln ~ Jn—1

~ (10)
Ln—1 n—2
Based on this, we can get o* to be:
ot = 2 (11)

n—1

For ResLoRA,,, s, we simply modify those merg-
ing approaches to adapt to the new structure. For
merge based on input, we compute o™ by:

o =3l 0n (12)
where o, = fn—1/fn, and f, means the Frobe-
nius norm of weights of A,,x,,. For merge based on
weights of previous ResLoRA blocks, we calculate
« in the same way and then merge A as:

AL = A+ 3000 o Ay, (13)

where A7 denotes A after merging, and o, de-
notes fn—l/fn-

By using these approaches, the ResLoRA blocks
can be converted to LoRA blocks, which means no
latency will appear in the inference stage. In what
follows, we use mergey; for the merge based on
input, and mergey,, for the merge based on weights
of ResLoRA blocks.

3.4 Mathematics Analyses

Although our method can intuitively solve the po-
tential problem in the backward pass and accelerate
the model training process, can we prove it math-
ematically? For simplicity, we choose the input-
shortcut structure as an example. For a specific
input z, if we want to update the weight of B,,_»
where n denotes the index of the layer, the gradient
can be computed as follows:

0L 0L Oh, Orn
aBn_Q - 8hn 8xn_1 8Bn_2

(14)

where L is the value of the loss function for this
input. For LoRA blocks, the sub-equation is:

oh,  Ohy, Ox,
Otp_1  OTp OTp_1
OWypxy + ByApxy,) Oxp

o0z,

(15)

O0xn—1
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However, for the input-shortcut structure of
ResLLoRA, the sub-equation is:

Ohn,  Oh, Oxy
Oxp_1 Oy OTp_1
_ O(Wyhzn + BpApxy) Ozy
N Oz, OTp—_1 (16)
N O(BrAnxn_1)

amn—l

Comparing Equation 16 with Equation 15, there
is no factor before the extra term in Equation
16, so the gradient can avoid potential vanishing
or explosion problems that appear in the factor

agfi"il. Therefore, the training stage can benefit
from ResLoRA blocks.

4 Experiments

4.1 Experimental Setup

To evaluate the effectiveness of ResLoRA, we
conduct experiments on a wide range of models
and tasks, including natural language generation
(NLG), natural language understanding (NLU), and
image generation. We present the details of the
tasks in the following subsections respectively.

We compare our method with LoRA(Hu
et al., 2022), AdaLoRA(Zhang et al., 2023a),
LoHA(Hyeon-Woo et al., 2021) and LoKr(Yeh
et al., 2023), which we detailedly describe in Sec-
tion A. All details of experiments can be found in
Section C.

4.2 Natural Language Generating

Models and Datasets. Considering that LoRA
has been mainly used in LLMs recently, we choose
LLaMA2-7B(Touvron et al., 2023), a popular open-
source LLLM, as the NLG model. We conduct ex-
periments on five tasks, including mathematical
and commonsense reasoning, which are the pri-
mary benchmarks to evaluate the general ability of
LLMs. A summary of the datasets is presented in
Section B.

Main Results. We compare our method with var-
ious baseline methods. Table 1 shows the results
of different tasks and methods. LoRA,—16 shows
significant improvement over LORA,—, in all tasks,
which means that a higher value of rank is effective
on these tasks. Among the baseline methods, the
original LoORA method performs the best, which
may be because the variant methods of LoRA in-
troduce several hyper-parameters. Compared with
LoRA, ResLoRA;; and ResLoRA, perform better

Method | GSMSK SVAMP MQA MMQA HS
LoRA,—16 3290 5800 3032 4776 57.64
LoRA,—4 3093 5333 2543 4223 5136
AdaLoRA 15.31 X 1762 2517 X
LoHA 19.79 X 1946 30.17 5044
LoKr 18.5 X 1869 2176 X
ResLoRA;, | 3033 5833 2600 4337 6234
ResLoRA,, | 3131  58.67 2486 4390 7213
ResLoRA,,, | 2464 4900 2342 3313 8821

Table 1: Main results of fine-tuning LLaMA?2 on NLG
tasks. The “X” in the table indicates that the model after
fine-tuning does not produce the output according to the
instructions, which leads to the incorrect processing of
the output. MQA is MathQA, MMQA is MetaMathQA
and HS is HellaSwag

on almost all tasks. For example, all three types of
ResLoRA achieve higher accuracy on HellaSwag,
which is 10.98%, 20.77%, and 36.85% higher than
LoRA respectively.

4.3 Natural Language Understanding

Models and Datasets. We evaluate the proposed
methods with RoBERTa-large(Liu et al., 2019) on
the General Language Understanding Evaluation
(GLUE, Wang et al. (2018)) benchmark, where the
model and datasets are the same as Hu et al. (2022).
RoBERTa is a competitive pre-trained model im-
proved from BERT(Devlin et al., 2018). GLUE
contains different types of tasks, and is widely used
to evaluate the NLU ability of models.

Main Results. Table 2 shows the results of NLU
tasks. The conclusions are similar to those of NLG
tasks. LoRA,—1¢ shows significant improvement
over LoRA,—4 in all tasks, and LoRA,—4 shows
the best results among all baseline methods. Com-
pared with the baseline methods, our method shows
significant improvement on almost all tasks. For all
tasks except WNLI, our method demonstrates dif-
ferent degrees of performance enhancement. These
experiments verify the general applicability of our
method to the NLU tasks.

4.4 Text to Image

Models and Datasets. To verify the generalization
of our method, we also conduct experiments on
multi-modal tasks. We select the text-to-image
task, which aims to generate the appropriate images
based on input texts. The model we use is the
popular Stable-Diffusion-v2(Rombach et al., 2022),
one of the most popular image generation models.
The dataset we select is Pinkney (2022), which
contains images of a cartoon style. Our goal is
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Method MNLI SST-2 MRPC CoLA QNLI QQP RTE STS-B
LoRA,—16 90.59 9599 9196 6749 9420 91.68 83.03 92.14
LoRA,—4 90.26 9530 91.13 6529 9423 91.01 79.06 91.67
AdaLoRA 89.11 9530 81.22 57.01 9429 89.77 5271 89.76
LoHA 89.63 95776 8885 60.57 9403 89.93 5523 90.21
LoKr 87.08 9450 81.41 5522 9244 8830 5271 83.35
ResLoRA;, 89.97 9564 9239 6554 9434 9091 83.03 91.97
ResLoRA;s | 90.40 96.22  91.31 65.44 9448 91.27 8231 91.72
ResLoRA,,s | 88.74 9576 91.64 65.80 9434 87.14 8195 O9l1.11

Table 2: Main results of fine-tuning RoOBERTa-large on NLU tasks.

to let the model learn this cartoon style, which is
greatly different from its original style.

Main Results. Figure 3 shows the results of text-
to-image task. We use two prompts to generate
images that are trained by LoRA and ResLoRA
respectively, and save the images from the training
process. For both groups of images, ResLoRA;
clearly generates more appropriate images in the
later step. In Figure 3b, the 200-step result of
ResLoRA; is already a vivid cartoon cat with legs,
a tail, and clothes, whereas the result of the same
step in LoRA is still an incomplete character. In
Figure 3c, the 140-step result of ResLoRA;; has
been converted to the Pokemon style, while the
result of LoRA is still a realistic bird, which is not
our goal. In short, ResLoRA;; shows better results
and a faster training process for this task.

4.5 Ablation studies

Merge Approach. In Section 3.3, we propose two
merge approaches to convert ResLoRA blocks to
LoRA blocks, to avoid the extra cost in the infer-
ence stage. However, our approaches introduce
unavoidable accuracy degradation. Nevertheless,
our approaches achieve higher accuracy than LoRA
and other variants.

Table 3 shows the original accuracy before merg-
ing, and the results after merging. The huge gap
between the results before merging and the re-
sults with no merging approach confirms our point:
merging approaches are essential for ResLoRA,
because the additional residual path is introduced
in the training stage, which causes the difference
between training and inference. In spite of the
different calculations, the results of the two ap-
proaches are similar in ResLoRA;;. Our two merg-
ing approaches both have an accuracy degradation
of about 1% compared to the results before merg-
ing, and have an accuracy improvement of about
10% compared to the results with no merging.

However, for ResLoRA,,,; there is a large gap

Merge Approach ResLoRA ResLoRA ¢

ge App GSMS8K SVAMP GSMSK SVAMP
LoRA,—4 | 3093 5333 - -
w/o merge 30.48 60.00 31.01 60.33
merge,, 20.85 48.00 - -
mergey; 2049 5900 2464  49.00
mergep, 3033 5833 1835 5133

Table 3: The results of the different merging approaches
for ResLoRA;;. Merge,,, means we do not apply any
merging approach and simply use the trained weights
to infer as LoRA blocks. Merge;; and merges,, are
what we mentioned in Section 3.3. For ResLoRA,, .,
we report the results with pre_num = 4.

between the results with and without merging. This
may be because of more error accumulation and
greater difficulty when merging more previous
blocks. Therefore, it is worthwhile to continue
to improve merging approaches. For the two modi-
fied approaches, mergey,, shows worse results than
mergep;. More detailed results in different datasets
can be found in Section D.

The Number of Previous ResLoRA Blocks. In
ResLoRAy, and ResLoRA,,, s, we intend to use not
only one adjacent previous block but also multiple
blocks to calculate the result. To verify the effec-
tiveness of different numbers of previous blocks,
we compare their results in Table 4. From the table,
we observe that the value of pre_num affects the
result significantly. Too large or too small a value
is harmful, and the best results occur with a proper
value of pre_num. Besides, the results show that
it is workable to incorporate more previous blocks
because more potential obstacles are skipped when
training. The results of ResLoRA,, s are similar to
those of ResLoRA;.

4.6 Analysis

Extra residual paths can accelerate the train-
ing stage. As we showed in Section 3.4, extra
residual paths can speed up the training stage and
achieve better fitness of the models. But is that
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Figure 3: Results of text-to-image task. We compare images generated by LoRA and ResLoRA ;.

Previ block ResLoRA;; ResLoRA,,,,

revious bIocks | GSMSK  SVAMP GSMSK  SVAMP
0 | 3093 5333 -
1 30.78 57.00 31.16 59.00
2 30.25 57.33 30.25 59.33
3 30.71 58.67 30.48 59.33
4 31.31 58.67 31.01 60.33
5 32.98 57.67 31.08 61.33
-1 30.02 56.00 30.02 58.67

Table 4: The results with different numbers of previous
blocks in ResLoRAj;. 0 means the ResLoRA degener-
ates to the original LoORA method. —1 means oo, where
each ResLoRA block uses all previous blocks. To avoid
the impact of the merge approaches, we report the re-
sults of ResLoRA,,,; before merging.

really true? To verify this conclusion, we collect
the loss curves.

Figure 4 shows the partial process of the loss
when training with LoRA and ResLoRA;; with
different pre_num, which denotes the number of
previous ResLoRA blocks. The original LoRA
method can be considered as ResLoRA, with
pre_num = 0. As we can see in the figure,
the LoRA method has the largest loss and the
ResLoRA with pre_num = —1 has the small-
est loss. Moreover, as pre_num increases, the loss
decreases faster and finally reaches the lower value.
Extra residual paths produce more complex
weights of LoRA matrices. Despite the mathe-
matical reasoning in Section 3.4 that proves faster
convergence when training, we still don’t know
what exactly causes the higher accuracy. To ex-
plain this result, we save the model weights after
sufficiently fine-tuning it, and compare the differ-
ence of trained matrices between the two methods.
The result is displayed in Figure 5.

Considering the high computational complexity

—— LoRA

\/\\4 WAL e = ResLoRA,s pre_num=1
0.40 T ResLoRAps pre_num=3
;W -~ ResLoRAys pre_num=>5

ResLoRA,s pre_num=-1

Loss

0.30

0.25 ; i v v "’ "’ "’ ?
100 125 150 175 200 225 250 275
Steps

Figure 4: Training loss with different pre_num values
on SVAMP. pre_num = —1 means each ResLoRA
block uses all previous ResLoRA blocks.

of large matrices, we use the Frobenius norm to
measure their complexity. In the figure, we sub-
tract the F-norm of each LoRA block from each
merged ResLoRAj, block, and show this differ-
ence through the heat map. Apparently, ResLoRA
blocks contain elements with larger absolute values
than LoRA blocks, which implies that the blocks
can be trained more adequately using ResLoRA.
This may be one of the reasons for the better per-
formance of our method. More detailed results can
be found in Section E.

o 15
.36|0.37(0.38/0.39(0.39(0.38/|0.39|0.

e O O

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Number of layers

Em |

9(0.39

Target modules

Figure 5: Difference of the weights of trained matrices
between LoRA and ResLoRA,, blocks. We fine-tune
models on SVAMP both for 20 epochs, and observe their
difference. The ResLoRA; blocks have been merged.

Training cost analysis. Compared to LoRA, one
of the disadvantages of ResLoRA is the extra time
cost introduced during training, because the out-
puts of the previous layers are also involved in the
computation. The results of the comparison can be
found in Section F.
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In fact, for each task we experimented on, we
have trained for a sufficient number of epochs to en-
sure that the model has converged completely, and
finally reported the best results among all epochs.
This ensures that the results we report for LoORA
are already the best results and more training time
does not lead to better results. More details has
been shown in Section F.

5 Conclusion

We develop a new improved framework ResLoRA
for low-rank adaptation (LoRA). ResLoRA adds
residual paths during training, and uses merging
approaches to remove these paths during inference.
Without any extra trainable parameters, ResLoRA
can achieve better results in fewer training steps
compared to the original LoRA and other baseline
methods. We conduct experiments with three types
of ResLoRA structures on NLG, NLU, and text-
to-image tasks, and the results of almost all tasks
verify the effectiveness of our method.

Limitations

In this section, we discuss some limitations of our
method and provide some suggestions for future
work.

1. Despite adding no extra trainable parameters,
the training cost of our method is higher than
that of standard LoRA, because ResLoRA
needs to use previous blocks when computing
in one block. The more previous blocks are
used, the higher the cost becomes. Therefore,
it is important to balance the training cost and
the performance.

2. During inference, we apply merging ap-
proaches to remove the extra residual paths.
However, none of the merging approaches we
proposed can achieve lossless merging, which
compromises the final performance of the
model. Designing more efficient approaches
is desirable.

3. Our work is the first to combine residual paths
with LoRA. Prior to this, many valuable works
have been proposed, such as Zhang et al.
(2023a); Dettmers et al. (2023); Lialin et al.
(2023). Since there is no fundamental conflict
between our ResLoRA and other methods, it
is feasible to integrate these methods. We
leave these investigations for future work.

Ethics Statement

This paper proposes a more efficient framework
based on LoRA, which is helpful for customizing
training models with low resources. We firmly
believe that LL.Ms are not only a potential area of
NLP, but also significant for all areas of artificial
intelligence. Therefore, it is important to fine-tune
a model efficiently. Although fine-tuning is a dual-
use technology, we believe in the positive impact
of our method.
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A Baseline

We compare our ResLoRA with the following
methods:

¢ LoRA(Hu et al., 2022) is what we based on.
It’s popular for its low memory requirement
in the training stage and no latency in the in-
ference stage.

* AdalLoRA(Zhang et al., 2023a) is an impor-
tant variant of LoRA, which can adjust more
ranks dynamically in important layers and
modules in the training stage.

* LoHA(Hyeon-Woo et al., 2021) is another
popular variant of LoRA, which uses the
Hadamard product of two low-rank matrices
to obtain a high-rank matrix, to perform the
high-rank updating.

¢ LoKr(Yeh et al., 2023) is a method similar to
LoHA. The difference is that LoKr replaces
the Hadamard product in LoHA with the Kro-
necker product.

B Details of NLG datasets

For mathematical tasks, we select four datasets.
GSMS8K(Cobbe et al., 2021) is a high-quality lin-
guistically diverse dataset of grade school math
word problems, which is widely used in open
leaderboards. SVAMP(Patel et al., 2021) con-
tains simple math word problems created by apply-
ing carefully chosen variations to examples sam-
pled from existing datasets. MathQA(Amini et al.,
2019) is an advanced dataset gathered by using a
new representation language to annotate the AQuA-
RAT dataset(Ling et al., 2017) with fully speci-
fied operational programs. MetaMathQA(Yu et al.,
2023) uses LLMs to rewrite the question from mul-
tiple perspectives based on GSM8K(Cobbe et al.,
2021) and MATH(Saxton et al., 2019).

For commonsense tasks, we select HellaSwag.
HellaSwag(Zellers et al., 2019) is a challenging
dataset, which contains questions to select the best
endings to complete sentences. It has been consid-
ered as one of the most common datasets to judge
the reasoning ability of LLMs.

We demonstrate the details of our NLG datasets
in Table 5.

C Experiments Details

We use the public Pytorch(Paszke et al., 2019)
and Huggingface Transformers(Wolf et al., 2019)

libraries to implement the code of all methods,
and conduct all the experiments using Tesla V100
GPUs. For all structures of the ResLoRA method,
we set the input vectors of previous blocks to be
none for the blocks that don’t have a previous one,
such as blocks in the first layer of the model. The
details of different models are presented respec-
tively. For other baseline methods, we implement
them via the PEFT(Mangrulkar et al., 2022) pack-
age from Huggingface. We only consider the linear
layers as the target modules.

Implementation Details of NLG Experiments.
To reduce the GPU memory usage when training
the LLM, we use the ZeRO-2 stage(Rajbhandari
et al., 2020) to offload unnecessary parameters
from GPU to CPU via Deepspeed(Rasley et al.,
2020). For all experiments except LoRA,—1¢, we
set the rank r = 4, the alpha o« = 8, and the target
module as query W, and value W, following the
setup of Hu et al. (2022). For MetaMathQA, we
randomly select 40k samples to train and test in
the test dataset of GSM8K. Moreover, to let the
LLM understand and follow the format of inputs
and outputs, we use simple prompts for each task.

For all datasets, we report accuracy as the eval-
uation metric, which is higher the better. We re-
port the results for ResLoRA ;s with the mergey,,,
for ResLoRAy; with pre_num = 4, and for
ResLoRA,,; with pre_num = 4 after merging
with the mergey;. More details can be found in our
code.

Implementation Details of NLU Experiments.
We use the same baseline methods and report re-
sults with the same hyper-parameters in our method.
The only difference is that there is no need to use
Deepspeed because RoBERTa-large is not an LLM.

We report the F1 score for MRPC, the Matthew’s
correlation coefficient for CoL A, the Pearson corre-
lation for STS-B, and the accuracy for others. For
all metrics, higher is better. We report the results
for ResLoRA;; with the mergey,,, for ResLoRA,
with pre_num = 4, and for ResLoRA,,; with
pre_num = 4 after merging with the mergey,;.

Implementation Details of Text-to-image Exper-
iments. There are three parts in Stable-Diffusion,
including the text encoder, the variational auto-
encoder(Kingma and Welling, 2013) and the U-
Net(Ronneberger et al., 2015). We apply our meth-
ods to U-Net. Considering the different sizes of
matrices in adjacent layers in U-Net, we add LoRA
blocks in all of {W,, Wy, W,,, W,}, but only en-
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Datasets ‘ Domain Scale Open-ended Reasoning Process

GSMSK Math 8K Yes Yes
SVAMP Math 1K Yes Yes
MathQA Math 30K No Yes
MetaMathQA Math 395K Yes Yes
HellaSwag Commonsense 40K No No

Table 5: Overview of our NLG datasets. Open-ended means whether the answer is given by options, or required to
generate directly. Reasoning process means whether there are reasoning processes in labels for model training.

able residual path in blocks that have the same size
as neighboring previous blocks. Moreover, we set
the rank » = 16 and the alpha o = 32 to produce
more prominent results.

D Results for Merging Approach

We show the detailed results of merging experi-
ments. Results of ResLoRA, are in Table 6, and
the results of ResLoRA,,,s are in Table 7. There
is no need to apply extra merging approaches for
ResLoRA;.

E Results of Analysis

We show the full version of Figure 4 in Figure 6,
and the full version of Figure 5 in Figure 7.

F Detailed comparison of training costs

We show the comparison of training cost between
LoRA and ResLoRA in detail. From Table 8 and
Table 9, it is obvious that in the last 10 epochs, all
methods’ accuracy remains unchanged. This indi-
cates that the trainable parameters of all methods
have converged completely, and more training time
for LoRA does not lead to better results.
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Merge Approach ‘ GSM8K SVAMP MathQA MetaMathQA HellaSwag

LoRA,—4 30.93 53.33 25.43 42.23 51.36
w\o merge 30.48 60.00 26.47 43.37 67.20
mergey; 29.49 59.00 25.83 4291 61.48
mergey,, 30.33 58.33 26.00 43.37 62.34

Table 6: The results with the different merge approaches in ResLoRA,. For all datasets we report accuracy.

Merge Approach | GSMSK SVAMP MathQA MetaMathQA HellaSwag

LoRA,—4 30.93 53.33 25.43 42.23 51.36
w\o 31.01 61.33 29.15 44.88 86.13
mergey,; 24.64 49.00 23.42 33.13 88.21
merges,, 18.35 51.33 18.29 22.59 84.07

Table 7: The results with the different merge approaches in ResLoRA,,, s with pre_num = 4. For all datasets, we
report accuracy.
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Figure 6: Training loss with different pre_num values on SVAMP. pre_num indicates how many previous blocks
will be used, and pre_num = —1 means each ResLoRA block uses all previous ResLoRA blocks.

0.35

-0.30

- ssslostbsosiostoshoieasostoos 130054051 70 3030030 30 00280240
B st st 0t v st oot 0 S
0 1 2 3 4 5 6 7 8

9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Number of layers -0.20

Target modules

-0.15

Figure 7: Difference of the weights of trained matrices between LoRA and ResLoRA¢ blocks. We fine-tune
models on SVAMP both for 20 epochs, and observe their difference. The ResLoRA;; blocks have been merged.
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method per_num time/hours compared to LoRA

LoRA 0 0.233 100%
ResLoRA-is 1 0.250 107%
ResLoRA-bs 1 0.309 133%
ResLoRA-bs 4 0417 179%
ResLoRA-ms 1 0.300 129%
ResLoRA-ms 4 0.316 136%

Table 8: This table shows the average time taken by different methods when training an epoch on GSM8K.

epochs 5 10 20 30 40

LoRA 0.33 46.67 52.67 53.33 53.67
ResLoRA-is | 18.00 50.33 54.64 58.00 58.00
ResLoRA-bs | 36.33 51.33 5533 57.67 57.67
ResLoRA-ms | 40.67 53.33 59.67 5833 59.33

Table 9: This table shows the results of LoORA and ResLoRA on SVAMP in the following table, which we both
trained for 40 epochs.
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