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Abstract

In this study, we explore the application of
Large Language Models (LLMs) in Jubensha,
a Chinese detective role-playing game and a
novel area in Artificial Intelligence (AI) driven
gaming. We introduce the first dataset specifi-
cally for Jubensha, including character scripts
and game rules, to foster Al agent development
in this complex narrative environment. Our
work also presents a unique multi-agent inter-
action framework using LLMs, allowing Al
agents to autonomously engage in Jubensha
games. To evaluate the gaming performance of
these Al agents, we developed novel methods
measuring their mastery of case information
and reasoning skills. Furthermore, we incorpo-
rated the latest advancements in prompting en-
gineering to enhance the agents’ performance
in information gathering, murderer identifica-
tion, and logical reasoning. The experimental
results validate the effectiveness of our pro-
posed methods. This work aims to offer a novel
perspective on understanding LLM capabilities
and establish a new benchmark for evaluating
large language model-based agents.

1 Introduction

Interactive role-playing games, where players un-
ravel mysteries through strategic interactions and
clue-based puzzles, have seen a significant rise in
global popularity. Tracing their origins to 19th-
century murder mystery novels and early 20th-
century party puzzles, these games have particu-
larly flourished in China in recent years. In this con-
text, they are referred to as "Jubensha", "Scripted
Murders" or B| A% in Chinese, and have experi-
enced a remarkable surge in popularity since the
late 2010s. Influenced by Western murder mystery
games, Jubensha games center around players who
gather to identify the murderer by analyzing and
interpreting the provided story scripts. The thrill
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Figure 1: Illustration of the Jubensha game. It requires
players to interact with each other and reason about who
is the murderer in a story.

for players to collect and interpret clues through
intense social interaction and reasoning has made
playing Jubensha stand out as a notable cultural
phenomenon.

Meanwhile, the field of Artificial Intelligence
(AI) is reshaping the gaming landscape. From
classic games like chess (Campbell et al., 2002),
Go (Silver et al., 2016), and poker (Brown and
Sandholm, 2019; Brown et al., 2020) to video
games like StarCraft (Vinyals et al., 2017, 2019),
League of Legends (Lohokare et al., 2020), and
Honor of Kings (Ye et al., 2020), Al contenders
or collaborators have been integrated into these
games. The recent surge in Large Language Mod-
els (LLMs) has redirected research interest from
conventional and video games to text-based games.
Significant examples include an LLM deployed as
agents in the strategic game CICERO (F"AI R et al.,
2022), in the communicative game Werewolf (Lai
et al., 2023; Xu et al., 2023) and Avalon (Wang
et al., 2023c; Light et al., 2023; Stepputtis et al.,
2023), and in the adventure games such as Dun-
geons & Dragons (Zhu et al., 2023a,b; Callison-
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Burch et al., 2022) and Zork (Tsai et al., 2023).

However, the “Jubensha game” remains an un-
developed field in terms of Al agents specifically
tailored for its gameplay and evaluation. We be-
lieve there are several reasons. First, before the
emergence of LLMs, understanding the character
plots, role tasks, and game rules in the script of
Jubensha games was very challenging. Not to men-
tion the need for Al agents to engage in multi-round
linguistic interactions, information gathering, and
logical reasoning. Second, currently there is no
publicly available dataset specifically for Jubensha
games that researchers can use to develop and eval-
uate their agents. Third, quantitatively and qual-
itatively automating the evaluation of Al agents’
performance in Jubensha games is also very dif-
ficult. The most commonly used win-rate metric
in other game Als is of limited use in assessing
the performance of Jubensha game agents, i.e., win
rate does not show the extent of the Jubensha AI’s
mastery of case information or the level of its rea-
soning ability.

In response to the above-mentioned challenges,
we attempt to provide a solution in this work. This
work focuses on constructing a multi-agent interac-
tion framework in a “Jubensha” game environment
using large language models, and we have designed
a set of methods to quantitatively and qualitatively
assess the performance of Large Language Model
based (LLM-based) agents. Our contributions can
be summarized as follows:

1. We have created a Chinese dataset providing
character scripts and preset game rules to ini-
tiate a Jubensha game. To the best of our
knowledge, this is the first dataset specifically
tailored for Al agents playing in a Jubensha
game setting.

2. We designed a framework for multi-agent in-
teraction in a Jubensha game environment us-
ing large language models, allowing multiple
LLM-based agents to autonomously interact
with each other in a Jubensha game setting,
without the need for human intervention.

3. To quantitatively and qualitatively assess the
performance of large language model based
agents in Jubensha games, we designed two
novel tasks: one to evaluate their mastery of
case information and another to assess their
reasoning abilities with the information col-
lected during the game.

4. Utilizing the latest advancements in the field
of prompting engineering, we devised mod-
ules to enhance the performance of LLM-
based agents. Our evaluations show that this
design significantly enhances the information
mastery, murderer identification, and reason-
ing capabilities of LLM-based agents in the
Jubensha game context.

2 Related Work

Interactive Role-Playing Games Interactive
Role-Playing Games (IRPGs) provide immersive
experiences in fictional settings, serving as a multi-
disciplinary research testbed in various fields (Za-
gal and Deterding, 2018; Barreteau et al., 2003;
Nagata et al., 2021). These games are categorized
into Single-Player Role-Playing Games (SRPGs)
and Multi-Player Role-Playing Games (MRPGs),
each with unique research opportunities. SRPGs
focus on character advancement through quests in
various themes (Coté et al., 2019; Szot et al., 2021;
Fan et al., 2022; Shridhar et al., 2020; Wang et al.,
2022a), while MRPGs highlight cooperation and
confrontation between multiple characters (Park
et al., 2023; Fu et al., 2023; Kramar et al., 2022;
FAIRetal., 2022; Wang et al., 2023c; Light et al.,
2023; Stepputtis et al., 2023; Zhu et al., 2023a,b;
Callison-Burch et al., 2022; Lai et al., 2023; Xu
et al., 2023). This work presents a dataset for
MRPG Jubensha, aimed at supporting studies on
the development and evaluation of communicative
and reasoning Al in an adversarial game setting.

LLM-based Autonomous Agents. Thanks to
their strong capabilities in language comprehension
and reasoning as well as clever prompting designs,
LLMs have demonstrated significant potential for
achieving impressive performance in completing
various tasks. (Wang et al., 2023b; Wei et al., 2022;
Wang et al., 2022b; Yao et al., 2023, 2022; Shinn
et al., 2023; Wang et al., 2023a). However, only a
few works explore the multi-agent interaction un-
der complex settings (Junprung, 2023; Xu et al.,
2023; Wang et al., 2023c; Light et al., 2023), and
none of them examine it in Jubensha settings. To
bridge the gap, we propose the first LLM-based
multi-agent interaction framework on Jubensha, al-
lowing autonomous agent engagement and facili-
tating further research in Jubensha games.

Evaluating LLM-based Agents. Despite the
rapid development of LLM-based agents, assessing

8226



their abilities in MRPGs is still non-trivial. Re-
cent initiatives (Wang et al., 2023d; Shao et al.,
2023; Liang et al., 2023; Xu et al., 2023; Wang
et al., 2023c; Light et al., 2023) have proposed
several simple subjective and objective evaluation
metrics for LLM-based agents in multi-role set-
tings. Among these works, the most commonly
used evaluation metric, win rate, is far from suffi-
cient to assess the capabilities of LLM-based agents
in Jubensha. To address this issue, we propose a
set of systematic and objective evaluation methods
designed to measure the information gathering and
reasoning abilities of LLM-based agents in Juben-
sha.

3 Jubensha Dataset

Audio Video Total
392 172 1115

Text
# 1115

Image
643

Table 1: Number of Jubensha game scripts by modality
in our dataset.

Players Tokens
min max avg min max avg
# 1 20 652 4k 518k 129k

Table 2: Statics on number of players and tokens for the
Jubensha game scripts in our dataset.

To enhance Al deployment in Jubensha games,
we have compiled a comprehensive dataset from
over 1.1k Jubensha game instances in Chinese.!
This dataset is a valuable addition to MRPG re-
search, presenting unique challenges and opportu-
nities for advancement. 2

Background of Jubensha Game Jubensha is a
detective role-playing game with multiple players,
where each player is assigned a unique role tied to
a central murder mystery. As shown in Figure 1,
the game process typically consists of six stages: 1)
Each player selects a script for distinct characters
in a Jubensha game. 2) Players are assigned with
a role (murderer or civilian) associated with their
selected scripts. 3) The players read their scripts to
develop a basic understanding of the whole story
from their views. 4) Each player is given a pool
of clues to help them reveal or hide critical de-
tails for finding the murderer. 5) Several rounds

'Currently, this dataset is in Chinese. We use English
examples in the main text for the convenience of the readers.

2The dataset and code are available at https://github.
com/jackwu502/ThinkThrice.

Werewolf Avalon Jubensha
Conf. v v v
Coop. v v v
Comm. v v v
Res. v v v
BSR Limited Limited v
CR Limited Limited v
CRR Limited Limited v

Table 3: Comparative Analysis of Role-Playing Games.
Conf.: Confrontation, Coop.: Cooperation, Comm.:
Communication, Res.: Reasoning, BSR: Backstory
Richness, CR: Character Richness, CRR: Character Re-
lationship Richness. "Limited" indicates that the feature
is present but not a predominant aspect of the game.

of group discussion are held among the players to
share information and find out the murderer. 6).
Finally, each player anonymously votes to decide
the murderer. The civilians win the game if the
true murderer gets the most votes, otherwise, the
murderer wins.

Comparison of Jubensha Game to Other Role-
playing Games Werewolf and Avalon typically
offer a single, basic story framework, such as vil-
lagers combating werewolves in Werewolf or the
struggle between the Arthurian Faction and Mor-
dred’s Faction in Avalon. In contrast, Jubensha’s
background stories are much richer. They can take
place in various settings like a hospital, a cruise
ship, a hotel, or a corporate headquarters. Addition-
ally, unlike the characters in Werewolf and Avalon,
which often have the same stories and relationships
with others, characters and their relationships in
Jubensha usually vary from story to story. The
complexities in stories and characters make Juben-
sha a unique testbed for LLM-based multi-agent
systems. Table 3 shows the comparative analysis
of Jubensha, Werewolf and Avalon.

Dataset Construction To establish an environ-
ment capable of evaluating Jubensha agents and
to facilitate future scaled-up works, we collected
1,115 instances of Jubensha games from Chinese
online sources. Each game consists of multi-source
heterogeneous files, including host manuals de-
scribing how to control the game process, God’s-
eye view case replays, clues and individual charac-
ter scripts in various formats such as PDF, JPG, and
DOCX. To facilitate future research use, we further
transformed the multi-source heterogeneous files
into markdown files with a unified structure using
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a set of tools, including PaddleOCR (Pad), Tesser-
act (Ooms, 2023), etc. Following this, GPTs were
employed to compile the multiple markdown files
from each Jubensha game into a single JSON file
which is used to automatically initiates a game.
As demonstrated in Table 2, the number of play-
ers can vary from 1 to 20, and the number of tokens
for the game can be as large as 518k, facilitating
further research on socially intelligent Al and in-
troducing extra-long text comprehension and rea-
soning challenges. Besides, as shown in Table 1,
some of these scripts also contain multimodal clues,
including audio and video. To create a unified ex-
perimental environment, this work concentrates
exclusively on text-modality Jubensha games.

4 The ThinkThrice Framework for
Jubensha Games

We have designed an interaction framework for
LLM-based agents specifically crafted for Juben-
sha games. In this framework, each LLM-based
agent is responsible for playing the role of a player
in the Jubensha game narrative. Typically, each
Jubensha game involves 4-5 players portrayed by
LLM-based agents. Besides, we have a non-player
character serving as the host, who is responsible
for guiding the game. Unlike other players driven
by large language models, the host’s questions and
commands are pre-set to ensure the game follows
a designated process. As for the LLM-based agent
players, they are embedded with character informa-
tion specific to their roles. Based on this informa-
tion, they interact with other characters including
other players and the host. These interactions are
synchronous, meaning only one agent acts at a spe-
cific moment. All actions of the LLM-based agent
players, such as whom to question or how to re-
spond to questions from other players or the host,
are generated by an LLM based on their character
scripts and historical chat records, as shown in Fig-
ure 2. Moreover, we have also set a finite number
of rounds for each game to mimic the time-limited
rules of real Jubensha games. Although currently
focusing on Jubensha, our framework design is
flexible, potentially requiring minimal adjustments
for application in other contexts.

We name our framework for multi-agent mystery
games as ThinkThrice, or =& in Chinese. The
name comes from a Chinese proverb: “thinking
thrice before acting (=& /5 17)”. Figure 2 illus-
trates the overall design of our ThinkThrice frame-

work, which outlines the process by which a player
generates a response to a question through three
main stages: Memory Retrieval, Self-Refinement,
and Self-Verification.

Memory Retrieval Due to the limited context
window of LLMs, a special memory retrieval mod-
ule is often needed to store and appropriately re-
trieve all historical records observed by LLM-based
agents (Park et al., 2023; Xu et al., 2023). Our
framework adopts this widely used method to help
agents remember dialogues and events in the Juben-
sha games and retrieve specific memory fragments
when needed. Specifically, we record all observa-
tions of the agent into a vector database exclusive
to the agent using the OpenAl API (OpenAl, 2023).
When the agent observes a new event requiring ac-
tion, we use the Faiss library? to quickly search
the agent’s exclusive vector database for multiple
historical records with the top 5 highest similari-
ties and include them in the current action prompt.
We have observed that this simple module is also
very helpful in improving the performance of LLM-
based agents in our Jubensha games.

Self-Refinement Self-refinement was proposed
by Madaan et al. (2023) for iteratively refining pre-
vious outputs based on feedback. Unlike a concur-
rent work that uses self-refinement for information
concealment (Wang et al., 2023c¢), the goal of the
Self-Refinement module in this work is to ensure
that LLM-based agents provide as much informa-
tion and details as possible when responding to
questions from others. As shown in Figure 2, when
an agent receives a question from others, it first
attempts to generate an initial answer internally
(see the green lines). During the Self-Refinement
stage, the agent decomposes the asked question ()
into several sub-questions: qi, qo, ..., gn. It then
uses these sub-questions to retrieve relevant facts
from the character scripts S that can be used to
answer these sub-questions. For each relevant fact,
the agent checks whether they are included in the
initial answer. If not, they are added to form part
of the refined answer (see the orange lines in Fig-
ure 2). We can see that the refined answer, after the
Self-Refinement module, contains more details and
information than the initial answer, thereby enhanc-
ing the agent’s communication efficiency within a
limited number of rounds.

3https: //github.com/facebookresearch/faiss
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4+ Question (Q): Please first introduce your role, then talk about the victim of the case
you are aware of: what kind of person is Boss Yang, and what is your relationship with
him. Finally, provide a detailed description of your timeline on the day of the incident.

Question decomposition:

Q->[q1,q92,...qn]
Retrieve relevant
information from
memory
Memory| Chat History (H): Script (S): Relevant
- memory
[—->
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facts
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> P?f‘a flow of memory (etrleval and
initial answer generation.

Overall framework

Input question

i -— = — - —
5 Retrieve relevant facts

based on decomposed

Generate | &
initial 13 Initial Answer: Hello everyone, | am Boatman Wang. In this case, the victim | know,
answer ! Boss Yang, is a bar owner. He seems to be involved in some shady business... On the

: timeline of the day of the incident, | was working on the boat in the afternoon with other
| crew members. In the evening, after having dinner with my daughter-in-law Dr. Ling, |
| returned to my room. | spent the evening at home and didn't see anyone else. Around 2
I a.m., | heard some noises but did not go out to check, as | was unaware of what had
I happened. Throughout the day of the incident, my activities were quite mundane and
: unremarkable.

. If no, regenerate answer

Verify refined answer
with relevant facts |

+ If yes, output answer

.fgp Refined Answer (A): Hello everyone, | am Boatman Wang. In this case, the victim |
know, Boss Yang, is a bar owner. ... | arrived at Boss Yang's room at about 19:40, told
the bodyguard that | was Boss Yang's business parti he bodyguard let me in to
wait for Boss Yang. Around 20:00, during the conversatio ang, | told him

Input that Dr. Ling was my daughter-in-law and offered to help her repay the debt. | requested
refined | Boss Yang not to commit murder. Boss laughed, saying he had no intention of
answer al | asl ne money ‘epaid. I...

r | killing her and did not ask for the money to be repaid. |

Answer decomposition:

A->[al,a2,...,an]

a1: Boatman Wang worked on the boat in the afternoon, alongside other crew members.
- — . | a2 Atabout 19:40, Boatman Wang arrived at Boss Yang's room and told the bodyguard
an: Around 2 a.m., Boatman Wang heard some noises but did not go out to investigate,
as he was unaware of what had happened.

Data flow of Self-Refinement
process.

Data flow of Self-Verification
process.

Figure 2: Illustration of our proposed ThinkThrice framework for enhancing agent’s performance in multi-agent
detective games (i.e., Jubensha). The three different colors of the arrows indicate the data flows of three stages: 1)
Initial answer generation with Memory Retrieval; 2) Enhance answer with Self-Refinement; 3) Verify answer with
Self-Verification. The brown texts in the refined answer are new information added to the initial answer.

Self-Verification LLM hallucinations are a very
common and thorny problem (Dhuliawala et al.,
2023). To ensure that the content of LLM-based
agents’ answers is authentic and not hallucinated,
we designed a Self-Verification module. This mod-
ule breaks down the agent’s answer A into multiple
facts a1, a9, . .., a, and then compares these facts
one by one with the agent’s character script .S for
authenticity. Only when the agent’s answer meets
our preset authenticity threshold (measured by the
absolute number and accuracy of real facts) will
the agent output the answer (see the blue lines in
Figure 2). If the answer does not meet the preset
threshold, the agent will need to regenerate the an-
swer until the authenticity of the agent’s answer
meets the requirements or exceeds the maximum
number of attempts. Since the agent’s best output
may not necessarily occur in the last attempt, we
score each answer based on the degree of authen-
ticity and the number of words, keeping a copy of
the highest-scoring answer each time. By doing
so, we can ensure that even if all of the agent’s
attempts fail to meet the authenticity threshold, it
will still output the highest quality answer from all
its previous attempts.

5 Evaluating LLM-based Agents in
Jubensha Games

Previous work has primarily employed metrics
such as human-likeness and win rate to assess the

performance of LLM-based agents in games (Wang
et al., 2023b; Xu et al., 2023; Light et al., 2023).
These metrics either require substantial human in-
volvement or likely leading to less reliable exper-
imental conclusions due to the challenges in con-
trolling variables (Xu et al., 2023).* Considering
the unique characteristics of Jubensha games, we
have designed two tasks to quantitatively and qual-
itatively evaluate the performance of LLM-based
agents in Jubensha games: Factual Question An-
swering and Inferential Question Answering.

Factual Question Answering The process of
gathering information in Jubensha games is crucial
for LLM-based agents to understand the implied
relationships and conflicts in the story, reconstruct
the entire case, and deduce the truth. To evaluate
how much information LLM-based agents gathered
in Jubensha games, we designed a factual question-
answering task and use GPTs to generate questions.
We have generated a total of 720 factual questions
for 4 selected Jubensha games containing 4 or 5
players, of which two examples are presented in
Table 4. Due to limited space, we have included
the prompts of our generation method in the ap-
pendix H.

Inferential Question Answering Once LLM-
based agents have gathered the necessary informa-

*This is particularly the case when both sides in the game
are played by LLMs
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Example 1
Question: Who does Mate Zhang’s brother
work for?
Answer: Boss Yang
Source: He works for Boss Yang, owner of
a famous bar in City A. (from Mate Zhang’s
script)

Example 2
Question: When did Dr. Ling meet Mate
Zhang?
Answer: 18:20
Source: 18:20, you went to meet Boss Yang,
and met Mate Zhang just as you were about
to arrive. (from Dr. Ling’s script)

Table 4: Two examples of Factual Questions.

Question: Who is most likely to have made
the thumping sound that Dr. Ling heard on
her way to kill Boss Yang? A. Secretary Wen,
B. Boss Yang, C. Boatman Wang, D. Mate
Zhang, E. Others.

Answer: A. Secretary Wen

Rationale (GT): {Secretary Wen left Boss
Yang’s room through the ventilation duct at
23:00}prEMISE 1, and {Dr. Ling prepared to
kill Boss Yang through the ventilation duct
also at 23:00}preMisk 2. Therefore, it can be
inferred that {the 'thumping’ sound Dr. Ling
heard on her way to kill Boss Yang was most
likely made by Secretary Wen} cONCLUSION-

Table 5: Example of Inferential Questions.

tion, another important step is using it for inference.
This step is particularly crucial in Jubensha games,
where the truth of the case is often obscured by
numerous clues. To evaluate the reasoning abili-
ties of LLM-based agents, we manually designed
a total of 56 inferential questions for 4 selected
Jubensha games, of which an example is shown in
Table 5. Note that the PREMISE 1 is from Secre-
tary Wen’s script and the PREMISE 2 is from Dr.
Ling’s script. To answer these questions success-
fully, LLM-based agents must integrate informa-
tion collected from different characters and make
inferences based on this information.

6 Experiment

In this section, we will briefly discuss the various
LLMs used in this work. Following this, we will
present our experimental results, encompassing the
evaluation of the information gathering and reason-

Own Q Other’s Q
Avg CQ MQ Avg
No MR 0.770  0.300 0.321 0.305
MR 0.759 0.409 0.380 0.402
MR+SR 0.757 0.467 0.487 0471
MR+SR+SV(N=1) 0.768 0.485 0.518 0.492
MR+SR+SV(N=3) 0.772 0.495 0.514 0.498

Table 6: Performance of agents on different kinds of fac-
tual questions. “Own Q” refers to questions generated
from the agent’s own script, while “Other’s Q” refers to
questions from scripts of other agents, inaccessible to
the answering agent. “Other’s Q” includes “CQ” (ques-
tions from other civilians’ scripts) and “MQ” (questions
from the murderer agent’s script). The effectiveness of
different module combinations in the agents is assessed
based on agents’ ability to provide factual responses
about themselves and others. The number follows “N="
denotes the maximum number attempts an agent can try
in the Self-Verification stage.

OpenAl TF-IDF Trigrams
No MR 0.062 0.000 0.000
MR 0.798 0.578 0.027
MR+SR 0.820 0.645 0.064
MR+SR+SV(N=1)  0.825 0.668 0.075
MR+SR+SV(N=3)  0.831 0.670 0.077

Table 7: Similarity scores between all players’ scripts
and chat histories of agents.

ing performance of LLM-based agents.

6.1 Utilization of LLMs in Jubensha Game
Stages

Throughout the gameplay and other stages of the
Jubensha game experiment, including the genera-
tion of factual questions, agent Q&A, agent voting,
and the evaluation of agent responses, we predom-
inantly employed OpenAl’s GPT-3.5 and GPT-4
models. We set temperature to 0.8 for all GPT mod-
els we used. More specific usages of GPT models
are listed in the appendix B.

6.2 Evaluation on Agents’ Responses to
Factual Questions

The Table 6 presents the evaluation results on
agents’ responses to factual questions. We can
see that agents with different module combinations
performed quite well when answering questions
from their own script. This is understandable be-
cause agents have full access to their own scripts
throughout the game, thereby possessing all the
information needed to correctly answer these ques-
tions. Since the Memory Retriever (MR) module
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mainly records the communication history among
agents after the game starts, we can consider agents
without the Memory Retriever as being in a mem-
oryless state. The experimental results in the “No
MR” row show that agents’ accuracy in answering
questions about themselves is significantly higher
than in answering questions about others. This gap
highlights the significant difference between the
information agents possess about others and about
themselves. After introducing the MR module,
we observe a significant improvement in agents’
accuracy in answering questions about others, re-
flecting the increase in information gained from
interactions among agents, which helps them better
understand the roles and stories of other characters
in the game.

The Self-Refinement (SR) and Self-Verification
(SV) modules mainly ensure the authenticity and
comprehensiveness of information during agent
communication. We can observe that the accu-
racy of agents in answering questions about others
achieves the best results among all under the com-
bined effect of the MR module, the SR module, and
the SV module (with a maximum of 3 attempts).
This demonstrates that our designed modules ef-
fectively enhance the efficiency of communication
among agents in the Jubensha game, allowing them
to acquire more case information under the same
game round conditions.

6.3 Similarities between Agent Chat Histories
and All Players’ Scripts

To measure the overall information about all char-
acters acquired by LLM-based agents in the game
from the textual perspective, we employed three
methods to assess the similarities between the chat
histories among agents and the scripts of all play-
ers. Firstly, we concatenate all players’ scripts
into a single document, then we treat the chat his-
tories among agents as another document. Then
we used OpenAl API (OpenAl, 2023) to encode
these two documents respectively. For documents
beyond OpenAl API’s max input length, we split
them into non-overlapping chunks, average their
text embeddings to represent the document. Given
embeddings of two documents, their cosine simi-
larity can be calculated. Additionally, we utilized
TF-IDF and trigrams to represent the two docu-
ments, and then calculated their cosine and Jaccard
similarities, respectively. The results from Table 7
show that agents embedded with MR, SR, and SV

0.383

Civilian Win Rate
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°
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SV(N=1) SV(N=3)

Figure 3: Average win rate of civilian players and the
average murderer identification accuracy across differ-
ent architectures in Jubensha games.

modules have chat histories in the game that are
closer to the scripts of all players, which demon-
strates that they have acquired more information
about all players in a Jubensha game.

6.4 Civilian Player Win Rate and Murderer
Identification Accuracy

Figure 3 shows the average win rates of civilian
players and the murderer identification accuracy
by agents with various module combinations in
Jubensha games. Civilian win rate in Figure 3 is
the ratio of the number of games won by civilian
players to the total number of games played. Mur-
derer identification accuracy is the proportion of
votes received by the murderer to the total num-
ber of votes cast by all players. We observed that
MR+SR+SV(N=3) which performs best in factual
question answering tasks, also achieves the high-
est average civilian players win rate and murderer
identification accuracy. This might be due to agents
acquiring sufficient information to reconstruct the
true narrative of the case, thereby making it easier
to accurately identify the murderer.

6.5 Evaluation of Agent’s Responses to
Inferential Questions

To further evaluate the reasoning capabilities of
LLM-based agents based on the rationale derived
from collected information, we utilized a set of
inferential questions. The experimental results are
displayed in Figure 4, where the Overall Accuracy
represents the rate at which agents correctly answer
questions, without considering the rationale behind
their responses. In contrast, Informed Accuracy
refers to the accuracy achieved when taking into
account the rationale provided by agents for their
answers. An answer is counted towards Informed
Accuracy only if the agent’s response is correct and
they provide the correct reasoning rationale. This
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Figure 4: GPT-3.5 and GPT-4’s performance with dif-
ferent methods, where overall accuracy measure the raw
correct percentage and informed accuracy take LLM’s
reasoning ability into consideration. FSA stands for
’Full Script Access’, indicating that agents have access
to the complete scripts of all players.

metric demonstrates that agents not only know the
correct answer but also understand why it is correct.

From the results in Figure 4, we can draw two
important observations: 1) The more information
agents acquire during the game, the more capable
they become at solving complex problems through
reasoning. For instance, when GPT-4 is employed,
the agent with full access to all players’ scripts
achieves the highest overall accuracy and informed
accuracy. Following this, agents equipped with
MR+SR+SV(N=3) modules rank second. 2) Given
the same amount of information, the LLMs’ inher-
ent ability to utilize this information and reason ef-
fectively determines the agents’ final performance
in reasoning tasks. Indeed, simply upgrading from
GPT-3.5 to GPT-4 can lead to agents achieving dou-
ble or even nearly triple the overall accuracy and
informed accuracy.

Qualitative Analysis. In Table 8, we provide a
qualitative analysis: agents are presented with an
inferential question and the correct answer which
the agents do not know to be correct, and are asked
to provide the rationale for their reasoning. Each
rationale provided by the agents is accompanied by
a GPT Eval Score, which measures the similarity
between the agents’ rationale and the ground truth
rationale. The inferential question, answer, and
the ground truth rationale can be found in Table 5.
From Table 8, we observe that with Full Script
Access (complete information), agents can easily
identify relevant premises and deduce solid con-
clusions. In cases where agents have incomplete
information, MR+SR+SV (N=3), due to lacking
specific details about the exact time Secretary Wen
was in the ventilation duct, the conclusion drawn is
merely plausible. For MR and No MR, owing to the

absence of many key details, the reasoning process
involves many irrelevant or flawed premises, lead-
ing to only tenuous conclusions. This qualitative
analysis demonstrates the significant impact that
the collection of key information during the game
has on the agents’ final reasoning performance.

7 Future Work

Here we provide directions for future work:

1. Expanding the Evaluation with More
Jubensha Games: The current primary ob-
stacle to scaling the dataset is the high cost
of using the GPT API for evaluation. How-
ever, we believe the trend towards more af-
fordable GPT API prices will enable us to
progressively increase the number of Juben-
sha games used for evaluation.

2. Automating the Generation of Inferential
Questions: Although manually generating in-
ferential questions is not the largest difficulty
in scaling up the dataset, exploring automatic
generation is an interesting and challenging
future direction (Sprague et al., 2024). This
could accelerate the dataset’s construction and
reduce costs, and we look forward to explor-
ing this possibility.

3. Incorporating More Micro-Level Metrics
in Evaluation: Unlike Werewolf (Lai et al.,
2023; Xu et al., 2023), Avalon (Wang et al.,
2023c; Light et al., 2023), and D&D datasets
(Zhu et al., 2023a,b; Callison-Burch et al.,
2022) which extensively use micro-level met-
rics to assess LLM-based agents’ performance
and strategies in games, our work focuses
more on macro-level evaluation, such as
agents’ collection and understanding of the
overall case information, and reasoning with
collected information. Enriching our dataset’s
evaluation with micro-level metrics will be an
interesting future direction.

4. Evaluating More Complex Scripts from the
Jubensha Dataset: Our dataset contains a
vast number of complex scripts that require
reasoning based on multimodal data and have
multiple endings. We have not yet delved into
these complex scripts in this work but plan to
explore this area in future work.
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Predicted Rationale

MR

{Dr. Ling couldn’t find the medical cabinet key when she returned to her room at 18:50,
suggesting someone had already taken it }JRRELEVANT PREMISE 1; {Secretary Wen asked Dr.
Ling for intelligence at 18:10}1RRELEVANT PREMISE 2, {giving her the opportunity to know
Boss Yang’s location and possibly plan an action } TENUOUS INTERIM CONCLUSION 3; plus, when
Dr. Ling heard the thumping sound, she was on her way to Boss Yang’s room, and {there’s no
clear evidence that other suspects were near Boss Yang’s room at that time } F, AWED PREMISE 4
moreover, {the ventilation duct’s baffle had fallen, indicating someone had entered Boss Yang’s
room before her } RELEVANT INTERIM CONCLUSION 5; {considering Secretary Wen’s role under
Boss Yang, she had the chance to approach him}TANGENTIALLY RELEVANT PREMISE 6, {fence
the thumping sound was most likely made by Secretary Wen}tenuous concLusion- (GPT
Eval Score: 3)

MR

{According to the detailed timeline of the day of the incident for Dr. Ling, she heard someone
crawling in the ventilation duct at 23:00 when she was preparing to go to Boss Yang’s, and
she reached his room at 23:20, only to find him already dead }RELEVANT PREMISE 1- {Secre-
tary Wen was the only one aware of Dr. Ling’s mission and plan} gy AWED PREMISE 2, {and
clues suggest Secretary Wen might have tampered with the intelligence letter, leaving in-
formation about the transaction between Dr. Ling and Mate Zhang } IRRELEVANT PREMISE 3,
{possibly to make Boss Yang suspicious of Dr. Ling.}IRRELEVANT INTERIM CONCLUSION 4
{This indicates Secretary Wen might have had a motive to be involved in Boss Yang’s
death. }TANGENTIALLY RELEVANT PREMISE 5 Combining all this information, {Secretary Wen
is the most likely person to have been in the ventilation duct and possibly involved in Boss
Yang’s death}tenuous concLusion- (GPT Eval Score: 4)

MR
SR

SV
(N=3)

The sound Dr. Ling heard in the ventilation duct came from Secretary Wen. {According
to Dr. Ling’s timeline, she entered the ventilation duct at 23:00 and reached Boss Yang’s
cabin at 23:20, hearing someone crawling inside }RELEVANT PREMISE 1-{Secretary Wen men-
tioned waiting in the ventilation duct in her timeline } 1 yMITED PREMISE 2, {50 it is likely she
made the noise}pLAUSIBLE CONCLUSION- {Mate Zhang and Boatman Wang’s actions and
timelines do not mention being active in the ventilation duct } pARTIALLY CORRECT PREMISE 3-
{Boss Yang was already dead at that time, so the sound couldn’t have come from
him. }RELEVANT INTERIM CONCLUSION 4 (GPT Eval Score: 5)

Full
Script
Access

{When Dr. Ling was preparing to enter Boss Yang’s cabin through the ventilation duct at
23:00, she heard a "thumping’ sound coming from the duct}RELEVANT PREMISE 1- {According
to Secretary Wen’s timeline of the day of the incident, she reached the ventilation duct
at 22:40 and re-entered it at 23:00 to return}RELEVANT PREMISE 2- { This timing matches
the moment Dr. Ling heard the thumping sound }RELEVANT AND SOLID INTERIM CONCLUSION 3
thus it can be inferred that {the sound was most likely Secretary Wen crawling in the ventilation
duct } SOLID CONCLUSION- (GPT Eval Score: 5)

Table 8: Qualitative analysis of agent reasoning performance with different levels of information access.

8 Conclusion

This work has explored the application of large lan-
guage models in complex interactive environments,
exemplified by the Chinese detective role-playing
game "Jubensha". Our research has yielded four
main contributions: the creation of a specialized
dataset tailored for the Jubensha games, the design
of a multi-agent interaction framework for the auto-
matic conduct of Jubensha games, the development
of a set of quantitative and qualitative assessment
methods to measure the information gathering and
reasoning abilities of LLM-based agents within
the game, and the utilization of the latest prompt-
ing techniques to devise modules that enhance the
performance of LLM-based agents. We have empir-

ically demonstrated that our designed multi-agent
interaction framework and the prompting modules
significantly improve upon the baseline in terms of
information gathering, murderer identification, and
reasoning capabilities. We believe this research
will advance the community’s knowledge of LLM-
based agents and offers a new perspective on eval-
uating the performance of LLMs in a complex,
plot-driven, and adversarial reasoning game envi-
ronment constrained by narrative contexts.
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Ethical Considerations

Our research delves into the communicative and
reasoning abilities of large language models
(LLMs) within the context of "Jubensha" (B| 74~
), a type of Chinese detective role-playing game.
It is important to clarify that any portrayals of vio-
lence in these game scenarios are purely fictional,
and our work is solely for the purposes of aca-
demic analysis. It does not represent or endorse
real-world violence in any way. The data employed
in our study is gathered from online platforms host-
ing Jubensha content. When sharing this dataset,
we will implement measures to ensure that its us-
age remains strictly for academic, non-commercial
purposes and complies with fair use policies. >

Limitations

We outline the main limitations of our work as
follows:

* Language Specificity of the Dataset: Our
Jubensha dataset is in Chinese, which means
our experimental results are specifically re-
flective of the communicative and reasoning
capabilities of Large Language Model (LLM)
based agents in Chinese contexts. Consid-
ering that the majority of LLM evaluation
benchmarks are in English, and existing LLM-
based agent frameworks are tailored for En-
glish applications, our Chinese-centric bench-
mark and framework could provide a valuable
addition to the field.

* Variability in Experimental Outcomes: The
inherent stochastic nature of LLM outputs
may lead to significant variability in single-
experiment results. For instance, in the mur-
derer identification voting phase, LLM-driven
players may choose differently among sus-
pects if given another chance. Similarly,
game processes can diverge significantly, even
with identical starting conditions. To miti-
gate this, we conducted three runs of each
Jubensha game script with LLM-based agents
for each proposed architectures and averaged
the outcomes. For highly variable tasks like
murderer identification, agents performed 10
memory-less votes, from which we calculated

Shttps://www.copyright.gov/fair-use/index.

html

https://www.gov.cn/guoging/2021-10/29/content_
5647633.htm

identification accuracy and civilian win rates.
However, due to time and budget constraints,
further experiments to solidify these results
were not feasible. We will make our code,
dataset, and intermediate results available, in-
cluding chat histories, voting records, agents’
responses to factual and inferential questions,
and GPT models’ evaluations on these re-
sponses, to help interested readers replicate
our experiments and better understand our
findings.

* Model Updates and Replication Costs: Re-
producing our findings might be challeng-
ing due to OpenAl’s periodic model updates,
which can lead to different results with dif-
ferent model versions. To address this, we
specify the exact version of GPT used in each
experiment in the appendix B and publicize
our code and data. Moreover, the cost of repli-
cating our experiments can be costly. We aim
to alleviate this by providing an illustrative
cost breakdown for each experimental step in
the appendix D, helping readers gauge poten-
tial expenses before attempting replication.
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Appendix

A Human Evaluation on the Quality of
Agents’ Responses

To study the impact of different architectures on
the quality of agents’ responses, we selected re-
sponses from agents at the Self-Introduction Stage
for comparison. More specifically, for agents with
each of five architectures, we selected 20 responses,
resulting in a total of 100 responses. These were
compared in groups of five, with each group con-
sisting of agents playing the same character in a
scripted murder mystery game. During the evalua-
tion, we also provided the character scripts of the
agents’ roles as a ground truth reference. Two Chi-
nese native speaker human annotators were asked
to score the agents’ responses based on their natu-
ralness, authenticity, and informativeness on a scale
of 1 to 5. The human annotators were unaware of
the specific architecture used by each agent. The
specific scoring guidelines are as follows:

* Naturalness: Naturalness primarily examines
the naturalness and fluency of the agent re-
sponse. Since the Jubensha game is a role-
playing game, human responses are primarily
in the first person. The more closely a re-
sponse resembles a human answer, the higher
its naturalness score. Responses mixed with
different languages or not in the first-person
tone receive lower naturalness scores. Note
that the naturalness score is unrelated to the
character script of the agents’ portrayed char-
acter.

* Authenticity: Authenticity mainly examines
whether the agent response contains content
that is true to the character script of the agents’
portrayed character. Human annotators give
scores based on the proportion of the re-
sponse’s truthfulness, with higher scores in-
dicating greater authenticity and lower scores
indicating less. Note that, according to the
rules of the Jubensha games, the murderer is
allowed to lie in the game to cover up its iden-
tity. For responses from agents playing the
role of the murderer, the human annotators
base the authenticity score on the following
principle: if the content in the agent response
that differs from the character scripts does not
involve other players in the game (meaning
that other players cannot judge the truthful-
ness of the agent response), this is considered

strategic lying by the agent playing the mur-
derer and does not affect its authenticity score.
Otherwise, points will be deducted.

* Informativeness: Informativeness primarily
examines whether the agent response provides
enough information from its own character
script. Human annotators score based on how
much of their character script the agent re-
sponse covers, with higher scores indicating
more information and lower scores indicating
less. Since murderers in the Jubensha game
are allowed to conceal information, the human
annotators base the informativeness score for
responses from agents playing the murderer
role on the following principle: if the informa-
tion in the character script not mentioned in
the agent response could lead to suspicion of
the agent, the coverage or lack thereof of this
information is not considered in the informa-
tiveness score.

Figure 5 shows the results of human evaluation
on the quality of agents’ responses. we can see that
our proposed self-refinement and self-verification
modules help agents improve the authenticity and
informativeness of their responses without sacrific-
ing naturalness.

B Utilization of LLMs in Jubensha Game
Stages

Throughout the gameplay and other stages of the
Jubensha game experiment, including the genera-
tion of factual questions, agent Q&A, agent voting,
document embeddings, and the evaluation of agent
responses, we predominantly employed OpenAl’s
GPT-3.5 and GPT-4 models. Unless specifically
indicated, the GPT-3.5 model mentioned in this
paper refers to gpt-3.5-turbo-16k-0613, and GPT-4
refers to gpt-4-1106-preview. Specific applications
of each model are as follows:

* Gameplay: GPT-3.5 was used due to its
larger context window and budget considera-
tions.® Future experiments may include GPT-
4 as costs become more feasible. For the text
embeddings used for the memory retriever
module, we used text-embedding-ada-002.

* Factual Question Generation: Both GPT-
3.5 and GPT-4 (gpt-4-0613) were used, with
*Before the public release of gpt-4-1106-preview, the

publicly accessible GPT-4 model had a maximum context size
of 8k, which is insufficient for the Jubensha game.
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Figure 5: Human Evaluation on the Quality of Agents’ Responses.

no notable difference in output quality ob-
served.

* Agent Q&A: GPT-3.5 was used for factual
question responses, while both GPT-3.5 and
GPT-4 were tested for inferential question re-
sponses.

* Agent Voting: GPT-3.5 was used for mur-
derer identification voting.

* Response Evaluation: GPT-3.5 assessed
agents’ responses to factual questions,
whereas GPT-4 evaluated agents’ inferential
question responses.

* Document Embedding: We used text-
embedding-3-large to obtain the document
embeddings of agents’ chat histories and all
players’ scripts.

Detailed Jubensha Game Rules and
Procedure

The detailed Jubensha game rules we used for our
experiments are as follows:

Rule 1: The total number of players
participating in the game may be four
or five, depending on the script. Only
one of these players is the real
murderer, known as the murderer player.
Players who are not the murderer are
collectively referred to as civilian
players.

Rule 2: Civilian players need to
cooperate to face a carefully planned
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murder case and find the real murderer
among the suspects by collecting
evidence and reasoning.

Rule 3: Throughout the game, only the
murderer player can lie. To hide their
identity, the murderer may choose to
frame others and exonerate themselves.

Rule 4: Players who are not the
murderer (civilian players) must
answer questions honestly from other
players and the host, and provide as
much detailed information about the
case as they know, to help restore the
truth of the case.

Rule 5: The host of the game is
responsible only for ensuring that the
game proceeds according to a specific
process. They are not a player in the
game and do not participate in the
game’s storyline.

Rule 6: Each player receives their
personal character script from the
host at the beginning of the
game, thereby 1learning about their
character’s information and identity.

Rule 7: The content of each player’s
personal character script is invisible
to other players, so players must
and can only gather information about
other players by interacting with them
after the game starts.




Rule 8: Since there is only one
murderer in the game, only the
murderer player knows the identities
of the other players after receiving
their character script (since everyone
else is a civilian). Civilian players
cannot determine the true identities
of other players and can only infer
through interactions during the game.

Rule 9: During the voting phase, each
player has exactly one vote, which
they can cast for the player they think
is the murderer (including themselves,
although this is discouraged). If the
player with the most votes is the
murderer,
Otherwise, the murderer player wins.

The overall procedure of the game is as fol-
lows:

Stage 1: Distribution of Character
Scripts

The host distributes character
scripts to each player individually.
The script includes the player’s
name, identity (murderer or
civilian), character story, and
timeline for the day of the incident.

Stage 2: Self-Introduction Session
Players introduce themselves under
the host’s guidance, explaining their
relationship with the victim and
their timeline on the day of the
incident.

Stage 3: Initial Questioning

After a player responds to the host’s
inquiries, other players are given
the opportunity to ask questions and
receive answers from that player.

Stage 4: Two Rounds of Open
Questioning

Players enter two rounds of open
questioning, with each taking turns
to question another player and obtain
answers.

Stage 5: Distribution of Clue Cards
Players receive clue cards containing
additional information about the

the civilian players win.

victim and the players, aiding them
in deducing the case’s storyline.

Stage 6: Three Rounds of Open
Questioning

Players enter three rounds of open
questioning, with each taking turns
to question another player and obtain
answers.

Stage 7: Voting

Under the host’s guidance, players
anonymously vote to determine who
they believe is the murderer. Each
player has one vote.

Stage 8: Outcome Reveal
The game concludes with the
revelation of the voting results.

D Experimental Cost Breakdown

To assist readers in understanding the potential
costs involved in our experiments prior to at-
tempting a replication, we provide an illustrative
cost breakdown for each experimental step in Ta-
ble 9. In this example, we utilized agents with
MR+SR+SV(N=3) modules, with the Jubensha
game script being "The Doomed Sunshine," con-
sisting of about 16k tokens. We observed that the
most expensive stage of the experiment was using
GPT-4 to evaluate agents’ responses to inferential
questions, while the cheapest stage involved us-
ing text-embedding-3-large to calculate document
similarity between all players’ scripts and chat his-
tories of agents. Summing up all the costs, we
can see that the total expense for a single complete
experiment is approximately 11.9 USD.

E Correlations between Automatic
Evaluations and Human Evaluations

In this work, we extensively utilized automatic eval-
uation methods to quantitatively assess the perfor-
mance of LLM-based agents in Jubensha games.
To ensure the reliability of our automatic evalua-
tion methods, two Chinese native speaker human
annotators were responsible for manually evaluat-
ing samples of the agents’ responses. Below, we
describe the human evaluation process across dif-
ferent stages:
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Stage Model Cost ($)
Gameplay GPT-3.5, text-embedding-ada-002 2.16
Eval inferential question GPT-3.5 1.37

GPT-4 4.6
Eval factual question GPT-3.5 1.9
Murderer identification voting GPT-3.5 1.86
Doc similarity text-embedding-3-large <0.01

Table 9: Experimental cost breakdown in different stages.

Score

Rating

Description

Very Poor

Poor

Average

Good

Excellent

The agent’s rationale is vastly different from the ground truth
rationale, with reasoning steps completely illogical and impossible
to justify the answer based on the reasoning provided.

The agent’s rationale is only somewhat similar to the ground truth
rationale in certain aspects, with most reasoning steps illogical,
having only a few that are correct or partially logical.

The agent’s rationale is somewhat close to the ground truth ratio-
nale, with some reasoning steps correct, but there are significant
erTors or omissions.

The agent’s rationale is very close to the ground truth rationale,
with the vast majority of reasoning steps correct and logical, having
only minor errors or deficiencies.

The agent’s rationale is almost or entirely consistent with the
ground truth rationale, with all reasoning steps correct and logical,
demonstrating a high level of reasoning ability and a deep under-
standing of the problem.

Table 10: Evaluation Criteria for Agent Rationales Against Ground Truth.
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¢ Evaluation on Factual Question Answer-
ing: 200 factual questions and the agents’ re-
sponses to these questions are randomly se-
lected. The two human annotators then manu-
ally assessed the agents’ responses as correct
or incorrect based on the factual questions,
their reference answers, and the agents’ re-
sponses. During the evaluation process, the
annotators were unaware of the agents’ archi-
tectures, i.e., whether the agents were using
MR architecture or MR+SR+SV(N=3), etc.,
nor were they aware of the GPT model’s eval-
uation of agent responses. After human scor-
ing, we compared the GPT model’s scores as
predictions with the human scores as ground
truths, and then calculated Spearman corre-
lation, Pearson correlation, accuracy, and F1
score, with results shown in Figure 6(a).

¢ Evaluation on Inferential Question Answer-
ing (Overall Accuracy): 100 inferential ques-
tions and the agents’ responses to these ques-
tions are randomly selected. The two human
annotators manually assessed the agents’ an-
swers as correct or incorrect based on the in-
ferential questions, their reference answers,
and the agents’ responses. Similar to the
first evaluation, the annotators were unaware
of the agents’ architectures and the GPT
model’s evaluation. After human scoring, we
compared the GPT model’s scores with hu-
man scores, calculating Spearman correlation,
Pearson correlation, accuracy, and F1 score,
with results shown in Figure 6(b).

¢ Evaluation on Inferential Question Answer-
ing (Informed Accuracy): 100 inferential
questions and the agents’ predicted rationales
for the correct answers are randomly selected.
Based on these inferential questions, their ref-
erence rationales, and the agents’ predicted
rationales, two human annotators manually
scored the agents’ predicted rationales on a
scale of 1-5. The evaluation criteria are shown
in Table 10. Similarly, annotators were un-
aware of the agents’ architectures and the GPT
model’s evaluation. After human scoring, we
converted both the GPT model’s scores and
human scores into good or bad, with scores of
4 or above considered good. We then com-
pared the converted GPT scores with con-
verted human scores to calculate Spearman

correlation, Pearson correlation, accuracy, and
F1 score, with results shown in Figure 6(c).

* Evaluation on Murderer Identification
(Overall Accuracy): 100 instances of agents’
voting records in murderer identification stage
are randomly selected. Based on these records,
the names of all player characters in the game,
and the actual murderer’s character name, two
human annotators manually identified whether
the voting records pointed to the actual mur-
derer, marking it as correct if so, and incorrect
otherwise. The annotators were unaware of
the agents’ architectures and the results of our
text matching algorithm that compared the
voting records with the game’s actual mur-
derer’s character name. After human scoring,
we compared the text matching algorithm’s
scores with human scores, calculating Spear-
man correlation, Pearson correlation, accu-
racy, and F1 score, with results shown in Fig-
ure 6(d).

As seen in Figures 6(a-d), all our automatic evalua-
tions demonstrated strong correlation with human
evaluations, further validating the effectiveness of
our automatic evaluation methods and the reliabil-
ity of our experimental results.

F Al-Assisted Writing and Coding

In this work, we extensively utilized GPT-4 to as-
sist in refining the language of the paper. This in-
cluded tasks such as paraphrasing, spell-checking,
or translating the original content provided by the
authors. Additionally, we employed GPT-4’s cod-
ing capabilities to help write simple utility func-
tions. These functions were designed for operations
such as reading our stored experimental result files,
aggregating information, and generating statistical
tables. When releasing the code, we will clearly
indicate the parts that were aided by Al-assisted
coding.

G Authenticity Threshold and Answer
Scoring in Self-Verification Stage

During the self-verification stage, the authenticity
threshold is determined by three key components:

* The accuracy of retrieved facts,
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LLM Evaluation Accuracy & Correlation with Human Judgment in Factual Question Answering

0.86 0.86

Scores

Spearman Correlation Pearson Correlation Accuracy F1 Score

(a) LLM Evaluation Accuracy & Correlation with Human Judgment in Factual Question Answering.

LLM Evaluation Accuracy & Correlation with Human Judgment in Inferential Question Answering (Overall Accuracy)

0.94
0.9

Scores

Spearman Correlation Pearson Correlation Accuracy F1 Score

(b) LLM Evaluation Accuracy & Correlation with Human Judgment in Inferential Question Answering (Overall Accuracy).
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LLM Evaluation Accuracy & Correlation with Human Judgment in Inferential Question Answering (Informed Accuracy)

0.87

0.84

Scores

Spearman Correlation Pearson Correlation Accuracy F1 Score

(c) LLM Evaluation Accuracy & Correlation with Human Judgment in Inferential Question Answering (Informed Accuracy).

Text Matching Evaluation Accuracy & Correlation with Human Judgment in Murderer Identification

1.0 1.0 1.0 1.0

1.0

0.8 1

0.6 +

Scores

0.4 1

0.2 1

0.0 -
Spearman Correlation Pearson Correlation Accuracy F1 Score

(d) Text Matching Evaluation Accuracy & Correlation with Human Judgment in Murderer Identification.

Figure 6: Correlation between human evaluations and automatic evaluations used in this work.
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* The quantity of corrected facts,

* The length of the agent’s response.

An agent’s answer is only output if it surpasses
these thresholds, provided the maximum number of
attempts has not been exceeded. In our experiment,
we employed two sets of parameters to define these
thresholds:

* For questions originating from the host:

— Accuracy threshold: 0.7,
— Minimum number of corrected facts: 4,
— Minimum response length: 350 words.

* For questions from other players:

— Accuracy threshold: 0.6,
— Minimum number of corrected facts: 1,
— Minimum response length: 30 words.

Regarding the scoring of answers, we utilize the
following formula:

Score = Accuracy
+ (Number of Corrected Facts
+ Time-Matched Corrections

)

. Length of Response
200

In this formula:

* "Accuracy" reflects the accuracy of retrieved
facts.

e "Number of Corrected Facts" indicates the
total corrected facts.

* "Length of Response" is the word count of the
agent’s response.

* "Time-Matched Corrections" refers to the
count of corrected facts that include specific
time references, identified through regular ex-
pression matching.

H Prompts

In this section, we introduce the various LLM
prompts used in this work. We have categorized
these prompts by their different functions and com-
piled them into Tables 20 through 28, totaling 9
tables. For each prompt, we also provide examples

of LLM input and output to aid readers in under-
standing the specific operation of the prompt. For
the convenience of our readers, we have translated
the original Chinese prompt table content into En-
glish, with the English prompts tables located from
Table 11 to Table 19.
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LLM Prompt for Answering Questions

"{agent_summary}"

+ "\n{game_rule}"

+ "\n{background_story}"

+ "\nDialogue currently happening in the game: {current_dialogue}"

+ "\nContent related to the ongoing dialogue in the game from previous conversations by {agent_name}:
{relevant_memories}”

+ "\nRelationship with the person you're talking to: {relationship_with_interlocutor}”

+ "\nWhat will {agent_name} say? Please answer the question using the following format: #Answer#: what
you want to say to answer the question.”

+ "{agent_name} responds to {inquirer}'s question saying #Answer#:\n"

Example
agent_name: Boatman Wang
inquirer: Host

relationship_with_interlocutor: The relationship with the speaker is: the speaker is the host, who is responsible for
guiding the players to complete the game.

current_dialogue: The host said to Boatman Wang: "Please start by introducing your character, and then talk about the
victim of the case you know - Boss Yang. What kind of person was Boss Yang, and what was your relationship with him? Finally,
provide a detailed timeline of what you were doing on the day of the incident. It needs to be specific about who you saw and
what you did at what time on the day of the incident.

relevant_memories: The host said to Dr. Ling: "Please start by introducing your character, and then talk about the victim
of the case you know - Boss Yang. What kind of person was Boss Yang, and what was your relationship with him......" Dr. Ling
said to the host: "Hello everyone, I am Dr. Ling. I met Boss Yang on the Sunshine Cruise; he was the owner of a well-known bar
here. His bar was known for various illegal activities, including gambling, drugs, and prostitution. I approached him out of greed,
hoping to gain financial security from him. On the cruise, I noticed some anomalies, often seeing Boss Yang in contact with
Mate Zhang , and he hoped I could get closer to Mate Zhang......" Boatman Wang said to Dr. Ling: "Dr. Ling, you mentioned
that Boss Yang had contact with Mate Zhang. Do you know what specific transactions they had?" Dr. Ling replied to Boatman
Wang: "Boatman Wang, I am not clear about the specifics of their transactions because the dealings between Mate Zhang and
Boss Yang were their own business. I was only responsible for observing Mate Zhang’s actions and reporting any anomalies to
Boss Yang......

background_story: The Sunshine Cruise has been softly gliding on the East Sea, bringing tourists to enjoy the sun and sea
breeze for twenty-two years. Over these two decades, the Sunshine Cruise never suffered significant turbulence, almost as if
blessed by the Sea God. However, on June 20, 2222, on the lonely sea, the Sunshine Cruise encountered a bloody calamity, with
passenger Boss Yang mysteriously dying on board in a gruesome manner. What fate lies ahead for the Sunshine Cruise? Can it
overcome this shadow of death and continue its voyages? Suspects identified: 1. Mate Zhang, male, 42, has been working on the
Sunshine Cruise since its inception, an excellent veteran sailor. 2. Boatman Wang, male, 49, responsible for the ship’s engine
work, a capable crew member. 3. Dr. Ling, female, 23, the ship’s doctor, young and promising, elegant in demeanor. 4. Secretary
Wen, female, 26, the deceased Boss Yang’s secretary.

agent_summary:

(Name] : Boatman Wang

[Age] : 49

(Role in the game] : Civilian

[Mission in the game] : Boatman Wang is not the murderer! To win the game, Boatman Wang needs to
cooperate with other civilian players to find the real murderer.

[Character Script] : You've been working on the Sunshine Cruise for over a decade, besides the captain
and Mate Zhang, you're practically the most senior person on board. You have a considerable
income and a filial son, Wang Xiaogong, who also works on the cruise. However, your 'considerable income'
doesn't come from your meager salary, but from collaborating with Mate Zhang in buying drugs
in Southeast Asia, ensuring his safety, and sharing profits with you. Initially, you were reluctant to
get involved, but the offer was too tempting to refuse. By the time you wanted out, it was already too
late. After the incident, someone named Lu Renjia tried reaching out to you, asking if you were willing
to break free from Mate Zhang's control and take over the entire supply chain, even suggesting
that his backers could help you supplant Mate Zhang. However, you repeatedly refused, explaining
you got involved with these activities unintentionally and did not wish to make further mistakes. He
left you a card, telling you to contact him anytime. Two years ago, your son married Dr. Ling, the
ship's doctor; intelligent, charming, and elegant...... On June 19, 2222, Boss Yang boarded the ship,
and you planned to talk with him. At 19:30 that evening, just as you were about to find Boss Yang, your
daughter-in-law, Dr. Ling, suddenly knocked on your door frantically. When you opened the door,
she stood there, tears streaming down her face. You quickly let her in, and she told you......
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game_rule: {Game Rule] : Scripted murder is a role-playing game where players follow a given script and character
settings to deduce and interact, accomplishing their respective missions or identifying the real murderer. Here are the rules for
this murder mystery game: 1. There are four players in the game, namely Mate Zhang, Dr. Ling, Boatman Wang, and Secretary
Wen. Among them, there is only one true murderer. The player whose identity is the murderer is known as the murderer player.
Players who are not the murderer are collectively referred to as civilian players. 2. Civilian players need to collaboratively face a
meticulously planned murder case and use evidence gathering and reasoning to identify the real murderer among the suspects. 3.
Only the murderer player is allowed to lie throughout the game, and to hide their identity, the murderer may choose to blame

LLM Output

#Answer#: Hello everyone, I’m Wang, the ship engineer. I’m responsible for the engine work on the Sunshine
and I am also the most senior person on board. I have known Boss Yang for a long time; he is a graceful,
smart, and capable person. On the ship, he often interacts with Mate Zhang, and I am aware that

they have some unspeakable transactions. Personally, I do not favor their dealings, but the

Mate Zhang offered was too tempting, hence I got involved in their scheme. On the day of the incident,
I went to see Boss Yang at 19:40, hoping to have a chat with him. However, the bodyguard at the door
told me Boss Yang was not in his room, so I didn’t get to see him. Later, I returned to my room and
happened to see my daughter-in-law, Ling, the ship’s doctor, knocking on my door frantically. She told
me Boss Yang wanted to kill her and begged me for help. I comforted her and went to look for Boss Yang,
but found out that he had no intention of killing her. This is my timeline for the day of the incident.

Table 11: LLM prompt and output for answering questions. ( English Translation)
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LLM Prompt for Asking Questions

+ "\n{agent_summary}"

+ "\n{game_rule}"

+ "\n{background_story}"

+ "\nDialogue currently happening in the game: {current_dialogue}”

+ "\nContent related to the dialogue currently happening in the game from previous conversations by
{agent_name}: {relevant_memories}”

+ "\nYour relationship with the person you are speaking to: {relationship_with_interlocutor}"”

+ "\nSeeing {respondent}'s answer, what question would {agent_name} want to ask {respondent}?
Please ask {respondent} a question in the first person. Use the format #Question#: the question to
ask for posing your question.”

+ "\n{agent_name} asks {respondent} #Question#:"

Example

agent_name: Boatman Wang
respondent: Mate Zhang

relationship_with_interlocutor: The relationship between the speakers, according to the context, is a partnership.
Boatman Wang buys drugs in Southeast Asia and protects Mate Zhang’s safety. In return, he gets a share of the profits from Mate
Zhang.

current_dialogue: Mate Zhang said to the host: "I am Mate Zhang, I have been working on this ship, the Sunshine, since
its inception and am an experienced sailor. Regarding Boss Yang, he is a very capable businessman and one of the important
investors on the ship. Our relationship has always been relatively good, although we are not very close friends. I am responsible
for the inspection and delivery of goods on the ship, so I have some contact with him. On the day of the incident, I saw Boss
Yang on the deck at 8 am, confirmed the transaction with him, and completed a delivery of goods. After that, I continued to be
responsible for patrolling and security checks on the ship until I finished work at 8 pm."

relevant_memories:: The host said to Mate Zhang: "Please introduce your role first, then talk about the victim you knew

in the case: what kind of person was Boss Yang, and what was your relationship with him? Finally, describe in detail the timeline
of what you did on the day of the incident. Be specific about who you saw and what you did at what time." Mate Zhang replied
to the host: "I am Mate Zhang, I have been working on this ship, the Sunshine, since its inception and am an experienced sailor.
Regarding Boss Yang, he is a very capable businessman and one of the important investors on the ship. Our relationship has
always been relatively good, although we are not very close friends. I am responsible for the inspection and delivery of goods
on the ship, so I have some contact with him. On the day of the incident, I saw Boss Yang on the deck at 8 am, confirmed the
transaction with him, and completed a delivery of goods. After that, I continued to be responsible for patrolling and security
checks on the ship until I finished work at 8§ pm."

background_story: The Sunshine cruise ship has been in operation for twenty-two years. It usually meanders over the

East Sea, offering its passengers the enjoyment of the sun and sea breeze. For these twenty-two years, the Sunshine has never
faced any significant storms, seemingly under the protection of the sea gods themselves. However, on June 20, 2222, on the
lonely open sea, the Sunshine encountered a bloody incident. Passenger Boss Yang died mysteriously aboard, his death was
twisted and tragic. What the future holds for the Sunshine, whether it can break through the shadow of this death and continue its
voyages, remains to be seen. Suspects locked: 1. Mate Zhang, male, 42 years old, has been working on the Sunshine since its
inception, an outstanding experienced sailor. 2. Boatman Wang, male, 49 years old, responsible for the engine work on the ship,
a capable sailor. 3. Dr. Ling, the female doctor, female, 23 years old, the ship’s doctor, young and promising, confident and
graceful. 4. Wen, the secretary, female, 26 years old, the secretary to the deceased Boss Yang.
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agent_summary:

(Name] : Boatman Wang

[Age] : 49

[Role in the Game] : Civilian

[Mission in the Game] : Boatman Wang is not the murder of this case! To win the game, Boatman Wang needs
to cooperate with other civilian players to find the real culprit.

[Character Script] : You have been working on the Sunshine for over a decade, next to the unimportant
captain and Mate Zhang, you are practically the oldest on the ship. You have a considerable income and a
filial son, Wang Xiaogong, who works on the ship. However, your so-called considerable income doesn't
come from your meager salary, but from Mate Zhang, who brought you to buy drugs in Southeast Asia, had you
protect his safety, and shared some of the profits with you. Initially, you were very reluctant to get
involved, but Mate Zhang's offer was too tempting to refuse, so you boarded the "thief ship."” Later, it
was too late for regrets. After the incident, someone called a passerby tried to approach you, asking if
you wanted to break free from Mate Zhang's control, take over the entire supply chain yourself, and even
help you get rid of Mate Zhang so that you could become the chief mate. However, you shook your head time
and again, saying that you got on the "thief ship” by mistake and didn’t want to err further. He left you
a card, saying to contact him anytime. Two years ago, your son married a wife, Dr. Ling, who
is smart and beautiful, confident, and graceful... On June 19, 2222, Boss Yang boarded the ship, and you
planned to find an opportunity to talk to him. At 19:30 that evening, just as you were about to look for
Boss Yang, your daughter-in-law, Dr. Ling, suddenly knocked on your door violently. You opened the door
to find her standing there with tearful eyes. You quickly let her in, and she told you...

game_rule: [Game Rule] : Scripted murder is a role-playing game where players follow a given script and character settings

to deduce and interact, accomplishing their respective missions or identifying the real murderer. Here are the rules for this murder
mystery game: 1. There are four players in the game, namely Mate Zhang, Dr. Ling, Boatman Wang, and Secretary Wen. Among
them, there is only one true murderer. The player whose identity is the murderer is known as the murderer player. Players who
are not the murderer are collectively referred to as civilian players. 2. Civilian players need to collaboratively face a meticulously
planned murder case and use evidence gathering and reasoning to identify the real murderer among the suspects. 3. Only the
murderer player is allowed to lie throughout the game, and to hide their identity, the murderer may choose to blame others......

LLM Output

#Question#: Mate Zhang, I didn't see you after I finished work at 8 p.m. on the day of the incident.
Did you have any further contact with Boss Yang after that? Do you know the cause of Boss Yang's death
and his twisted, tragic corpse?

Table 12: LLM prompt and output for asking questions. ( English Translation)
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LLM Prompt for Selecting Other Player to Ask

The output should be a markdown code snippet formatted in the following schema, including the leading
and trailing "~~~ json” and "~ ":\n\n~ "~ json\n{\n\t"The name of the person you want to ask”: string //
Choose the person you most want to ask from among {other_players_count} people\n}\n~~"'

Example
other_players:Mate Zhang, Boatman Wang, Dr. Ling
other_players_count: 3

LLM Output

{'The name of the person you want to ask': 'Dr. Ling'}

LLM Prompt for Asking a Question

According to the game rules: {game_rule}, your character information: {agent_summary}, and the information
you have witnessed in the game related to {player_to_ask}: {relevant_memories}. Please state the question
you want to ask {player_to_ask}. The output should be a markdown code snippet formatted in the following
schema, including the leading and trailing "json” and "": \n\n~ "~ json\n{\n\t"The question you want to ask

n,

: string // You want to ask {player_to_ask} the question \n}\n>~"\n

Example
player_to_ask: Dr. Ling
relevant_memories:

Dr. Ling said to Boatman Wang: "Boatman Wang, based on your description of Boss

Yang, he frequently has business dealings with Mate Zhang on the ship. Do you know the specific
content of their business? Are they often engaged in some secret transactions?”

Boatman Wang replied to Dr. Ling: "Dr. Ling, regarding the specific

business content between Boss Yang and Mate Zhang, I cannot be sure because I do not directly
participate in their dealings. But I know there are some secret transactions between them, which I once
heard mentioned by Mate Zhang. However, I am not clear on the specifics. I will try to

investigate and see if I can find more information."”

Secretary Wen said to Dr. Ling: "Dr. Ling, before you report the

information about Mate Zhang to me, did you find any close connection or transaction between

him and Boatman Wangr? Does Boatman Wang have any knowledge of Mate Zhang's actions?”

Dr. Ling replied to Secretary Wen: "Before I reported the information on Mate Zhang

Captain to you, I hadn't found any close connection or transaction between him and Boatman Wang...."

agent_summary:

[Name] : Secretary Wen

(Age] : 26

(Role in the Game] : Civilian

(Mission in the game] : Secretary Wen is not the murderer in this case! To achieve victory in the
game, Secretary Wen needs to cooperate with other civilian players to find the real murderer.

(Character Script] You are Secretary Wen, working for Boss Yang, a bar owner in City A. Boss Yang has
significant power, and as his most capable strategist, you naturally hold a high position. Apart from you,
he has another capable assistant, known as very naive, a man of utmost loyalty but not very skilled, so most
tasks are completed as per Boss Yang’s instructions, unlike you, who are Boss Yang's brain. Boss Yang's bar
is not clean, involved in gambling, and drugs, but the drug business is not going very smoothly due to the
lack of stable and low-cost supplies. However, an opportunity arose when Boss Yang met Mate Zhang on board
the Sunshine, who has unique methods and can supply an ample amount of drugs to Boss Yang......
[June 19, 2222] This day is the day Boss Yang went on board the Sunshine, but he did not inform you, knowing
that Boss Yang has started to suspect you. Hence, you brought several subordinates on board...
game_rule: [Game Rule] : Scripted murder is a role-playing game where players follow a given script and character
settings to deduce and interact, accomplishing their respective missions or identifying the real murderer. Here are the rules for
this murder mystery game: 1. There are four players in the game, namely Mate Zhang, Dr. Ling, Boatman Wang, and Secretary
Wen. Among them, there is only one true murderer. The player whose identity is the murderer is known as the murderer player.
Players who are not the murderer are collectively referred to as civilian players. 2. Civilian players need to collaboratively face a
meticulously planned murder case and use evidence gathering and reasoning to identify the real murderer among the suspects. 3.
Only the murderer player is allowed to lie throughout the game, and to hide their identity, the murderer may choose to blame
others......

LLM Output

{'The question you want to ask': 'Dr. Ling, do you think Boss Yang has any suspicions about me?
During the process of providing information, did you mention the content of my dealings with Boss Yang?'}

Table 13: LLM prompts and outputs for selecting other player and asking a question. ( English Translation)
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LLM Prompt for Question Decomposition

Please extract all questions or instructions from this sentence: {question}. \n Separate each question
or instruction with \n.

Example

question: Host to Secretary Wen: "Please introduce your role first, and then talk about the victim of the case you knew: what
kind of person Boss Yang was, and your relationship with him. Lastly, give a detailed account of your timeline on the day the
incident occurred. Be specific about whom you met and what you did at what time on the day of the incident.”

LLM Output

['Please introduce your character first,', 'then talk about the victim of the case you are familiar with:
what kind of person was Boss Yang, and what was your relationship with him?', 'Lastly, provide a detailed
timeline of your activities on the day of the incident, including who you met and what you did, specifying
the exact time.']

LLM Prompt for Extracting Timeline Information

You are participating in a murder mystery game, where there are a total of {num_of_players} players. They
are: {players}. Players need to communicate with each other to find out who killed {victim}; below is
the original timeline of the day of the incident for the player: {agent_name} in the game: {agent_timeline};
please list the information of {agent_name}'s character's timeline on the day of the incident in the order
of the original timeline, each piece of timeline information must be a brief yet complete sentence,
formatted as what time, what you did (the more detailed, the better).Separate each piece of timeline
information with “\n”

Example

num_of_players: 4

players: Mate Zhang, Boatman Wang, Dr. Ling, Secretary Wen
victim: Boss Yang

agent_name: Secretary Wen

agent_timeline: [June 19, 2222] This day was supposed to be the day Boss Yang boarded the Sunshine, but he didn’t

inform you. You knew that Boss Yang had started to suspect you. Thus, you took a few subordinates and boarded the ship.
Boarding the ship today was actually for self-protection, because Boss Yang came to the ship for a drug trade. Should a murder
occur on the ship and a thorough investigation follows, it would surely implicate the major drug dealing case. Boss Yang
wouldn’t be foolish to that extent. But you didn’t care, as this trade had nothing to do with you, and being on this ship was the
last chance to eliminate Boss Yang. Once Boss Yang disembarked, it would be like a fish entering the sea...

LLM Output

['At 18:10, you found Dr. Ling's boat and asked him if he had any information on Mate Zhang, and
Dr. Ling gave it to you. At 18:30, you came back to the medical room, opened the medicine cabinet, and
took a bottle of "Deadly Injection” medicine and a syringe.', ...... 1

LLM Prompt for Judging if Timeline Information are Useful for Answering Questions

You are an expert in reading comprehension, especially skilled at true/false questions. Given timeline
information and a question, you need to determine whether the timeline information can be used to
answer the question. The return must be either True or False. Below is the given question:
{sub_question}, please make a judgment on the timeline information. The output should be a markdown
code snippet formatted in the following schema, including the leading and trailing "~~~ json” and
"2 AAn\nT T T json\n{\n\t "The judgment result on whether the @th timeline information can be used to
answer the question”: string {timeline_info_0} // Please judge whether the timeline information can
be used to answer the question. If yes, return True; if no, return False. The return must be either
True or False. "The judgment result on whether the 1st timeline information can be used to answer the
question”: string {timeline_info_1} // Please judge whether the timeline information can be used to
answer the question. If yes, return True; if no, return False. The return must be either True or False....

Example
timeline_info_0: At 18:10, you found Dr. Ling and asked him for information about Mate Zhang, which Dr. Ling provided.

timeline_info_1: At 18:30, you returned to the medical room, opened the medicine cabinet, and took a bottle of "Instant
Death" poison and a syringe.

sub_question: Please describe in detail your timeline on the day of the incident. Specify the times you met someone or did
something.

LLM Output

{"The judgment result of whether the information from the @th timeline can be used to answer the question”:
"True", "The judgment result of whether the information from the 1st timeline can be used to answer the
question”: "True",...... }

LLM Prompt for Judging if Previous Answer Contains Useful Timeline Information
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You are an expert in doing reading comprehension questions, especially good at true/false judgment
questions. Given timeline information and the player's previous answers, you need to decide whether
the timeline information was included in the player's previous answers. If included, return True;

if not, return False. The result should only be True or False. You have always been very strict in
your judgments, only considering the timeline information included if all its details (including

the time points and actions taken) are contained in the player's answer. The following is the
player's previous answer: {previous_answer}. \nThe output should be a markdown code snippet

formatted in the following schema, including the leading and trailing " ~~json” and "~~"":

\n\n~ "~ json\n{\n\t"Determination result of whether the reply includes information from the @th timeline
": string // "Determination of whether the @th timeline information is included in the reply”: string
// Please determine if the timeline information: {timeline_info_0} is included in the player's previous
answer. If included, return True; if not, return False. The result can only be True or False.
"Determination of whether the 1st timeline information is included in the reply”:

string // Please determine if the timeline information: {timeline_info_1} is included

in the player's previous answer. If included, return True; if not, return False.

The result can only be True or False. \n...... \n}\n

Example

timeline_info_0: At 18:10, you find the ship’s doctor, Dr. Ling, and ask him if he has any information about Mate Zhang.
Dr. Ling gives it to you.

timeline_info_1: At 18:30, you return to the ship’s medical room, open the medicine cabinet, and take away a bottle of
"Deadly Injection” and a syringe.

previous_answer: Hello, I am Secretary Wen. In the game, I play the role of Boss Yang’s secretary, responsible for
assisting him in handling some affairs. Boss Yang is a powerful bar owner, and I have gained a certain status by helping him.
Regarding the victim of the case, Boss Yang, he was once a gangster who had a drug addiction, and he is also the person I chose
to assist. On the day of the incident, I was always by Boss Yang’s side to prevent Wang, the ship worker, from showing up. On
the timeline of the day of the incident, I remember going to the ship’s medical room at about 6:30 PM, stealing a bottle of poison
and a syringe. Then, I waited until about 10:20 PM, entered Boss Yang’s cabin through the ventilation duct, and witnessed
his death. However, I also noticed that his death was very distorted, as if he had been poisoned before my arrival. This is my
timeline on the day of the incident and my relationship with the victim of the case.

LLM Output
{"Whether the reply contains information from the @th timeline": "False”,"Whether the reply contains
information from the 1st timeline": "True",...... }

LLM Prompt for Extracting Timeline Information

You are playing a murder mystery game, and the game rules are as follows: {game_rule}; below is your
character information: {agent_summary}; someone asked you: the host asked Secretary Wen, "Please
introduce your character first, then talk about the victim of the case you knew: what kind of person
was Boss Yang, and what was your relationship with him. Finally, describe in detail your timeline on
the day of the incident. Be specific about whom you met and what you did at what time on the day of
the incident.” You have previously answered this question, and below is your previous answer:
{previous_answer}; based on the assessment, your previous answer missed the following important
information: {missing_info_03}...... ; according to the given question, your character's script, and
the timeline of the day of the incident, please revise your previous answer and incorporate all the
important information you missed into your answer. Remember, the revised answer should include all
the important information you missed and all the important time points. And the language overall
should be coherent and fluent. Whenever it involves your character: {agent_name}, remember to write
in the first person. \nThe output should be a markdown code snippet formatted in the following
schema, including the leading and trailing "~ ~~json” and "~ ~":\n\n~~~json\n{\n\t"Improved answer":
string // Your answer after supplementing the important information\n}

Example
agent_name: Secretary Wen
agent_summary:

(Name) : Secretary Wen

[Age] : 26

[Role in the game] : Civilian

[Task in the Game] : Secretary Wen is not the murderer in this case! To win the game, Wen needs to
collaborate with other civilian players to find the real murderer.

(Character Script] You are Secretary Wen, working for Boss Yang, the influential bar owner in City A.
As his most capable strategist, you naturally hold a high status within his organization. Besides you,
Boss Yang has another trusted aide called Naive, a man of unwavering loyalty but not as cunning, who
mostly follows Boss Yang's orders, unlike you, who is the brain behind Boss Yang. Boss Yang's bar is
involved in illegal activities including gambling and drugs, but progress in drug dealing has been
slow due to unstable and costly supply. However, an opportunity arose when Boss Yang met Mate
Zhang from the Sunshine ship, who could supply drugs adequately for Boss Yang's needs. Boss Yang, very
satisfied, began cooperating with Mate Zhang. Boss Yang’s desire to engage in the drug trade
stems from his own past addiction during his early gang days, solidifying his footing in the underworld.
You are pleased, as controlling the drug trade mggngpachieving your true objective-usurping Boss Yang...




game_rule: {Game Rule] : Script murder is a role-playing game where players, based on provided scripts and character

settings, reason and interact to complete their objectives or identify the real murderer. The rules of this murder mystery game are
as follows: 1. The game involves four players: Mate Zhang, Dr. Ling, Boatman Wang, and Secretary Wen. Among them, there is
only one real murderer, known as the murderer player. Players who are not the murderer are collectively called civilian players.
2. Civilian players need to work together to face a meticulously planned murder case and must find the real murderer among the
suspects by gathering evidence and reasoning. 3. Throughout the game, only the murderer player can lie to hide their identity
and may choose to frame others...

previous_answer: Hello, I am Secretary Wen. In the game, I play the role of Boss Yang’s secretary, responsible for
assisting him with various tasks. Boss Yang is a powerful bar owner, and I've gained a certain status by helping him. Regarding
the victim of the case, Boss Yang, he is a gangster who used to be addicted to drugs, and he is the person I have chosen to
support. On the day of the incident, I stayed close to Boss Yang to prevent Boatman Wang from approaching. On the timeline of
the day of the incident, I remember going to the ship’s medical room at about 6:30 PM, where I stole a bottle of poison and a
syringe. Then, at around 10:20 PM, I entered Boss Yang’s cabin through the ventilation duct and witnessed his death. However,
his death appeared very distorted, as if he had been poisoned before I arrived. This is my timeline on the day of the incident and
my relationship with the victim.

missing_info_0: At 18:10, you approached Dr. Ling to ask if he had any information on Mate Zhang, and Dr. Ling provided
you with some.

LLM Output

Hello everyone, I am Secretary Wen. In the game, I play the role of Boss Yang's secretary, responsible for
assisting him with some affairs. Boss Yang is a powerful bar owner, and I have gained a certain status by
helping him. As for the victim of the case, Boss Yang, he was once a gangster addicted to drugs, and also
the person I chose to assist. On the day of the incident, I was by Boss Yang's side all day, to prevent
Boatman Wang from finding us. In the timeline of the day of the incident, I remember going to the ship's
infirmary around 6:30 PM, stealing a bottle of poison and a syringe. Then, I waited until about 10:20 PM
entered Boss Yang's cabin through the ventilation duct, and witnessed his death. However, I also found that
his death was very contorted, as if he had been poisoned before my intervention. This is the timeline of my
activities on the day of the incident and my relationship with the victim of the case. In addition, there
are some important time points to add. At 6:10 PM, I found Dr. Ling, the ship's doctor, asked him for any
information on Mate Zhang, and successfully obtained the information. Around 10:40 PM, I climbed

to the ventilation port of Boss Yang's cabin and noticed that Boss Yang was taking a bath in bed. Finally,
at 11:00 PM, I re-entered the ventilation duct, returned to my own room, and handed over the syringe and
poison to my subordinates for disposal, to avoid leaving any traces.

Table 14: LLM prompts and outputs for self-refinement. ( English Translation)
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LLM Prompt for Murderer Identification

"{agent_summary}"

+"\n{game_rule}"

+"\n{background_story}"

+"\nDialogue currently happening in the game: {current_dialogue}"”

+"\nContent related to the dialogue currently happening in the game from previous conversations by
{agent_name}: {relevant_memories}”

+"\nYour relationship with the person you are speaking to: {relationship_with_interlocutor}”
+"\nWhat would {agent_name} say? Please use the following format to answer the question: #Answer#:
what to say.”

+"{agent_name} responds to {inquirer}'s question saying #Answer#:\n"

Example
agent_name: Boatman Wang
inquirer: Host

relationship_with_interlocutor: The relationship with the speaker is: the speaker is the host, who is responsible for
guiding players to complete the game.

current_dialogue: The host says to Boatman Wang, "The discussion section is now over, entering the final voting section.
Who is the murderer that killed Boss Yang in this case? Please vote for the player you believe is the murderer from the following
players: A. Mate Zhang, B. Boatman Wang, C. Dr. Ling, D. Secretary Wen. In the process of choosing, aim for victory: [Even if
the murderer knows they are the murderer, for the sake of winning, they can still vote for a civilian player; whereas civilian
players need to vote for who they think is the murderer]. Please make your choice, you only need to give out the name of the
player you are voting for, no need to explain why."

background_story: Same as Table 10.
agent_summary: Same as Table 10.
game_rule: Same as Table 10.
relevant_memories:

Mate Zhang says to the host: "I am Mate Zhang, the first mate on the Sunshine. Boss Yang was a figure with
some power in the underworld, running a bar and involving himself in some unclean businesses. My
relationship with him was complex; we were business partners and colleagues in drug trafficking. He
trusted me, and I provided him with a lot of support. On the day of the incident, I had a transaction
with Boss Yang..."

Secretary Wen says to the host: "I am Secretary Wen, working for Boss Yang who owns a bar in City A.
My relationship with Boss Yang was very close; he had high trust in me, and I was one of his most
capable assistants. Boss Yang was a figure with some power in the underworld, running a bar and also
involving in some unclean businesses. I chose to work by his side to build connections and improve my
status....”

Dr. Ling says to Boatman Wang: "After Boss Yang's death, did you notice any unusual behaviors or
movements from others?”

Boatman Wang says to Dr. Ling: "After Boss Yang's death, I did not notice any unusual behaviors or
movements from others. I was in my room the whole time, never leaving. I find this case very mysterious
and I have been trying to think of potential clues and motives, hoping to find the truth. My focus has
been on solving this puzzle and seeking justice for Xiao Gong..."

LLM Output

#Answer#: My vote goes to C. Dr. Ling.

Table 15: LLM prompt and output for murderer identification. ( English Translation)

8254




LLM Prompt for Answer Decomposition

You are participating in a murder mystery game, where there are a total of {num_of_players} players. They
are: {players}. The players need to communicate with each other to find out who killed {victim}; below is
the statement made by the player: {agent_name} in the game: {statement}; please list the information
related to {agent_name}'s character's timeline on the day of the incident included in the statement, in
the order of the statement, from a third-person perspective. Ignore information in the statement that is
unrelated to the day of the incident timeline. Each piece of timeline information must be a brief yet
complete sentence, such as someone did something at some place at some time. Do not include pronouns like
you, me, or he in the timeline information; replace these pronouns with the specific names of the people
involved.Separate each piece of timeline information with “\n”.

Example

num_of_players: 4

victim: Boss Yang

agent_name: Secretary Wen

players: Mate Zhang, Boatman Wang, Dr. Ling, Secretary Wen

statement: Hello everyone, [ am Secretary Wen. In the game, I play Boss Yang’s secretary, responsible for assisting him in
handling some affairs. Boss Yang is a powerful bar owner, and I have gained a certain position by helping him. The victim, Boss
Yang, was a black market figure who had once been addicted to drugs and the person I chose to assist. On the day of the incident,
I was by Boss Yang’s side all the time to prevent Boatman Wang from showing up. In the timeline on the day of the incident, I
remember going to the ship doctor’s office around 6:30 PM, stealing a bottle of poison, and a syringe. Then, I waited until about
10:20 PM to enter Boss Yang’s cabin through the ventilation duct and witnessed his death. However, I also found his death to be
very twisted, as if he had been poisoned before I arrived. This is my timeline for the day of the incident and my relationship with
the victim. Additionally, there are some important times to supplement. At 6:10 PM, I found Ling, the ship doctor, asked him for
information about Mate Zhang, and successfully obtained the information. Around 10:40 PM, I climbed to the ventilation vent
of Boss Yang’s cabin and noticed Boss Yang was taking a bath on the bed. Lastly, at 11:00 PM, I reentered the ventilation duct,
returned to my own room, and handed over the syringe and poison to my subordinate to dispose of, to avoid leaving any traces.

Example

num_of_players: 4

victim: Boss Yang

agent_name: Secretary Wen

players: Mate Zhang, Boatman Wang, Dr. Ling, Secretary Wen

statement: Hello everyone, [ am Secretary Wen. In the game, I play Boss Yang’s secretary, responsible for assisting him in
handling some affairs. Boss Yang is a powerful bar owner, and I have gained a certain position by helping him. The victim, Boss
Yang, was a black market figure who had once been addicted to drugs and the person I chose to assist. On the day of the incident,
I was by Boss Yang’s side all the time to prevent Boatman Wang from showing up. In the timeline on the day of the incident, I
remember going to the ship doctor’s office around 6:30 PM, stealing a bottle of poison, and a syringe. Then, I waited until about
10:20 PM to enter Boss Yang’s cabin through the ventilation duct and witnessed his death. However, I also found his death to be
very twisted, as if he had been poisoned before I arrived. This is my timeline for the day of the incident and my relationship with
the victim. Additionally, there are some important times to supplement. At 6:10 PM, I found Ling, the ship doctor, asked him for
information about Mate Zhang, and successfully obtained the information. Around 10:40 PM, I climbed to the ventilation vent
of Boss Yang’s cabin and noticed Boss Yang was taking a bath on the bed. Lastly, at 11:00 PM, I reentered the ventilation duct,
returned to my own room, and handed over the syringe and poison to my subordinate to dispose of, to avoid leaving any traces.

LLM Output

['At 6:30 PM, Secretary Wen stole a bottle of poison and a syringe.', 'Around 10:20 PM, Secretary Wen
entered Boss Yang's cabin through the ventilation duct, witnessed his death, and observed that his death
pose was very distorted, suggesting he had been poisoned before her arrival.', 'At 6:10 PM, Secretary Wen

met with the ship's doctor, Ling, to ask about information regarding Mate Zhang, and successfully
obtained the information.

Around 10:40 PM, Secretary Wen climbed to the ventilation vent of Boss Yang's cabin and noticed that Boss
Yang was taking a bath on the bed.', 'At 11:00 PM, Secretary Wen re-entered the ventilation duct, returned
to her own room, and handed over the syringe and poison to her subordinate to dispose of, to avoid leaving
any traces.']

LLM Prompt for Answer Verification

You are an expert in reading comprehension, especially proficient at true/false questions. Given the
following timeline of a character from a murder mystery game: {agent_timeline}; please carefully read
this character's timeline and make true/false judgments on some of the timeline information. If the
timeline information is consistent with the content of the game character's timeline on the day of the
incident, return "correct”. If the timeline information is inconsistent with the content of the game
character's timeline on the day of the incident, or if it lacks detail about the time points (for
example, it mentions what the game character did but does not provide specific time points), then
return "incorrect”. The result can only be "correct” or "incorrect”.\nThe output should be a markdown
code snippet formatted in the following schema, including the leading

and trailing "~~~json” and "~ ":\n\n" "~ json\n{\n\t"Judgment result of the @th timeline information”:
string // Make a true/false judgment on the following timeline information: {timeline_info_0}. If
the timeline information is consistent with theggﬁ?§ent of the game character's timeline on the day




of the incident, return "correct”. If the timeline information is inconsistent with the content of
the game character's timeline on the day of the incident, or if it is incomplete or lacks detail
about the time points (for example, it mentions what the game character did but does not provide
specific time points), then return "incorrect”. The result can only be "correct” or "incorrect”.
"Judgment result of the 1st timeline information”: string // Make a true/false judgment on the
following timeline information: {timeline_info_1}. If the timeline information is consistent with
the content of the game character's timeline on the day of the incident, return "correct”. If the
timeline information is inconsistent with the content of the game character's timeline on the day
of the incident, or if it is incomplete or lacks detail about the time points (for example, it
mentions what the game character did but does not provide specific time points), then return
"incorrect”. The result can only be "correct” or "incorrect”.\n...... 3

Example

timeline_info_0: At 18:10, you find the ship’s doctor and ask him if he has any information on Mate Zhang, and the doctor
gives it to you.

timeline_info_1: At 18:30, you come back to the medical room, open the medicine cabinet, and take away a bottle of "Dead
with One Injection" medicine and a syringe.

agent_timeline: [June 19, 2222] This day was supposed to be when Boss Yang boarded the Sunshine, but he didn’t notify

you. You knew that Boss Yang had started to doubt you, so you brought a few men and boarded the ship. You boarded the ship
today, actually, to protect yourself, because Boss Yang was here for a drug deal. If a murder happened on the ship, a thorough
investigation would inevitably involve this major drug trafficking case. Boss Yang wasn’t foolish to that extent. But you didn’t
care, as this transaction had nothing to do with you, and being on this ship was the last chance to finish off Boss Yang. Once he
disembarked, it would be like a fish entering the sea...

LLM Output

{'Judgment result of the @th timeline information': 'Correct', 'Judgment result of the 1st timeline
information': 'Correct', ...}

Table 16: LLM prompts and outputs for self-verification (English Translation)
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LLM Prompt for Factual Question Generation (Player Story)

You are a quiz expert, and you will read a segment of a murder mystery character's script, then design
questions and answers based on the script. You will read {character_name}'s role script and design 20
challenging questions based on the script. For each question, you need to provide an answer and the
corresponding original text from the script as the basis for your question. In the questions and
answers, please use the character's name: {character_name}, and try not to use pronouns like you,

me, or him. Please use JSON format to store the questions, answers, and the corresponding original
text from the script. Below is the character script: {character_story}. Start by creating 20
questions and providing answers and the corresponding original text from the script (directly using
JSON format, store each question, answer , and corresponding original text in a dictionary, then

add them all to a list. Since there are 20 questions, this list will ultimately contain 20 dictionaries).

Example
character_name: Secretary Wen

character_story: You are Secretary Wen, working for Boss Yang, a bar owner in City A. Boss Yang holds significant
influence, and as his most capable strategist, you naturally hold a high position. Besides you, Boss Yang has another right-hand
assistant, known as Very Naive, a man of unmatched loyalty but lacking cunning, therefore mostly following Boss Yang’s orders.
Unlike him, you are Boss Yang’s brain. Boss Yang’s bar is involved in all sorts of illicit activities. . .

LLM Output
[
{
"question”: "Why did Secretary Wen choose to assist Boss Yang?”,
"answer": "Because she wanted to leverage Boss Yang's influence to build her own network”,
"source”: "You chose Boss Yang to leverage his influence to build your own network.”,
}7
{
"question”: "What key role did Boatman Wang play in Secretary Wen's plan?”,
"answer"”: "As a pawn to incite Boatman Wang , the boat worker, to develop an aversion to Mate Zhang.",
"source”": "This Boatman Wang, is essentially the key step for you to succeed.”
}?
]

LLM Prompt for Factual Question Generation (Player Timeline)

You are a quiz expert, and you will read a segment of a murder mystery character's script, then design
questions and answers based on the script. You will read the timeline of {character_name}'s role script
for the day of the incident and design 20 challenging questions based on the script. For each question,
you need to provide an answer and the corresponding original text from the script as the basis for your
question. In the questions and answers, please use the character's name: {character_name}, and try not
to use pronouns like you, me, or him. Please use JSON format to store the questions you propose, the
answers, and the corresponding original text from the script. Below is the character script:
{character_timeline}. Start by creating 20 questions and providing answers and the corresponding original
text from the script (directly using JSON format, store each question, answer, and corresponding original
text in a dictionary, then add them all to a list. Since there are 20 questions, this list will ultimately
contain 20 dictionaries).

Example
character_name: Secretary Wen

character_timeline: [June 19,2222] On this day, it was the day for Boss Yang to board the Sunshine, but he didn’t
notify you. You know that Boss Yang has begun to doubt you. Therefore, you took some subordinates and boarded the ship. You
boarded the ship today, actually, for self-protection, because Boss Yang was here to trade drugs. Once a murder occurred ...

LLM Output
L
{
"question”: "Where did Secretary Wen meet Dr. Ling on the ship?”,
"answer": "In the ship's medical room.",

"source”": "You thought of Dr. Ling on the ship; she might have what you're looking for. You first
went to the ship's medical room.",

}Y
{
"question”: "When did Secretary Wen leave Boss Yang's room?”,
"answer": "23:00. ",
"source”: "At 23:00, you re-enter the ventilation duct, crawling in the direction of your own room.",
i

Table 17: LLM prompts and outputs for factual question generation. (English Translation)




LLM Prompt for Factual Question Answering

"You are a very smart person, skilled at answering questions. You are observing a murder mystery game,
below is the game's story background: {background_story}; below is a character's role script and timeline
for the day of the incident: {character_story}

{character_timeline}; below is information you observed during the game that may help answer questions:
{relevant_memories}; using all the above information, answer all of the following questions: {
Question @: “{question_0}”

Question 1: “{question_1}"......

}.\nThe output should be a markdown

code snippet formatted in the following schema, including the leading and trailing json"” and "~ ":\n
\n~ "~ json\n{\n\t"Answer to question @": string // Answer question @ based on your character's script and
the information you collected in the game \n\t"Answer to question 1": string // Answer question 1 based
on your character's script and the information you collected in the game\n...... I\n

ne s~

Example
question_0: How did Mate Zhang help Boss Yang enter the drug trade?

question_1: At 18:30, you return to the ship’s infirmary, open the medicine cabinet, and take a bottle of "Instant Death"
poison and a syringe.

background_story: [Script Background] Since its inception 22 years ago, the Sunshine Cruise Ship has been gently
wandering the East Sea, bringing tourists to enjoy the sunshine and sea breeze. Over these twenty-two years, the Sunshine
has never encountered significant storms, as if favored by the sea gods. However, on June 20, 2222, alone on the vast sea, the
Sunshine experienced a bloody incident. Passenger Boss Yang died on board under mysterious and horrific circumstances. What
will become of the Sunshine after this deathly shadow, and can it continue its voyage? Suspects identified: 1. Mate Zhang, male,
42, has worked on the Sunshine since its inception, an excellent and seasoned sailor. 2. Boatman Wang, male, 49, responsible for
the ship’s machinery, a capable crew member. 3. Dr. Ling, female, 23, the ship’s doctor, young and promising. 4. Secretary Wen,
female, 26, the deceased Boss Yang’s secretary.

character_story: You are Secretary Wen, working for Boss Yang, a bar owner in City A. Boss Yang is a powerful figure,
and as his most capable strategist, you naturally hold a high position. Aside from you, Boss Yang has another trusted aide called
Very Naive, a man of unmatched loyalty but lacking in tactics, hence mostly just follows orders unlike you, who is Boss Yang’s
brain. Boss Yang’s bar is involved in illicit activities, including gambling and drugs, but progress in the drug business has been
slow due to the lack of a stable and cheap supply. An opportunity arose when Boss Yang met Mate Zhang of the Sunshine, who
could supply ample drugs to Boss Yang. Very satisfied, Boss Yang immediately started collaborating with Mate Zhang. Boss
Yang’s interest in the drug business stemmed from his early years in the underworld, where he got addicted to drugs himself.
This foundation solidified Boss Yang’s underworld business. You are pleased, as controlling the drug trade would help you
achieve your real goal—taking over. You are not willingly serving Boss Yang...

character_timeline: [June 19, 2222] This is the day Boss Yang boarded the Sunshine without notifying you, indicating
he was starting to doubt you. Thus, you boarded the ship with some subordinates for self-protection since Boss Yang was there
for a drug trade. A crime on the ship would inevitably lead to the drug trafficking case being exposed, an outcome Boss Yang
wasn’t naive enough to overlook. However, you were indifferent; this trade had nothing to do with you, and being on the ship
presented the final chance to eliminate Boss Yang before he could blend into the crowd off the ship...

relevant_memories: Mate Zhang told the host: "I’'m Mate Zhang, the first mate on the Sunshine. Boss Yang is a figure

in the underworld, running a bar and involved in some unclean business. Our relationship is complicated; we are partners
and colleagues in drug trafficking. He trusts me, and I’ve provided him with a lot of help. On the day of the incident, I had
a transaction with Boss Yang. Around 18:00, we conducted a drug trade. I was responsible for inspecting the goods, and he
came to pick them up. The transaction was smooth, ...... Clue a: Mate Zhang 1: Mate Zhang wields significant power on the
ship, inspecting all cargo and luggage before boarding. Once, a new crew member tried to inspect a cargo box and was severely
rebuked by Mate Zhang......

LLM Output

{'Answer to question @': 'Mate Zhang helped Boss Yang enter the drug trade because he had the capability
to supply an ample amount of drugs to Boss Yang, and also because Mate Zhang himself had developed a drug
addiction in his early years, so he had some understanding and experience with drug trafficking.', 'Answer
to question 1': 'Mate Zhang hid the existence of Boatman Wang from Boss Yang because he realized that
Boatman Wang could pose a threat to him, potentially replacing him as Boss Yang's right-hand man. Therefore,
he chose to conceal this information in order to protect his own position.'...... 3

LLM Prompt for Automatic Evaluation on Factual Question Answering

You are an experienced scorer, responsible for judging whether game players have correctly answered
questions. To assist you in your task, you will be given questions designed from the character scripts
and the reference answers to those questions. Please rate the players' answers to these questions
based on their similarity to the reference answers. Remember, your output can only be Correct or
Incorrect. Below is the question designed from the character script: {question}; below is the
reference answer to the question: {answer}; below is the player's answer to the character script
question: {reply}; please begin rating the player's answer to the character script question.\n

The output should be a markdown code snippet formatted in the following schema, including the leading
and trailing "~ ~~json” and "~ ~":\n\n" "~ json\n{\n\t"Rating for question @": string // Rate the
player's answer to question @ based on the reference answer. The rating result can only be Correct

or Incorrect, if the player's answer is very close to the reference answer then it is correct,
otherwise, it is incorrect.\n} 8258




Example
question: How did Mate Zhang assist Boss Yang in entering the drug trade?

answer: He got in touch with a group of criminals involved in drug trafficking, conspired with them and Boss Yang to start
engaging in illegal drug trade.
reply: Mate Zhang helped Boss Yang enter the drug trade because he had the capability to supply an ample amount of

drugs to Boss Yang, and also because Mate Zhang himself had developed a drug addiction in his early years, so he had some
understanding and experience with drug trafficking.

LLM Output

{"The score for the @th question: Incorrect"}

Table 18: LLM prompts and outputs for factual question answering and automatic evaluation. (English Translation)
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LLM Prompt for Inferential Question Answering

You are a very intelligent person, adept at using your reasoning skills to answer questions. You are
observing a murder mystery game, below is the game's story background: {background_story}; below is
the role script and timeline for the day of the incident for one of the characters in the game:
{character_story}

{character_timeline}; below is information you observed during the game that may help answer
questions: {relevant_memories}; using all the above information, along with your reasoning abilities,
answer all of the following questions: {

Question @: “{question_0}”

}.\nThe output should be a markdown code snippet formatted in the following schema,

including the leading and trailing "~ ~~json” and "~ ~~":\n\n~ "~ json\n{\n\t"Answer to question 0":
string // Use all the information obtained in the game and your reasoning skills to answer question
O\n}\n~ "'

Example

question_0: (Multiple Choice) On the way to kill Boss Yang, the most likely source of the thumping sound Dr. Ling heard
was? A. Secretary Wen B. Boss Yang C. Boatman Wang D. Mate Zhang E. Others

background_story: [Script Background] The Sunshine cruise ship has been navigating for twenty-two years since its
inception. Usually, it roams the East Sea leisurely, bringing tourists to enjoy the sunshine and sea breeze. In these twenty-two
years, the Sunshine has never encountered great storms, as if blessed by the sea god himself. However, on June 20, 2222, in the
lonely sea, the Sunshine experienced a bloody incident; Boss Yang died mysteriously on board, his death twisted and tragic.
What destiny awaits the Sunshine after this? Can it overcome the shadow of death and continue its voyage? Suspects include: 1.
Mate Zhang, male, 42, has been working on the Sunshine since its inception, an experienced sailor. 2. Boatman Wang, male, 49,
responsible for the ship’s engine work, a skilled crew member. 3. Dr. Ling, female, 23, the ship’s doctor, young and promising.
4. Secretary Wen, female, 26, secretary to the deceased Boss Yang.

character_story: You are Secretary Wen, working for Boss Yang, a bar owner in City A. Boss Yang has a substantial
influence, and as his most tactically savvy advisor, you naturally hold a high position. Besides you, Boss Yang has another
capable assistant named Very Naive, a man of unparalleled loyalty, but lacking in skill, thus mostly following Boss Yang’s orders
unlike you, who serves as Boss Yang’s brain. Boss Yang’s bar is involved in illegal activities, but has not been much successful in
the drug trade due to lack of a steady, cheap supply. However, Boss Yang met Mate Zhang from the Sunshine, who could supply
ample drugs with unique methods. Very satisfied, Boss Yang immediately started collaborating with Mate Zhang. Why did Boss
Yang want to venture into the drug business? Because he got addicted to drugs in his early years in the underworld. Thus, Boss
Yang’s underworld business had a foundation. You are pleased as mastering the drug trade would allow you to achieve your true
goal—taking over. You are not willingly helping Boss Yang...

character_timeline: [June 19, 2222] This was the day Boss Yang boarded the Sunshine, without notifying you, now
aware of his suspicions towards you. Thus, you boarded the ship with several subordinates for self-preservation, knowing Boss
Yang was there for a drug deal. If a murder occurred during the deal, thorough investigation would inevitably expose the drug
operation. Boss Yang wouldn’t be that foolish. However, you were indifferent since the deal had nothing to do with you, and
killing Boss Yang on the ship was your last opportunity to get rid of him—once he disembarked, it would be like a fish returning
to the ocean...

relevant_memories: Dr. Ling told Secretary Wen: "......at 23:00, I thought it was about time, diluted the medicine in
water, drew it into a syringe, then crawled through my room’s ventilation duct, bypassing security. At 23:20, I arrived at Boss
Yang’s cabin, the light was still on, but the ventilation duct’s cover had already fallen to the floor, it seems someone had already
entered......" Secretary Wen told the host: "......at 23:00, I re-entered the ventilation ducts, returned to my room, and handed the
syringe and medicine bottle to my subordinates for disposal......"

LLM Output

{'Answer to question @': 'A. Secretary Wen'}

LLM Prompt for Automatic Evaluation on Inferential Question Answering (Overall Accuracy)

You are an experienced scorer, responsible for judging whether game players have correctly answered
questions. To assist you in your task, you will be given questions designed from the character scripts
and the reference answers to those questions. {eval_instruction} Remember, your output can only be
Correct or Incorrect. Below is the question designed from the character script: {

Question {question_id}: “{question}”

}; below is the reference answer to the question: {

Reference answer for question {question_id}: “{answer}”

}; below is the player's answer to the character script question: {

Player's answer to question {question_id}: “{reply}“

}; please begin rating the player's answer to the character script question.\nThe output should be a
markdown code snippet formatted in the following schema, including the leading

and trailing "~ ~~json” and "~ ":\n\n "~ json\n{\n\t"Rating for question {question_id}": string //
Rate the player's answer to question {question_id} based on the reference answer. The rating result
can only be Correct or Incorrect, if the player's answer is very close to the reference answer then
it is correct, otherwise, it is incorrect.\n}

Example
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question: (Single choice question) On the way to kill Boss Yang, the dock sound that Dr. Ling heard is most likely made by
whom? A. Secretary Wen B. Boss Yang C. Boatman Wang D. Mate Zhang E. Others

answer: A. Secretary Wen
reply: A. Secretary Wen
question_id: AR001

eval_instruction: Please rate the player’s answer to this question based on the reference answer. Since this is a single-choice
question, the player must select the only correct option to be considered as having answered correctly.

LLM Output

{'The rating for question AR@Q1 is': 'Correct'}

LLM Prompt for Inferential Question Answering (Rationale Prediction)

You are a very smart person, adept at answering questions. You are observing a murder mystery game, below
is the game's story background: {background_story}; below is the role script and timeline for the day of
the incident for one of the characters in the game: {character_story}

{character_timeline}; below is information you observed during the game that may help answer questions:
{relevant_memories}; using all the above information, along with your reasoning abilities, answer all of
the following questions: {

Question @: “You previously answered the question: '{question}' with the reasoning that led you to the
answer: '{previous_reply}'. Why do you think the answer is '{previous_reply}'? Please explain your
reasoning process in a few sentences (no more than 5 sentences).”}. \nThe output should be a

markdown code snippet formatted in the following schema, including the leading and trailing "~~~ json”
and "7 ":\n\n" " " json\n{\n\t""Answer to question @": string // Use all the information obtained in the
game and your reasoning skills to answer question @\n}\n~~"'

Example

question: ((Multiple choice question) On the way to kill Boss Yang, who is the most likely source of the "dong dong" sound
heard by Dr. Ling? A. Secretary Wen B. Boss Yang C. Boatman Wang D. Mate Zhang E. Others

previous_reply: A. Secratary Wen

LLM Output

{'Answer to question @': 'Based on the detailed timeline of the day of the incident, Secretary Wen started
climbing towards Boss Yang's cabin through the ventilation duct at 22:20 and arrived at Boss Yang's

cabin vent by 22:40. When Ling, the ship's doctor, arrived at Boss Yang's cabin at 23:20, the vent cover
was already on the ground, indicating that someone had arrived and entered Boss Yang's cabin before her.
Therefore, it can be inferred that Secretary Wen was already in the ventilation duct before Ling arrived,
hence the thudding sounds Ling heard were most likely made by Secretary Wen in the ventilation duct.'}

LLM Prompt for Automatic Evaluation on Inferential Question Answering (Informed Accuracy)

'You are an experienced scorer, especially skilled at grading reasoning questions. You need to score
players' reasoning steps based on a reference answer. To assist you in your task, you will be given a
reasoning question along with its reference answer. Please score the accuracy of the players' reasoning
steps against the reference answer based on the reasoning steps provided by the players. Below is the
question designed from the character script: {

Question {question_id}: “What is the answer to '{question}'? Please explain your reasoning process.”
}; below is the reference answer to the question: {

Reference answer for question {question_id}: “{ground_truth_rationale}”

}; below are the reasoning steps given by the player for this question: {

Player's reasoning steps for question {question_id}: “{player_rationale}*

}; below are the scoring criteria:

1. Very Poor (1 point) - The player's answer is vastly different from the reference answer, the reasoning
steps are completely illogical, and it is impossible to arrive at the answer through these reasoning steps.
2. Poor (2 points) - The player's answer is similar to the reference answer in some aspects only, most
reasoning steps are illogical, with only a few being correct or partially logical.

3. Fair (3 points) - The player's answer is somewhat close to the reference answer, some reasoning steps
are correct, but there are still significant errors or omissions.

4. Good (4 points) - The player's answer is very close to the reference answer, the vast majority of
reasoning steps are correct and logical, with only minor errors or deficiencies.

5. Excellent (5 points) - The player's answer is almost or entirely consistent with the reference answer,
all reasoning steps are correct and logical, demonstrating a high level of reasoning ability and a deep
understanding of the question.;

Please begin scoring the accuracy of the player's reasoning steps for this question based on the scoring
criteria. The score must be an integer between 1-5.\nThe output should be a markdown code snippet formatted
in the following schema, including the leading and trailing "~~~json” and "~ ~~":\n\n"~~json\n{\n\t"
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Accuracy score for reasoning steps of question {question_id}": string // Score the accuracy of the
player's reasoning steps for question {question_id} based on the reference answer and the scoring criteria.
The higher the score, the closer you consider the player's reasoning steps to the reference answer. The
lower the score, the greater you consider the deviation of the player's reasoning steps from the reference
answer.\n}\n~ "'

Example

question: ((Single choice question) On the way to kill Boss Yang, the most likely source of the thumping sound Dr. Ling
hears is? A. Secretary Wen B. Boss Yang C. Boatman Wang D. Mate Zhangg E. Other

answer: A. Secretary Wen
question_id: AR001

ground_truth_rationale: Secretary Wen left Boss Yang’s room through the ventilation shaft at 23:00, and Dr. Ling
prepared to kill Boss Yang through the ventilation shaft also at 23:00. From this, it can be inferred that the thumping sound Dr.
Ling hears on the way to kill Boss Yang is most likely made by Secretary Wen.

player_rationale: Based on the detailed timeline of the day of the incident, Secretary Wen started climbing towards Boss
Yang’s cabin through the ventilation duct at 22:20 and arrived at Boss Yang’s cabin vent by 22:40. When Ling, the ship’s doctor,
arrived at Boss Yang’s cabin at 23:20, the vent cover was already on the ground, indicating that someone had arrived and entered
Boss Yang’s cabin before her. Therefore, it can be inferred that Secretary Wen was already in the ventilation duct before Ling
arrived, hence the thudding sounds Ling heard were most likely made by Secretary Wen in the ventilation duct.

LLM Output

{''Accuracy rating of reasoning steps for question ARQQ1': '4'}

Table 19: LLM prompts and outputs for inferential question answering and automatic evaluation. (English
Translation)
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LLM Prompt for Answering Questions

"{agent_summary}"”

"\n{game_rule}"

"\n{background_story}"

"\nlfx B IEFEFHATHINTE: {current_dialogue}”

"\n{agent_name }{E Z B BN 1E 1 5 i B IEAE AT ROXTIE A R AN ZY: {relevant_memories}”
\nX G AFRAIR R: {relationship_with_interlocutor}”

"\n{agent_name}Z Ui T 4?7 EIEREUEH I TAETC: #E1Es: BEUPNE SREZ MR- .
"{agent_name}EZ {inquirer}A AR #[E]Z#: \n"

+ o+ + + + + 4+

Example

agent_name: TffT

inquirer: F¢A

relationship_with_interlocutor: xiE NS{RAIKFARE: MiEARTERFA, MAT5] SETK TR -

current_dialogue: FFF A AT LU "HIRENB—TIHRIAE, RNEdi— MITAMRNRENZEN: 9E
BORE— N EARERN, DRI R - &5 HHA—BIGFEN B — T IRERL H e A% . ZEEKBIRERK
Z BJLEJLS Wit At 2 AR i+ 2 5

relevant_memories:

Ejﬁ{/;?ﬁg%%? ERENE—TIREBE, REH—FRITARKRERZEN: BERE —NELAERA,
> RAMBEI R R, ...

BMREN ERFAUL: "AKEF, REBRME . WAHEBREERIES X B A ZHR - A AR L
RFANEIEENEIR, HWEFE—NES . REIMER NERAHEE, FERM BT RRGE ERZ 2. ML,
AT R, SHBIIERMGKARIARAR, HAMABRAEBZILIKE. ... .. "

FM IR "B, R ERAERKEIEER AR, FREEMN ) Z R BAE A% 5052

BMEMN EMIU: "EML, BNEBERNZHAEHNERE, FRHRKEIRGERKZ 2N Z EAERE . 'R
&M TN R KRR A ERICIR R EIE. ... ..

background_story: [RIAHE§] HOCSHRMNEEESCEE T -+ 2P EL. FHE, CERE LE%
s, WEBEZZHEMERN . XZFZF 8, RS WRER S RKKKIR, BITFEEEBMH &R —K. 7
TE22224F6 H20H . FEPVAIRIE |, BHDES HEE T —IRIDERIR, SREGZRAEM LEHIET, FORME M E
% . IS Z BRI, BERRBLXICT-HIRATE - ELTMR? B ABUE: 19kKEI, B, 42%, MMHEE
WAESH—BEAEDES ETE, 2—AHEaNEKFE. 2 ML, B, 49%, ZHES EASRHL TR,
%%gfggggﬁo3@%E,ﬁ,85,%W%%L%%E,ﬁﬁﬁ%,%%ﬁﬁo4§%%,ﬁ,%ﬁ,%

agent_summary:

(FEg) : EMHT

(ZEHE] - 49

(e i fes] - PR i
é%é&%ﬁ*%&%]:E%Ixﬁﬁimmil%Tﬁm%ﬁ%ﬂ,£%I%%ﬁﬁ%¥%h%%%—@&ﬁ
B X

(AEANYRIA] . REES ECETETILET, BRTAEZEMKFIKKEZ /b, IREAR FEM EHETSER
N o IR, FIZEIRA LT £/ T, /AT ETAE (ERFTERIAIIMA, H AR IR S R
FoKFRE), MRKKEFIREREIWAT S, WRERIPMRZE, FomRe—8SRE. &y, REFAERT
XAE, (HIKKEITF M S IRTTIAIELE, (R L TN, SR, ElRALT . EEREZE, BIA
g AR, ERE R, HEER D EEERKARIRES, B OEEREMINRE, EEMhEE AR R
SRR KR, AEARE ERE . AIEREERSL, T XA FEREN N BT, AMEEETET - MESR—
FKRA, VIHENECR - BT, RIJLTFET B, S EORME, BIATA, BEATT...... 22226 19H
X—RIGER LM, RESHISRMZM—T . 48619: 30, RIEVERSERBERYE, RJLIBERMEHIZIRIE &
PRI, RAT T, RILMEIREEREERIT O - (REEE IR R, &R, .. ...

game_rule: [JFRURINN] - RIASRE —FA GpiEiow, BRI RIERBLIRIAT JAMA B0E, T
5, PSR BRES BN o DU E— DX RIARGR AN 1. BN S 50X F M, Rk

Bl - BOMREE . EMTMEMS . A NZH, AFE-NUEENXTF . SH2XFRIEEIRINFIR . NN
FHRBREAM N FRIIK - 2. FRERFESERFE RN —ERORUATERE, H 20l R IR
BRI EIERIX T . 3. BAPpdad R AT — AAT LU, o 7 BSRS 6y X 7] LSRR amft ...

LLM Output

#EES. KK, BREML . TEMDES EAFTRYIL LML, BEMERNHEEMA - FAHEFINRIRA
T, R KR - BERARET AN - FEAT L, AW AERAEIEER, FF BBREEAMANZAE — LA AR
5 B OANE, BHABXMINI S, ERKKRITH AN LA BE LR, BT LT Wl . R
HHEZR, BAEM E19: 40 R EHAGER, HEBMMBZR—T - ER[TOMRESFISERAERF - Prid
FFWEER . 2J5, REZIECRHER, MHES] T UBRMEARTOER], W FRGERERD,
SKEKU - BB T WHATERDER, (BREIGEFH R EARMOERE - XERAERK HFIRF AL .

Table 20: LLM prompt and output for answering questions.
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LLM Prompt for Asking Questions

"{agent_summary}"”

"\n{game_rule}"

"\n{background_story}"

"\nlfx B IEFEFHATHINTE: {current_dialogue}”

"\n{agent_name }{E Z B BN 1E 1 5 i B IEAE AT ROXTIE A R AN ZY: {relevant_memories}”

\nXfiE AFRAIR R: {relationship_with_interlocutor}”

"\n& Dl {respondent}f’] B & , {agent_name}% A8 % [A]{respondent}fT 4 [A] @ ? & LA 5 — AFR B9 77 =03k
M{respondent }iFE T#IA] -« FH#EA#: ZRIARIE AORg=ORIER - 7

+ "\n{agent_name}[f]{respondent}&[n] #Emj4. "

+ o+ + + + +

Example
agent_name: T/ T
respondent: 5K AEl

relationship_with_interlocutor: /i A5RI)KRE: RIE L TFHRHR, A LHKREINXREE1E
KEF - EMTAERELIGAZE SRR KBINZ S, ERRR, A TKKEIIRE 55— -

current_dialogue: K AEIN FFe AU "HEKKE], MDESEERST—EEXEM ETIE, 2—&EKF
T RTHER, MR- TEFERINEA, B IXEME EWEEREAZ— BIZARRR—HILRRL,
REBAHAANZERERENN A, BREM EAFEYOREBMZNT, FUEME —EfEm. £R2EH, K&
E8SAEEN L WE TR, FMEIA TR S E W, R T — IRV - 25, RS S BRI %
2R, HFIM ESSERTIE.

relevant_memories:

FERAXEKEUL: "ERENAB—TIREAE, RFH—TRIMARNEENZEN: BERE N ELARERA,

%?@ﬁ%@;%o%Eﬁﬁ~&ﬁﬁ%ﬁ%~?%ﬁ%ﬁﬂ%ﬁ@%o%E%ﬂ%&%ﬁZHﬂﬁﬂﬁ%ﬁﬁz
Ao 2 5

SRKEIT R AU "FEIRKE, MHEASEEZRSE —EHEXEM ETIE, B—2EKFT . RTHER, 2

—MNEEHREAIMEA, HEXEEEMEERRAZ— . BIMNZENRRA—EIKRELT, REBRITFIAZERE

FIR, BREM LAY, USHE —ErEil. £ 4H, ZELsaEFRR LS T

?Wﬁ@ﬁu7§%$ﬁ,#%ﬁT*ﬁﬁ%%iﬁoZE,ﬁ%ﬁﬁ%%i%ﬂﬁﬁﬁé@ﬁ,ﬁﬂ%imﬂﬁﬁ

background_story: [EAHR] FOESHENREER SO %E T+ 2k . FHE, EERE LR
s, TEBEZZHEMERN . X ZF 8, RS W REH S RKKKIR, BIPEEEBMH &SR —M&K. 7
TE22224F6 H20H . fEPVAIRIE |, BEDES 5B T —IRIDEAITR], SREGZRAEM EEHIET:, FORME i E
% . NS Z BRI, SERRBGXICT-HIRAZE - ELTMR? B ABUE: 19KKE, B, 42%, MHEE
WAESH—BEAEES ETE, 2—AHEAHNEKFE. 2 ML, B, 49%, BHES EASRIL TR,
%%ggggggﬁo3@%@,ﬁ,mﬁ,%W%%L%%E,E%ﬁ%,%%ﬁﬁo4%%%,ﬁ,%ﬁ,%

agent_summary:

(fAEg) : EMHT

(ZEH8] - 49

(e imeaE] - PR

E{gﬂémﬁ?ﬂi‘zﬂfﬂﬁ’\ﬂf%] s EMRTARARFINT | R T RBOENRMA], EMLFEEMEMFRIER 1E—EH

HHl.

(AEAPREIA] . FRERDLS LOETIETILET, BRTAESEMRAIRAR 2SN, (REA LM BRI REN
N o AR, FIZENRELT ENT, EAT WM ETAE. BRFrEEAIA, FF AR MRBP AR
oKk, MRIKKEIHRERM WA, IR B2 2, Ho R —SRiE . £y, RIERNERT
XAE, (HIKKEITF M S IRTTIAIELE, (R L TN, SR, EHHRALT . EERXEZE, BIA
e A, ERld iR, HERR D EEERKARIRES, B OEERBDMRNRE, EEMhEE AR R
ZESRRR, RS LKA FTRIREERL, Ui T X P HEHEHEAIVO LT, MEFETET - MBS R—
SRR, UIBERERR - BIME, REVLTET DEE, BT LMEME, BEARA, EEAT. .. 22226 H19H
X—RGEWR M, REEHRI SRR —T - H0E19: 30, RIEMEREIRGERT, ) LIS N H 2R
PREOTT, ARFFTTT, ROAEAREE RS EIRT 10 o IREEZEER, SRR, ... ..

game_rule: [JPUINN] - RIASRE — A GpiEiow, BRI TRIERBLIRIAT JAMA B10E, T
5, PSR BRES S BN o DU E— DX RIARGR AN 1. BN S 50X E M, 5k

Bl BeMEEE . EMTAERS . ANz, AFENRENXTF . GHEXFHIEEHRNXFIR . NEX
FHRIBREEM N FRIIK - 2. FRERFESELFE RN —ER ORURIBERE, H 20l R IR
BN HRH EIERX T - 3. B B UE N F Bk — AR LS, 9 T RS (i X 0T U R .....

LLM Output

#hE[l: SRKAI, BAERK P L8 R TAEZ S sa WEIR, IRENZIEH 508 Mg iR i st e &G
TE AR A SE R At A BB ) 7 1A

Table 21: LLM prompt and output for asking questions.
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LLM Prompt for Selecting Other Player to Ask

The output should be a markdown code snippet formatted in the following schema, including the leading
and trailing ">~ ~json” and ">~ ":\n\n" " json\n{\n\t"{RAER A NFIZF": string // FE{other_players}
{other_players_count} AZ[A], % HAREAERFIAI AN\~

Example
other_players:5KKE|, FMTL, BiiE
other_players_count: 3

LLM Output

{IRABRR I AR 2 BB )

LLM Prompt for Asking a Question
HRIEWRFN]: {game_rule}, REIAMIAEISE: {agent_summary}L M2 Bl R H &5 IFI{player_to_ask}+H
FHE B {relevant_memories}” . iHUdHIRIEE A {player_to_ask}FAII\nThe output should be a markdown

code snippet formatted in the following schema, including the leading and trailing "~~~ json” and "~ "":
An\n~ "~ Json\n{\n\t"{RABFR A AR . string // VRIEE[R]{player_to_ask}IEI\nI\n" " "\n

Example
player_to_ask: %=
relevant_memories:

EOAREE X EAR UL " EM L, RN ERATNA, MM DL HEAITRARIE LSS R - (27 EIE A2 A
B SSNE? TR AREH T LA E RIS

EMIOEMED: "FME, KTHERFKAEIEELSNE, BAGEME, RNBHAEES S5O
Gy BRFEMA]Z FH—LMERNL S, REEVRARET . BEFRT2ABHNEE . RERERE, &
ERORERIIELZHER - " B ‘
FRBREMEE YL "EATEE , IREIC ISR KB IRA B FR 508 A AT £ T2 FA 2 H B R 258
5? EMF L REN AR TSR T g " ‘

EOREE R SER P U "AEF MARICIRGK K RI BB Z BT, B A BRI EM T A EYIRR RS 5 . 2T E
A TR T ARSRARIATE), BONGERE, WNBIHFBE BERMEM Toed X P - 2 E, REREFRET
REFSKAEI AT, FrLr HA AR TREEIR « RIRRHX T A SRR Reder, HLRE. ... ..

agent_summary:

(k] . ZHRH

(F#] : 26

(R rmeae] « PR
é%@ﬁﬁ&*%&%]:%W%K%ﬁ%%milﬁTﬁW%ﬁ%ﬂ,%W%%gﬁﬁm¥aﬁ%éﬁ~@&&
H X4 o

(e NDRIAR] (RRRRT, AATENEIRZRGZR TIE . SEREIRK, RIEN BT T 5571 B0 H R
ZN, BIRIRE TAREEOMA . ERBR T RZ5, BEBSNDENEF, MERKE, B OEMLLHEA,
EAFBNE, FTAKE D HR L ERAII L ERAES, MR, REREIRMN - BrERAEIE R A T4,
EIERANG, DR M T Y LA RARRIAA, % ETE MM AR . id—ils, BEBIAR T
5 LR KRR, WAEEMBNTFE, TLUEN T REENAHER . MEREEHR, LHS5KREIFIHRT A
1€ BEWRNM AXAMEITRESFSHERR? Bt B 2 RFRE SN ER L ETEE. Eit, HEROEE
AREEIT T TRE. FREY, RERBEEETHMX T, R LIESSIREERS B A—BmRZ « RIBAAS
B HBEERESERT. .. ... (2222F6 A19H ) X—REGER LIS H T, BEEEBRIMR, RimE, 5
EWEETIRIEIR T, TR, HEEILTFENLTH. SREEM, EELEAT 85, RHANSERERELELS
B, —BMELETHR, MEEEZELREEEHXMRERR, HERREIIMEE . BIRTHTE,
IR GRRH TR R, HEAEXH LR TFHEGERNRETLS, BER T T, inEEAKE. . ...

game_rule: [JHWN] - RBIASRE —FA Gipisiiow, Do i RIERBLIRIAE SR B10E, sHTIEEAE
o, DSERA HIVES SR RN - DU — DX RIARFRAEN: 1. BN S 50X EM A, 250k
KE FBME - EMTMERS - A NZH, AFEE-NEIEPXTF - BiHgXFHmEEIENXFIR - AN
FHEFEEAM A FRIRK - 2. FREORFES(ERLFE RN —ERORURBERE, HHZE S R IR
BRBEN AP EIERNTF - 3. BAIPRd B A X FEux — NAT DA, 9 1 REiS ( X3 7] LU Bt ...

LLM Output

{IRABSR PRI . B MEEE, IR B HOR BIAE IAGEY EIRIRMIRIRAE RS, RFEREREIBAE
WL ZANE? ')

Table 22: LLM prompts and outputs for selecting other player and asking a question.
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LLM Prompt for Question Decomposition
EIXA)E: {question} BAIFTE AL E T8 SHRIUH R - \n&MAIBEFE & Z B BT -

Example

question: TR AN TZBEY: "ERENB - NERAE, RER—MIIORBRERZEN: HERZE—
BN, URRMMBRRR - &5 HH—BIEFEANE—TRERR HRFAL% .. EEERBREREZZHILA
JLGr Wt NFntloe 2 5

LLM Output

CIEREN A MRRAE:, RER— TRIDARMZE R ZEN: ERR— DN EARFRN, DIRARFIRAI R
g ‘A A BOBEAN A — MMRERZ IR 2 . ZAERSIRERZZ HILE LS Wittt 2 ANFEd A4
"]

LLM Prompt for Extracting Timeline Information

YRIEFEFAT — R AR ﬁ??ﬁi—ﬁﬁ{num_oﬂplayers}ﬁfﬁ%c A1 BE: {players}. TiFxA IiEEiE T A

AT IR ARB AR FE victim}IXTF; DITNEIIZK: {agent_name} 7RI B AR A HI 2R C: {agent_timeline};

TEH SR A H I R Z F U XS H {agent_name X1 AIA B R A H I B HIE B, B R 2A5 Bl AU

%X?ﬁ% (self-contained) HI—BiiE, R FABE], RIETHAE GBIFMEBET) - \nBANEZEE 2
\npfg7t -

Example

num_of_players: 4

players: K K&, EAL, BAE, T
victim: %EHR

agent_name: EFH

agent_timeline: (222296 A19H] X—~REMER EFDESHIHE T, (EHECEERR, RAE, HERCLTT
WIREEIR T, TR, WHEEILDFTRTLETM . SRIELM, HXENT BR, HNBERERE ELHFME], —
B ERAET s, PIREEZ FEOREEEHX MREAR, HERBREIMEE . (ERTHE, RS
MFFHTRR, HAAEIM LR THEGERNEEIS, BERT T, MuREAKE.....

LLM Output

['18:10, IRILEIFAE, FERERKEIRIHER, BMEML TR ', "18:30, REVOREIMES, EHHET
IF, FET R AR . 1, L ]

LLM Prompt for Judging if Timeline Information are Useful for Answering Questions

RE—-TMEALEBIBNETR, THEKMEEHNE . fENEXEELE - HE, KFE
ZH WL B & E R ETA LU T E Z % A& . R e DLAYIE IR ElTrue, A A LAY IE IR FlFalse -
B AR HEER True, FalseF M — 1 - LR 24 € M A& {sub_question}, 8 X i 8] 4 15 B M Hi #I
7 - \nThe output should be a markdown code snippet formatted in the following schema, including the leading
and trailing "“~~json” and " T ":\n\n " json\n{\n\t"ZEe B (8] L& 15 B2 A AT DL T EE [n] 8 A W gk
B string {timeline_info_0} // EHIMIATE&(E R 2B AT LUHREZ A . ] LIAIEIR ETrue, A~
A LLKIEIR B False o IR EIEEHR HEER True, FalseHAT—1 o \n\t" 551 S 812245 B 75 0T LU [0 25 1] & AR 34
55 string {timeline_info_1} // HAIWTRIHZ(ER: 2E 0 LUHREZ R - iR e] LIAERETrue, ANAT
PUIE IR FIFalse - IREISER HEEE True, FalsedHY—" - \n,...... \n}

Example
timeline_info_0: 18:10, KILFIEBME, RMMEBAKABIFER, BWEMELATIR.
timeline_info_1: 18:30, {REVCREIMESR, EZEITH, & T —HML AR —REeE .

sub_question: &5 FH—BOBIEMNA— FIRERKL H R A% . EHEEIURER L Z HIJLEJLS Wit 4 A
o+ 2% -
LLM Output

g'i@ﬁ‘ﬁlﬂ@%ﬁ%%ﬁmUﬁﬂ?@%l‘ﬂ@ﬂ"ﬁﬂ%ﬁ?*%': ‘True', 'EF1NEFEIE(E B2 S W] LU T B A R A
ZEE . 'True', ... ... }

LLM Prompt for Judging if Previous Answer Contains Useful Timeline Information

R TMAEERIEEMNTR, TEERKEGEERBE . 5 ENF%EEEHE TR Z 51 HEZ,

REZAWMZNAEEEREHEEE T IAXMEZEZ S . R EMIERETree, %A WIE
iR [ElFalse- iR [B 45 B HBEE  True, FalseH fY— 1 o AR W A0 KRS — o] 3B 5 7™ 4%, HUH E B 1R] 28 1 B
AEE (BFENEAFMBME) BESETHAXNWEEPRASHENEE - UTEIKZHHE
%, {previous_answer}. \nThe output should be a markdown code snippet formatted in the following schema,
including the leading and trailing "“~~json” and "~ ~":\n\n" "~ json\n{\n\t"[EE & 56 & FHe M AL E
HIHIBI SR string  // BAIBETEZEE: (timeline_info_0} 2 BB SE TR ZBIMEIZEZH - WREE
FIERETrue, BHEEMIEIREIFalse . IREIGER RBER True, FalseFHI—1 o \n\t"EIEEEEEH1ELZ%
ERRHIWER . string 7/ EFIRTESIRIZ(E R (timeline_info 1} R T ESTE TR ZAIMIEIE 2+ - Wf
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AERIERETrue, WHAEHIEIREFalse - RMEILEHREHEERE True, FalseFHI—"e \n...... \n}\n

Example
timeline_info_0: 18:10, {RILFIFBME, MMEEEKRKEIAHER, BAEFLTIR.
timeline_info_1: 18:30, /REVCREIMESR, EEITH, & T M —8HML Z4f—REeE .

previous_answer: KZIF, FEZMH o WA TIHEGEROR T, ARTHEMEHE—-LES . HERE
—MEENBEEER, FETEOERT SR .. W TFRERENZEAGER, fE— 1 SE FSENE
EAY, WERFEERMENNR . ERAAAR, R—EEHERSD, UPEMTHE IR EREZ H R HE
b, FolBRETHEZ, KMEETT65305, ME T —MEBAM—RHE . W5, HEIK 105205 7%
A, SEDEXNEEEAGERKIANE, BT . HR, BLIMMBEAIERIEFEME, WUPERZHMOES
WRTE. XHERAEREL HHBREURMRGEZEANLR -

LLM Output
%EE%E@@%MN@%%E%%%% ': 'False', 'HIEETEEE I ELXEE BB W
v '"True',...... }

LLM Prompt for Extracting Timeline Information

WRIEFE BT — Y R ARG R, @AM AT - {game_rule}; DL ZIRAIMABIEE: {agent_summary); H
NEREER: ERFAN B "ERENE-THROAE, REH - TRITVANREHZE N

MERE—TELEMNAN, URRFTMERR . RGHEH—BIGEFANB—THRERLZH PR ALZ .
ZARIMRERL Z BILS LS W i+ 4 AFIMoGE A+ 4 By, RZ BB A 8, LU 2R 2 8T
|l . {previous_answer}; MIEIEME, RZAIMEZ SR T LN EZEFE A {missing_info_0}...... ;
HRYE A E B, O IR BN R AR S A HORE R 2, 2 2R 2 TR [ R R BT ARG U O
BEREEHMIAHAGPOEER . LBERNENELEEQLCSHERERNEZRFLE, LEREEZMNEE

Moo HHIESBEEBEINRY - LW XERAMAE: (agent_name}WH, EILBHFE - AN OYE H
- \nThe output should be a markdown code snippet formatted in the following schema, including the leading

and trailing "~ ~~json” and " ":\n\n" " jsom\n{\nm\t"EGHEHIEIZE": string // FRINFEBRIREZEEES
HIE 2N}
Example

agent_name: EFH
agent_summary:

(ftg] . ZWH

(4] - 26

(B rrme] « PR
é%@ﬁ%&¢%&%]:%%%K%Ki%m?lﬁT&m%ﬁ%ﬂ,%%%%Eﬁﬁ%%%ﬁ%%%—ﬁ&ﬁ

HIX -

(A ADREIA] REZWS, HATREEZRZER TIE . HERBEIRK, RIERMT T &GI8 H %
ZN, BIRREG TRERHAL . EWRER TR 250, SRR IEIIFE, MERKE, BB HAEA,
B FBOAE, FrLLRE R E WA I K SEMESS, DMRIR, A ERPIRM - ZZATEIE R AT 4,
WIS, AT AR R MTH B RARRIN, ROy AR R . At — kL, BEBOAR TR
T LAERAR], AEEMEINTFEL, ATUMENIE R EMADER - HERIERHR, SRISRAEITR T &
18- BB AX 2 BTTREEE SR RIEY R th B DA R FERE SRR Rt BT 8E . Rk, 2 E8RmEE
ERERIT T TARE . (RREM, REREERTH X 17, R DISCIREER B —BmRZ . /RARAAN
LU HBERMEERD. ... .. (2222fF6 H19H ] iX—REMER LMDESHH T, HEECEERIR, REE, &
EMCETEIMEEIR T, T2, WEILNTF T ETH . SRIFREA, HEEENT R, ROAERGERA L5
Fal, —EMERE TR, PREEZFUREEEHIMREAR, HERBREIMEE . EIRTHTE,
XA TR TERR, H BN LR TR ERRETLS, BT TH, BREAKE. ... ..

ame_rule: [ MN] . BIARE—MAEMEIN, B0 IIRIEHREORAT RMAERE, FHTHEEmn
5, LASEMA BRMES IR EN - DUFR— XD RIARIR AN 1. BSIS 50x a0l 55125k
KEN B . EMIAERS . ANz, REE—MEENXT . BHENTFHEPIEANTFIR . TR
FRBAEAM A FRIK - 2. FRIKFES LRI —ER ORI BERE, I 72l 8RR e
B AP EEMXT - 3. B RS DX TR — AR LA, 7T RS 0 X 7] LR R A.....
previous_answer: KK, BREWP . WAFLTHEDEROT, ATTHIMAE—LES . HERE
—MNEHEANRBEEER, FOETHIMEE T —ERME . N TRENZENGER, R GEY F RN E
EAY), WRERBEFEMANNSR . ERABYR, H—EAEGERSDN, DPTEMTE TR £REZ H N E
e, FOOBHETHRESZ, KR TT65305, M€ T —MEAM—REE - N5, REIK 1052054
A, JEEREEEAGERANAE, BT AR . BE, ROLHMKIERIER S, UPERZAMES
BT ZMERERL AR AL UARFIRAEZENPRR -

missing_info_0: 18:10, IRICFFARE, [FMBERHKKBIER, BABESS TR

LLM Output

KEIWF, BRDUS . RENHTHEOEROWS, AFRHB b E — RS . AR — 1 5 M
1, Bl WA T — R M TEENSEABER, ME— AL L EENEEAY, thERiEE
WS . EREHSR, R AEGERSD, UHEMIR IR, ERELZ AL, KiiBkET
HES, KHLRTE Frems0s, Bk T —MEm—REHE . W5, REFIM D1of205/h, sl iBRE BN
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DERBONIE, HEE THRSET . HR, BMRZIMBEFLRIEHE A, CIPERZ AT OEH T TH - X RAE
R H R R ARFIZR 2 E AR R - oh, BF —LEERNESFHENTT - £ NF6m109), FARE| T 5L
B2, IR E B SREIRIER, HRIRECT 16 - 7E8 Eremden ey, BICE| T WAARREND, HER
PIENIEAR LIRS &5, WL, REFEACENEE, REEDMRER, HSETF O THEM
B4y, LOERE TR -

Table 23: LLM prompts and outputs for self-refinement.

LLM Prompt for Murderer Identification

"{agent_summary}"

"\n{game_rule}"

"\n{background story}”

\nifE B IEEFTAIXNE: {current_dialogue}

’\n{agent name }{E Z Hil FI5HE %@??ﬁilfﬁﬁﬂﬁﬁlﬁ*ﬁﬂémWﬁ {relevant_memories}"
\nXF i AFRIFR: {relationship_with_interlocutor}”

"\n{agent_name} =V T 4? EIZEHBUEHLL TS #E%4: ZUHPNE REZ MR- . "
"{agent_name}EIZ {inquirer}HIARATE #[EZ#: \n"

+ o+ + + 4+

Example

agent_name: T/ T

inquirer: #5 A

relationship_with_interlocutor: xi& AS5/RIKFRZ: WG AZFEFFAN, AT FIR TR -
current_dialogue: ¢ AXF AR Ti4: "BIAETTIRIA AR, 3 NS R EINT - AR ERETERX F2
WY BIREL T IR P RELEH N F S HIETR: A SKKE] B. EAE L, C. BFE, D. TP . ERFATRET,
185 AR H b7 [0 5 B i 5 2 X N TR AT USRS PRI - RIIRFHESH B 2L
RRRNFHIIRK] - BHEERREE, ARESHRRENIRET, IHERRERRA .

background_story: Same as Table. 19

agent_summary: Same as Table. 19

game_rule: Same as Table. 19

relevant_memories:

SRR EFF AU "FRIRAR, RIS LK. SRR - MERE T E—EH NI, hEEE—
IR, HpE—BARTEHERNER . REMORALKRER, HIZGEKFEE—ENEFZHZHNORE. BE
R, B AR TIREHY . ERABAR, REWERET LS. ... .. "
%%#ﬁi%k%ﬂﬁﬁiﬁ%@Mﬁ%@@%ﬁ%%mlﬁ A ERA R REHEY), M BRAEER
m, BT NRG IR TFL— BERE-ITERELESE -EH NN, @””% ZRIENE, FIEdi e —
SRR THIER - kAN D TIERN TRBABKARS B RO ...

BMER EM T "ERERILTE. RREGEEREIEME ﬁ%ﬁﬁiﬁﬁ@kmmﬁ?"

EATXEMEY: "EHEBILT R, IR IERENET 75 AT s Nfshi - B—BAEH ORI E E,
BB . WAEFHXRFEFAEFER, JBAES DB ARINELRMIYL, HEEGIREEM. ZWEL—EE
FREALX A HE, HEDNTEAE. ...

LLM Output

#lE . BABFERSRC. B

Table 24: LLM prompt and output for murderer identification.
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LLM Prompt for Answer Decomposition

IRIEFEHAT— BRI AW, I —FH (num_of _players MV BLK - flifi15351/2: {players}. DKM 17 Zeilil b
MR E A E (victimFIXIF; ITRER: {agent_name EHTH B AIMRA: (statement}; LIS = AFRMLFATL
PRIAFIIE 5] H %R B A& 9 5 {agent_name XN AW A TSR KL H A4 RIIEE, 18 ZMFRA BEASR % HE
FIERTERHIGE R - B (S B TR M L 5EHE (self-contained) M—FA)IE, HLANVLLE R A TR S T 3
W GINALEEETREE SR B M2 RIRIE, DAHEX R R E IR AYZR - \nfED
BT [E) 2215 5. 2 (B F \nB& 7T -

Example

num_of_players: 4

victim: %EK

agent_name: L5

players: 5K KEl, T, BME, TP

statement: K54, FRZMA . FAEFLAHEGERORS, NTTHBMATE —LES . HERE—EH
FINEIEZN, FOREH MR T —E AL . T RENZENER, Mt —1TEEE FEERNEEAY,
WRTEFERMENN R . ARLXHLER, R—EHEDERSH, UEMIE LR ZREAZ BRI EES, 3
IWHRHRETHEZ, KIRETTF6M305r, fiiE T —MEAM—RHE . R, HEIM C1052000 44, @il
REGEI ARG ERAIMEAE, B TR . B8, FWRZIMMEILRIEEHM, LPERZAESHT 75 -
XERERAERRK H A L L RFIREZENBR R o, B —LERNESFENT - £ FF65107, K
HWENTEMRE, MERCEIKRRIRIER, IR HIR - £ E105400 24, IR T A AEREE X
O, HESIGEREER LR . KF, E LA, REFHFAGEXNEE, REACHER, HTHETFTHE
BT EHERIREY], DUBSREE TR

LLM Output

[ Nem3es, TMBME T MBELHM—REE. ', "B Liem2en/if, TMAETEIEELEA THENR
HOMEAE, EBE THBAOSET, HAIMASERAEREA S, CIPFERZECEWN TE ., Tremien, TMHRE
TEMIEE, WA TIRARIAIETR, HARTIRICT B - ', "B Liemden/cts, TRPICE] T2 W AATAEE K
H, HFEBEEREAKR LS. , B va, SRPEmEAENEE, BEECHER, HFEFTEE
HTEEMEZ, DUBRE ML, ']

LLM Prompt for Answer Verification

RE—-"HMALEBIEBENER, TEEKMZIEAMNE - A2 LLTH— DB ARERAD N
F L HWH 2. {agent_timeline}; & IR {F 40 [ 33X > A ¥) B I I‘Eé‘}? xif — 4B ff l‘ﬂ%ﬁ%i&qg
1SR ] 2

AW E . WRNEEZEEMPFERAYNELH B LN S, IR A IE -
FEREMBEXAVKRLANBEZAE RS-, iERZNE SO (LR W THFEXAY
MTHLE, BEEERMEEENEES) , IHEEEIR. BREASRAGRE EMW, BRPH—
o \nThe output should be a markdown code snippet formatted in the following schema, including the leading
and trailing "*~~json” and "> ":\n\n " jsonm\n{\n\t"ZEo i A &(5 B AW EE R string  // VEIRIE
P AR LU B A 425 8. {timeline_info_0}. fHUZAEAIMTRN . NS (B 21 B AN A B 4 H b
2RI N A —E, IRENER - RE R G BFMIER AR A B AISRANER—B, ScE AT . s n
B RO (Pean R T I AT A%, (ER IR BRI L) | WhREIEER - REIZRAGERE E
W, BERPH— \n\t"FV RS E R AR string /7 ERIBWEAY) BRI AN LUT I 8] 2515
B {timeline_info_1} MUEIEHIBTA - Q1SRN A% E BAUESRAYI IR A HI AL A —S, IREERF. 113
I F] 2% 05 BAIBER A YRR K B RN A8, s A e 8« sz I A S AT (Fean Rt T A T
ft 2%, HREREAEEERRES) | WLRERER . RESRAGER Ef, ERTEH—D \n...... }

Example

timeline_info_0: 18:10, {R¥LFIFAMIEE . [FIMBEREKABIAIGER, FMREMES TR

timeline_info_1: 18:30, {rEUCOREIME=, LAEITHF, EE TR —FH 25— R & .
agent_timeline: [2222%F6H19H] X—REMER EIDESHHF, HENCHERNR, 75E, HERCEHF
WWHEER T, TR, WHEILDTTLETH. SRR EM, HERT BR, FOAERERM EZSHERN, —
By LAET s, MREEZ FURESFEEHXMREAR, DERREPFRRE . (ERTLME, XIS
MRHTERFR, H BEXM LR THEGERNRENLS, BT TH, MFRBAKE.. ...

LLM Output

(' Fo M RILERAAMIEER - " IER, B RE(E BRI R IER, ..y

Table 25: LLM prompts and outputs for self-verification.
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LLM Prompt for Factual Question Generation (Player Story)

MRE—THEBER, RESHEZ-BERARZAYRB A, RERIEB KR ZITERMEA S - K¥EHE
B {character_name} A BRI A, 7+ HRIER A & it20E G PR ER A - X FEERE, RFELHERE
B NN R A B R ST ASE AR R KR o ZEREAE R FEMH A B4 {character_name}, RENE
ERAR ~ T~ MR - 7 58 ISONKS ZUfF i VR % HE A0 (0] R - & AT B R AR B R ST ZS - LUF & AR
A: {character_story\nif TG 2038 @, F45 I SRAINT BRI A LA 2 (B ssoNigUFRoR, &[]
Bl (question) ~ ZZHE (answer) -~ X NEIARBAIFREHE (source) fFH—TFHFFM, REH—ME—1F
FH . BN, X NFIREASEE 20T FH) -

Example
character_name: ZE#$

character_story: {REEZf 4, NATHNAEERGER TIE . HZRENRK, RIENMT T RETHH K
WEZN, BRI TIREEIMAL . 2R ER TR 25, RSN IRAGF, MERRE, B1TEMLHES
N, EMFEEAT, BrAKERD AR L ER I E SERUES, NRIR, BERAIAN . 2R EEE A AT
g, TEIGEARYG, ATAES X MT H LA RARRIN, FOYRATEE RN A SR . At —kile, B AR
TS LRGERARE], S NEEMBIRFE, o IR T LS R AER - HERAEF R, VA 55K AET S
TE1E ERNM 2IXABITREERERRE? ol 8 CAERERA SN EOT ETER - i, HERN
HOEAREEST T TRE . RIRE, REGEERE TSR, Rete] DESEBREIERS B I—Bm Lz . /&
IRAAZ O H AR B A ERA......

LLM Output

C
{
"question”: "ERLF AFEFRERIESHER ",
"answer”: "B NIBAE(E S ZRE I E Bk,
"source”: "MFIEFE TR, EEMAESIFHE KA. ",

}’

{
"question”: "FEZRLPHIHRIF, ENTHRBT A4 RBIERH ",
"answer”: "{ERPEHEM T 5K AR A BRI T .
"source": "X ME/NL, EARLEMEBMATNENEB—ST . "

}7

LLM Prompt for Factual Question Generation (Player Timeline)

RE—THBER, KESHEL BB ARZAND A, RI5RER AR T ERME M. K5
#{character_name} A ERIA B R L HRIN R4, HHRERAX T 2008 PREERRE - S TRE R, RE
A B R E N MBI B AR XA BVE R IR B AOAKHE - ZERBAERTPIEFHAGELST: {character_name},
REANZE[MAM - B M 35 5 TSONE U AE IR3R A IRIR - 2 S8 B EIA BRSO 2R - U @AY
JI7Z: {character_timeline\ni&FFUfH 2018 /8, H44 HE RFIX PEIA BRI FE XA (EEFFHISONIE N ER,
A (question) -~ &EZE (answer) ~ XMEIABRIELMNE (source) FH—FHRGME, REZH—ME
—FIRE . FAE20ERR, FLUXNMFIREA S G20 FH) .

Example

character_name: Ef}H

character_timeline: [2222F6H19H] X—KEZEW LIHXSHE T, HEBEEBMER, REE, BHER
CETHAIEER T, TR, WHEEJLMFET LT SRIFLM, HELENT BR, RAHERERM L5
B, —BMERET R, PREEZFUREEEHIMREAR, HERBREIMEE . ERTHE, XK
FIRZGFMRF TR R, FHAEIN EETHEGEROREILS, SR T TH, UFEAKE.. ...

LLM Output

L
{
"question”: "ERTIEMEE WA T EARE? v,
"answer": "MREZE",
"source”: "IFAEE|TEME, WISENANER - RIEETHEE",

}Y
{
"question”: "SERLP B G EM A KIS (Al AR &Y 7,
"answer”: "23:00. ",
"source”: "23: 00, IREFTHANENEE, EHCHEEITMEE",
}?

Table 26: LLM prompts and outputs for factual question generation.
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LLM Prompt for Factual Question Answering

fR2E—-TEFERHA . BKEEMBEMNAN. RIEEZEWE— B KRJMER, LT ZE W
MW FH E & . {background_story}; LI T & iif XK — AN M e R KM & B W E
#% . {character_story}\n{character_timeline}; LT & {iF % 2 91 /R W 22 2| f% 7] BE X 5] &5 (7] L5 45 B /Y
{5 B {relevant_memories}; WM A LA ENRFE, BZELUTHAEMRM: (\nfHe: “{question_0}’\n[A]
1. “{question_1}"...... \n}. \nThe output should be a markdown

code snippet formatted in the following schema, includiqg the leading and trailing "~ “json”jmd "TT"i\n
\n* " Json\n(\n\t" X il BOM & " : string /7 KL URUEA FA 2 A0 IR Uk 26 R B UCIE OB, 1 I
Ao\n\t" W [AIRH1 AEIZ " string  // IRIBIRIFR A ERIBIARRER R BEREMERS, EERBINn. ... 3\n

Example
question_0: 5K KB B E 0 NE ML 57
question_1: 18:30, {REVORBIMES, LAETIF, EE T M —Faise 2 —mRee -

background_story: [REIAHE 5] HDCSHMRMNEEESCEE T -+ EL . FHE, CERE LSRR
i, WEREFXDEMEN - X+ 8, S AREH KRR, CIFEEEHEBR—&. 7]
TE22224F6 A20H , FEIVMA RN B, PR S HIEE T — R IDERI IR, SRE G ERTEM LR A28, FERAE &
1% S 2 RHaE I, BERRHX I T MIASE - SRELafive? s ABiE: 1.5KKRI, B, 428, MWHXS
WL BAS—EAEMES ETIE, B—&HAamEKF. 2EMT, B, 49%, BIES ERSEHLTIERRT,
%géf&%ﬁ%ﬁo3@%E,ﬁ,%ﬁ,%W%%L%%E,E%Eﬁ,ﬁﬁkﬁo4§%%,ﬁ,%ﬁ,%

character_story: {72504, NAMREIERGZER TIE . HZRBNRAK, RIEAMF T 575G AR
MEZN, BRI TIREEIMAL . BPEWRBR T IR2Z5h, WE AN DMEIBTF, MEIRAE, B NEWTHES
N, BMFBERE, UKD ER M I R FERIESS, NEIR, RERIRN - B EIE ] RT
, EMEEAL, NEES RN LERARRIA, FOAEERE RN AR . T —kbls, BERIAR
TRES ERGGRARE], W NEEMBEFE, o BN TE R T RAER . HERIEFHR, LA SKAEITS
TEVE. BEER N AX AR RAAERR? oAl B CERFERES MM ERYE FTHE. i, HER0
BEAREEIT T TRE . RIEEX, RERFERETENX T, FEe LESEBREIER B H—BmRz . 4
R O H B S TE AR . ....

character_timeline: [2222%6H19H] X—RKEZHER LIHXSHHE T, HEEHEEMK, REE, HZR
EATEIERT, TR, REEILNFRNLTH. SREEM, HITRNT AR, BNSERERR X5
#), —BfRERAET AR, HREEYELREEEHX MREAR, MERRRIIMEE . ERTHE, XK
KIZZZAMRFF TR R, HAEIM LR THEIGEROBREILS, BERT TH, UFEAKE.. ..
relevant_memories: 3K KEI% E#F A" HAEKKE, EHNXS LRKRE . HERE N FERESTE—EET]
KA, EEE—REE, FBE AR TENES . REMHERERESR, RITREEKEBE—ENE
FRLHFE . MEERBENBREETREWNB . REALSR, REDEREL—IKZS - FFI8.0044,
AT T —IREHT S, BATTREEY), MR . ZoFETEEFIR, ... &Ka: "skREI: RKEIFEM -
gqggﬁﬁ%Tﬁﬁﬁ%\ﬁ%%%%%%%ﬂ@%?@%,ﬁ*ﬁ*ﬁ%%%%lﬁ@%*ﬁﬁﬁ@ﬁ,W%
Al ] —i......

LLM Output

{ Xf Ao [EIE «  SROKBIFT B g AR i A8 B e RO R BE D HER 98 R VS mmZa 2, HF HIkKEI B B
RN REGR FEE, TUNERESE N TRBMER . , XEEmEE . Sk REIRHZ RS T LA

Eﬁﬁé%ﬁfﬁfﬁﬂﬂ%ﬂ%mﬁ AR A PN E NS ERBIE B, B USRS R ME R,
> A . L 3}

LLM Prompt for Automatic Evaluation on Factual Question Answering

PRBE—NAZRFEEPITS 5, ASANBERIIZR R T IERMEE T R T HBRSERES, RESHSE ERIE
JRIAS N A B i vt A IRl DL R R L) 5 28 80 58 o TEARIR DU R Y [B) B RN 2 78 8 22 HORE LU SR 3 B g6 1% [n) it ) 1B ¢
HATIESY o WEIDERIEH R EEE B 858 iR - DUNERIEAYBIAZIT AR {question}; LAUT 2[R
HIZBEZR: {answer}; DLTRITFEN AYRIARBAEL : {reply}; BN TLINT AW RIA A A [E %55 4T 7
43 \n The output should be a markdown code snippet formatted in the following schema, including the leading
and trailing """ ~json” and ">~ ":\n\n " json\n{\n\t" X} [AJfHQFIEST": string // RIESFZEZFXITTRN
@E@gﬁﬁlﬁl%‘iﬁﬁﬁﬁj\e AR AR F SR R, MR EEMSEERREIMEREER, k2
R \n}

Example
question: SKAEINAH B EHOENTE R 57
answer: fEXRE| T —HMEFRLHHINED T, SHERMITEE, TFRNFENEZTMLS -

reply: FKAEIH B E WA G 5 = RO R RE D N TS 2 B a8, I BSKAKRI B DR oy R g
EEE, UNERHE—ER T RMEE .

LLM Output

("o M E IS ER Y

Table 27: LLM prompts and outputs for factual question answering and automatic evaluation.
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LLM Prompt for Inferential Question Answering

R R AR R OBE B 1 K OR) A ffE B AR D R B LAY N . R IE AE WL 7 \
LT /& i 3 B E B it . {background_story}; ML F REXR T — 1A ENAGBR RKMZELXHENHE
#% . {character_story}\n{character_timeline}; LT & {ff X 2 1 /R Wi 22 2| {9 7] BE X =] & 7] 15 45 Bh /Y
f& B.: {relevant_memories}; HH A LA EMELE, SBEMRMIEERE ), BZELTHAERE: {\nH

W0: “{question_0}"\n}. \nThe output should be a markdown code snippet formatted in the following schema,

H.

— 9y JEll AR
ES

= (R

%

including the leading and trailing "> json” and " An\NT T json\n{\n\t" X A e [EE " . string // IR
WIREER BERENEER, FIARPMEEES EZE R &e\ny\n """
Example

question_0: (HER) e ZRERMBES, BEMENTEI RIS B Rl BER & HoRI? A AP B.
BN C. EM T D. 5K KR E. HAt

background_story: (R4 5] BDCSHMRMEERSELEE T -+ "ML FHE, CERELER%
W, WEREZEZEEMERN . X+ 2F8, [HXSNRET S KRKIR, MFEEEEHPER—K. 7
TE22224F6 H20H , EIMAI KIS, THYE S EEE T — K IMEARE], SRESEREM EBHILT, JERH i E
% . B EZERIGIEI, REERBGXIRIET-RIMASE « RELnfine? B \iE: 1.5k K8, B, 2%, NHtE
HEAEBEAS—EHEELE FT/E, B—ZHEHEKF. 2FMT, B, 49%, EAXE FASEYLT/ERRT,
R—ZRETHEMA . 3BME, &, 235, XS LHME, E£8Eh, BEKH . 408, &, 265, &
WEHERAIRLF -
dmmaﬂjmq1%%§W%,%Aﬁ%@@%ﬁ%%ﬁiﬁo%%ﬁﬁﬁﬁﬁ,WW%@?T%%ﬁ%ﬁﬁ
Y2 N, BRIRG TREMMAL . BERRTIRZAN, B85 BI—MEHBF, UHRKAE, EMEBLLHS
N, BAFEBRE, FTUAKER D # I ER I I EEAMAES, MEIR, EBEREIKR - HZ W EEE e AT
&, BEIEFAL, AOERAXMTY EARARRINN, FABETEERMIIGE. Al —kile, BERIAR
TROLS ERsKkRE], WAEEMEIMTFE, TN R T MAEDER - HERIEREER, RIS 5KKEITF G
TAlE . TERNT AR AMEITRES MIAERIE? B B CERFRE SHON MR L TH8E . Rk, HERK
EEAERERIT N TRE. FREM, RERFEET ST, R DESIREEWN B —Bmfz . R
AR DB S B A E ...

character_timeline: [2222F6H19H] X—REWER LIESHIH T, EEEBEME, REE, HER
EETFEWRART, TR, REEILNF LT SRELM, ESSRNT BR, RAGERERM LTS3
K, —BMEEETHE, REEZEVRSEELXMIERE, HEREBREIMER . HRLHE, XK
KRR SFIRIFTER R, I BN ERTHGERNREILS, HER N TR, SuEEAN K. ...
relevant_memories: ¥ESNEM A "....23:00, FHEFEERE T, EAHBELEKFT, MAFHER, &R
BB CFEREPGE R DS, St fRE . 23:20, BEITHERPME, JiERE, HEROMNRCEHEE
meigﬁﬁgﬁkT ...... CRELPEITERFAYL: "....23:00, REFANEXNEE, REEHCHERE, HEFEER
ISR i I "

LLM Output

{ RS EIE AL TR}

LLM Prompt for Automatic Evaluation on Inferential Question Answering (Overall Accuracy)
RE—NERFEEMITESR, ARANBERIIREST ERMMBEETHE . HTHRERES, KRGS
B 28 & AR IR B A A W0 R AR BT 1 4 18] B DA R [R] R 5 2B &R . {eval_instruction}iE 10 A /R AU Hi H K BE
& B EE IR o DUTERE AWRBIARFT R AR (\nlf] #i{question_id}: “{question}”’\n\n};
DI EZRB NS EZER: (\nf]@{question_id}J S % ZE L. “{answer}’\n\n}; L ZLL KX AR AW
MR EIE. (\nBLR N 0] @i question_id}ATEIZ: “{reply}“\n}; & UG T IL & 5T A W) B A (] /31 A 2] 25 53 47
43 \nThe output should be a markdown code snippet formatted in the following schema, including the leading
and trailing "~~~json” and "~ ~":\n\n" " json\n{\n\t"Xf[F[#{question_id}iF5": string // IRIESHE
FRITILR NS (A question_id}IEIEHITIES - WFHER AR EM 208 55, WRIMIEMEEMSEESR
REGEBERIEIEM, RZBEHEIR . \n}

Example

question: (HHl) EMES IR ERBIEES, BRAMENTEI RIS F KA RERIER HRA? A 2 B.H
EIR C. EMF L D. 5k KR E. Efth

answer: A. ZR P

reply: A. ERH

question_id: AR001

eval_instruction: iHRIEZ% % ZORM TG NZ R R Z TR o BXERE e, it Ao 4
ME— TE AR e T A B8 B2 T

LLM Output

£ XA lAR00T B> P IEHA )

LLM Prompt for Inferential Question Answering (Rationale Prediction)

fRE—TEFEHA - BEBRKBEZERMBEN AN (RIEEWNE— B K XX
o = E A {background_story}; Ll N R EX HF — A CHN AR K ME L
#%. {character_story}\n{character_timeline}; L\~ J& i X 1 #2 1 1/x WL 22 21| i) AT BE X [B] 25 [n] A5 45 Bh 15
B {relevant_memories}; HFIH FIRTEKIER, %ﬁgﬂﬂ’ﬁﬁ@ﬁéﬁ, EZLURATE R {\n]a]He:

7




1E | & 7] f . “{question}’HI B R IE M HE H T & £ . “{previous_reply}’- N 4 RINAHEZR
F“{previous_reply}”? iR JLANE (CRBEs5A)1E) UBH—FREFEELTFE . ”\n}. \nThe output should be a

markdown code snippet formatted in the following schema, including the leading aﬂd trailing ”‘j‘json"
and " " ":An\nT T json\n{\n\t" X [AlBleR B . string // WRIBRIERERERERE, FHARKHEEEE

[EI& [a]o\ny\n~ "

Example

question: (BEH) S LAGERIEES, BAEITBIEIEE S RATTGEER HARK? A ZHH B.
MR C. EMEL D. 5K KE E. HAb

previous_reply: A. EFH

LLM Output

(X [R) RloFt) (|5 . ARIE R & H AN A1 2%, SEAL A3 E22: 203 fA i okl KUE I (7] £ E A A AR IE %, HF
1E22:40F38 T E MBI AR E X O « TR EEFE23: 20255 17 E AT AR AR, 18 X O B0 C I 7EM |, X538
WA NS —BRRFFEN TOPEREINAG - BHULIERT, ERCMEEAZ AT, TP OELEENE RS, HIL=E
AREEIT RIS Y, RATRER TN HABNEET L HAES . '3

LLM Prompt for Automatic Evaluation on Inferential Question Answering (Informed Accuracy)

RE-NAERFEEMIES G, TEE KIS - /T EIRE S 5 E 283 IR 109 2 25 Bt 1717
e NTHIMRTERES, RESWHE - TEERBLLRZAIANSEELER . EREBEIRE HE
L RMNSEEREN IR AEE S EHAITEREATS - LT RZREAD R AR &I A E & {\nlA]
Ml{question_id}: “{question}’MIZZERZ: “{answer}’? EUIFH— FRAIHEE LR - "\n\n}; AT ERENS%
B2, (\nlf] Fi{question_id} S FEZE % . “{ground_truth_rationale}’\n\n}; AT ZEITZK X 1% A @44 H AT
AR (\nETZX A #{question_id}HEF IR “{player_rationale}“\n}; DANAEIEAMEN: \n\t\t1. FE
WE (D) - BRNERSSEBERZAERMA, HEPEZEINFEEE, TR ERBERELES
&R \n\t\t2. BE Q) - MENERRERETTESHEERZMEM, KBS HEEDRAK 585H,

EDCEOEREER S G258 - \n\t\t3. — % 7)) - MEANERE—CEE LRSS EE R, DR
HROEM, HiAE L EEMERIERRK. \n\t\t4. BT 45) - MEANERSSEERRERL, fHRkE
BOEBE SR EMITE A/ ABH, NELEME RS R 2L - \m\e\t5. JEFF (59r) - MIRMERILT5L
S5 ER -, EHEDRE R EWIT A2, RILH S AKE B HEEE 7 AR ] &R R A
o \n\t\t; THTFIAIRIEE VRN BLRIZ A LA H R D B A THERR MR 1R 2 - YR TE BN 1 -5 2 (A A3
% \nThe output should be a markdown code snippet formatted in the following schema, including the leading
and trailing " ““json" and " ":\n\n " json\n{\n\t"X7 [0] fi{question_id}fE FH T B B VE B P 0P
3" string  // WRIBSHERIDE 5 UENEXT BTN (Al 8l question_id AU HEHE D BR A MERMA I 1T 1R 53 5
%%{@%%@%Wi}\ﬁﬁ%?ﬁﬁ IR DRSS ZE R - PEBRRARIANANIIR G HINEESENS S ERRE

o \n}\n~ """

Example

question: (F%EH) FEREADERPAEES, BEREFKEESRAITREELHRN? A ZWHEB. B
ZW C. FAEL D. 5K KB E. E At

answer: A. EHH

question_id: AR001

ground_truth_rationale: ZEARF338 15838 X\ L B T 2055 BRI 65223 00, TIES A ERE I i8 X H & 2581
%*ﬁé‘]ﬁﬂ“lﬂiﬁ%z& 00. FHILFHEFE H7EER LA ERPEET, BRETE RIS SRR TP & Hk
player_rationale: R#EZ %4 H FE4HNTS A2, SR 7E22:20/8 46 8 1T 18 WE & 2 iR e £, I+
TE22:40F3E TR PIEAE X O - MEMEAE23:208 A2 AARREET, 8K O AR EisE -, XRABA
Se—BRRFFEN T HERPIAE - BIEY, ERRERRZ A, BB EEMEENEESR, FYRRET
BNEIL RS, XATREEEMPAEENEEF L HE S .

LLM Output

{ ' Al ARV IR D IR VER 14 0 14 )

Table 28: LLM prompts and outputs for inferential question answering and automatic evaluation.
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I Game Log Example in English

Script Title: The Doomed Sunshine
Model Used: MR+SR+SV(N=3)

Please be aware that the fol-
Read with

Spoiler Alert:
lowing content contains spoilers.
caution.

First Round of Self-Introduction

The host says to Secretary Wen: "Please first intro-
duce your role, then speak about the victim of the
case you know: what kind of person is Mr. Yang,
and your relationship with him. Finally, give a de-
tailed introduction of your timeline on the day of
the incident, specifying whom you met and what
you did at what times."

Secretary Wen replies to the host: "I am Secretary
Wen, and I have been managing Mr. Yang’s affairs
for some time as his secretary. Mr. Yang is a pow-
erful bar owner with some underworld background.
I’ve been his capable assistant, advising him. Re-
garding the victim, Mr. Yang, he is an ambitious
person who once had a drug addiction. He knew
Mate Zhang from the Sunshine, through whom he
got a stable drug supply, hoping to expand into the
drug business. As his secretary, I’ve been assist-
ing him in handling some affairs. On the day of
the incident, I followed Mr. Yang onto the Sun-
shine, but he did not inform me, which made me
start doubting his attitude towards me. I brought a
few subordinates on board for self-protection, as
I knew that if a murder happened on the ship, it
would trigger a search, implicating this major drug
trafficking case. However, I am not involved; my
goal was just to eliminate Mr. Yang for my own
purposes. On the ship, I looked for an appropriate
weapon and planned to kill him while he was us-
ing drugs. At 18:10, I found Dr. Ling, inquiring
about Mate Zhang’s information, and successfully
got it. At 18:30, I returned to the medical room,
opened the medicine cabinet, and stole a bottle of
’Instant Death’ medicine and a syringe. I entered
the ventilation duct, waiting at the vent for the right
moment. However, I suddenly heard violent move-
ments and muffled groans from a bed. I wasn’t
sure what was happening to Mr. Yang, but it didn’t
seem like the right time to clarify, so I decided to

wait at the ventilation vent in the cabin."

Boatman Wang says to Secretary Wen: "Hello,
Secretary Wen. Based on your answer, you said
you brought a few subordinates on board for self-
protection because you knew that if a murder oc-
curred, there would be a search, which could ex-
pose the major drug trafficking case. So, among
the subordinates you brought, did anyone have con-
flicts or disputes with Mr. Yang?"

Secretary Wen replies to Boatman Wang: "I'm
sorry, I don’t know if any of the subordinates I
brought had conflicts or disputes with Mr. Yang. I
was only responsible for handling some affairs and
was not clear about their relationships."”

Mate Zhang says to Secretary Wen: "Hello, Secre-
tary Wen. Based on your answer, I want to know if
there have been any changes in the frequency and
content of your communications with Mr. Yang on
the ship? Can our cooperation still continue?"

Secretary Wen replies to Mate Zhang: "Mate
Zhang, I’m sorry, but the frequency of my commu-
nication with Mr. Yang on the ship has not changed.
Our cooperation can still continue. However, after
this incident, I began to doubt Mr. Yang’s attitude
towards me, so I brought some subordinates on
board for self-protection. Mr. Yang did not inform
me about boarding the ship, which made me think
he might be suspicious of me. But I am confident
that our cooperative relationship has not been af-
fected."

Dr. Ling asked Secretary Wen, "Did you encounter
any accidents or unusual situations while bringing
your subordinates aboard the ship?"

Secretary Wen replied to Dr. Ling, "No, there were
no accidents or unusual situations while bringing
my subordinates aboard. Everything went very
smoothly."

The host said to Boatman Wang, "Please introduce
your role first, then talk about the victim of the
case you know: What kind of person was Boss
Yang, and what was your relationship with him?
Finally, describe in detail your timeline on the day
of the incident, specifically what people you saw
and what you did."

Boatman Wang replied to the host, "I am Boatman
Wang, a boatman on the Sunshine. Boss Yang is
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a bar owner, and I have known him on the ship
for many years. He had some dealings with Mate
Zhang involving drug trafficking, and I got involved
too. I’ve kept this secret because I didn’t want
my family and my daughter-in-law, Dr. Ling, to
know. Around 6 PM on the day of the incident, Dr.
Ling suddenly came to me, telling me that Boss
Yang wanted to kill her and asking for my help. I
comforted her and asked why Boss Yang wanted to
harm her. She said it was because Wang, a junior
worker, owed a lot of money to Boss Yang and
had already passed away. She couldn’t pay off the
debt, and Boss Yang wanted to kill her. I said I
could go to Boss Yang to resolve this issue. So
I went to Boss Yang’s room, where I could meet
him anytime due to my status. The bodyguard told
me Boss Yang was not in, but I insisted I was his
partner and was let in to wait. After a while, Boss
Yang returned, and I mentioned that Dr. Ling was
my daughter-in-law and offered to help her repay
the debt, asking Boss Yang to spare her life. Boss
Yang said he never intended to kill her or ask her
to repay the debt. I thanked him, exchanged a
few words, and left the room. Back in Dr. Ling’s
room, I told her Boss Yang never intended to kill
her or ask her to repay the debt. But Dr. Ling was
still worried, and I could only return to my room
helplessly. To avoid drawing attention, I poured the
poison from the bottle into a small box and threw
both the bottle and the syringe into the sea, then
returned to my room."

Secretary Wen said to Boatman Wang, "Boatman
Wang, in your conversation with Dr. Ling around
6 PM on the day of the incident, she told you that
Boss Yang wanted to kill her and asked for your
help. You agreed to resolve the issue with Boss
Yang and told him Dr. Ling was your daughter-in-
law, asking him to show mercy. However, Boss
Yang said he never intended to harm Dr. Ling. Af-
ter you returned to Dr. Ling’s room, you told her
Boss Yang didn’t want to kill her. So, I want to
ask why you still used Wang, the junior worker,
to stir up the relationship between Boatman Wang
and Mate Zhang, hoping Boatman Wang would
side with you? This contradicts your previous state-
ment."

Boatman Wang replied to Secretary Wen, "I apolo-
gize, my previous statement might have been con-
fusing. Around 6 PM on the day of the incident,
Dr. Ling told me Boss Yang wanted to kill her and

asked for my help. I agreed to resolve the issue
with Boss Yang and told him Dr. Ling was my
daughter-in-law, asking him to show mercy. How-
ever, Boss Yang said he never intended to harm
Dr. Ling. After returning to Dr. Ling’s room, I
told her Boss Yang didn’t want to kill her. At that
time, I realized my previous plan might have been
risky, but I had no better alternative. I hoped to
create a rift between Boss Yang and Mate Zhang,
making them fight each other to protect Dr. Ling.
I knew it was risky, but I thought it was the only
chance. I hoped the conflict between Boss Yang
and Mate Zhang would distract them, giving me
an opportunity to deal with one and then face the
other. I didn’t really want Boatman Wang to side
with me; I just used the opportunity to achieve my
goal. Please forgive my inappropriate words."

Mate Zhang said to Boatman Wang, "Boatman
Wang, I’ve heard your response, but there are still a
few things I don’t quite understand. First, why did
you choose to talk to Dr. Ling around 6 PM on the
day of the incident, telling her that Boss Yang had
no intention of killing her? Does this timing have
any connection to your previous plan? Also, why
do you think that creating a rift between Boss Yang
and me would give you the opportunity to resolve
one issue and then face the other? What was the
specific purpose of this plan?"

Boatman Wang said to Mate Zhang, "Mate Zhang,
I chose to talk to Dr. Ling around 6 PM on the
day of the incident, telling her that Boss Yang had
no intention of killing her, because I wanted to
reassure her and alleviate her fears for her safety. I
knew she was scared and anxious due to the death
of the junior worker Wang, and I wanted to provide
her some comfort and hope, assuring her of her
safety. Also, I wanted to take this opportunity to
communicate with Boss Yang to find a solution
to all these problems. The reason I talked to Dr.
Ling around 6 PM is that I needed to speak with
Boss Yang first to try to drive a wedge between
him and you, creating a conflict between you two.
I hoped that by creating a rift between Boss Yang
and you, it would lead you to destroy each other,
all to protect Dr. Ling. I knew it was risky, but
I felt it was the only chance. I hoped the conflict
between Boss Yang and you would distract you
both, giving me a chance to deal with one before
facing the other. The specific purpose of my plan
was to ensure Dr. Ling’s safety, to keep her from
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being threatened. Talking to Dr. Ling around 6 PM,
telling her Boss Yang had no intention of killing
her, was to reassure her and to buy time to deal
with one threat before another."

Dr. Ling said to Boatman Wang, "Boatman Wang,
you previously said that Boss Yang never had any
intention of killing me, but why, when I told you
that Boss Yang wanted to kill me, were you willing
to help me find Boss Yang to resolve this issue? Is
there another reason?"

Boatman Wang replied to Dr. Ling, "Dr. Ling,
I understand your concerns. When you told me
Boss Yang wanted to kill you, I was willing to help
you find Boss Yang to resolve this issue because |
am your father-in-law, and I wanted to ensure your
safety. Although it was later found that Boss Yang
had no intention of killing you, I was not sure of
the situation at the time, so I chose to talk to Boss
Yang to understand the truth. I hoped that through
communication with Boss Yang, I could resolve
the issue and protect your safety. I hope you can
understand my initial intentions."

The host said to Mate Zhang, "Please first introduce
your role, and then talk about the victim of the case
you know: what kind of person is Boss Yang, and
what is your relationship with him? Finally, use a
few words to describe your timeline on the day of
the incident, being specific about the times you saw
certain people and what you did."

Mate Zhang replied to the host, "I am Mate Zhang,
the mate on the Sunshine cruise ship. Boss Yang is
an ambitious person and has been involved in some
drug trafficking deals with me. Our relationship
was purely business; I provided drugs to him, and
he paid a high price to buy them. On the timeline
of the day of the incident, at 18:00, I made a deal
with Boss Yang, selling him the incoming drugs.
After the deal, I passed by Dr. Ling without much
conversation. At 2:00 AM, I sneaked into Boss
Yang’s room and found him dead. Seeing that he
was already dead, I successfully extracted the drugs
and replaced them with non-poisonous drugs, then
returned the same way I came. At 2:20 AM, I stood
at the bow of the ship, throwing the deadly drugs
into the sea, imagining these betrayals and deaths
of my brother disappearing into the sea water with
them."

Secretary Wen said to Mate Zhang, "Mate Zhang,

why did you sneak into Boss Yang’s room at 2 AM
on the day of the incident? What did you find in
the room? Why did you decide to swap the drugs
and throw the deadly drugs into the sea?"

Mate Zhang said to Secretary Wen, "Because I
knew Boss Yang was an addict who always tested
the drugs himself. At2 AM on the day of the inci-
dent, I sneaked into Boss Yang’s room and found
him dead, his body twisted in a ghastly manner.
I was worried that if his death was discovered, it
would expose our drug dealings, so I decided to
swap the drugs and throw the deadly drugs into
the sea. During the deal, Boss Yang had many
bodyguards, and both parties were uneasy, commu-
nicating very little. We only stayed in the cabin
for 20 minutes. Later, at 2:12 AM, I prepared to
crawl into the ventilation shaft to enter Boss Yang’s
room. When I crawled past the vent, I only saw
his feet, but it was clear he was dead. I quietly
entered the room, took out the deadly drugs, re-
placed them with harmless ones, and then returned
through the ventilation duct. Standing at the bow, I
poured out the deadly drugs, watching them scatter
in the wind, painfully recalling my brother’s death.
I didn’t want to be troubled by betrayal and death
like my brother."

Boatman Wang said to Mate Zhang, "Mate Zhang,
I heard Boss Yang was already dead at 2 AM on
the day of the incident. How did you know he was
dead? Did you see his body or any other evidence?"

Mate Zhang replied to Boatman Wang, "I knew
Boss Yang was dead because, at 2 AM, I sneaked
into his room and found his twisted, ghastly body.
Looking through the vent, I could only see his feet,
but it was clear he was dead. I didn’t see any other
evidence, as I quickly left the scene, swapped the
drugs, and returned to the bow."

Dr. Ling said to Mate Zhang, "Mate Zhang, what
was your purpose in sneaking into Boss Yang’s
room? Did you find any other evidence or see
anything suspicious in the room?"

Mate Zhang replied to Dr. Ling, "My purpose
in sneaking into Boss Yang’s room was to check
the situation and swap his drugs. In the room, I
found Boss Yang already dead, his body twisted in
a ghastly manner. Besides that, I found no other
evidence or anything suspicious."

The host said to Dr. Ling, "Please introduce your
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role first, and then talk about the victim of the
case you know: What kind of person was Boss
Yang, and what was your relationship with him?
Finally, describe in detail your timeline on the day
of the incident, specifically what people you saw
and what you did."

Dr. Ling replied to the host, "I am Dr. Ling, the
ship’s doctor on the Sunshine. Boss Yang was an
ambitious man whom I met through Mate Zhang
on the ship. Although I didn’t have a special re-
lationship with Boss Yang, I provided him with
some information and helped him stay safe. On
the day of the incident, at 18:10, Secretary Wen
came to me, asking for the latest information. I
gave her the report I had prepared for Boss Yang,
and then she asked me to see him. Although I was
a bit worried, I went. At 18:20, I went to Boss
Yang’s room but was stopped by his bodyguards,
who asked if I was gathering information for Mate
Zhang behind his back. I had to admit it and was
then driven out of the room. Afterwards, I returned
to my room to get the key to the medicine cabi-
net and found it already open, the key in it, and
one bottle of ’instant death’ drug missing. I could
only take a bottle of medicine and a syringe, and
then went to find Boatman Wang, telling him Boss
Yang wanted to kill me and asking for his help.
Around 19:30, Boatman Wang came back and told
me Boss Yang actually didn’t want to kill me and
said I didn’t need to repay the money. Although I
wasn’t reassured, I had to return to my room and
wait. At 20:20, after Boatman Wang came back, |
learned Boss Yang planned to kill him, so I decided
to act myself. At 23:00, I entered Boss Yang’s
room through the ship’s ventilation shaft, but heard
a crawling sound in the duct. I waited for the sound
to stop before proceeding. Eventually, at 23:20, I
reached Boss Yang’s cabin and found him lying
in a strange position on the bed, unresponsive, the
death resembling that caused by the ’instant death’
drug. I tapped the ceiling to confirm Boss Yang
was already dead, then left."

Secretary Wen said to Dr. Ling, "Dr. Ling, you just
mentioned that you were stopped by bodyguards
at 18:20 when trying to see Boss Yang, and they
asked you whether you were gathering information
for Mate Zhang behind his back. Did you have any
contact or communication with Mate Zhang before
that time?"

Dr. Ling replied to Secretary Wen, "Before the
incident, I had no direct contact or communica-
tion with Mate Zhang. My task was to track Mate
Zhang and report his daily actions and abnormal
behaviors to Boss Yang. In my interactions with
Mate Zhang, he showed no particular interest in me,
and I could only track his movements secretly. At
18:10, before the incident, Secretary Wen came to
me, asking for the latest information, which I had
prepared for Boss Yang and then gave to her. She
then asked me to see Boss Yang. At 18:20, I went
to Boss Yang’s room. On the way, I encountered
Mate Zhang carrying a case, presumably just after
a transaction. We didn’t speak to each other, just
nodded in acknowledgment. As soon as I entered, |
saw the room filled with bodyguards in black, and
Boss Yang was eyeing me suspiciously, then asked
if I had been hiding the existence of Boatman Wang
from him. I was stunned and said that every report |
had mentioned Boatman Wang. He eyed me coldly,
making me feel a chill. He then asked if I had been
gathering information for Mate Zhang behind his
back, and I had to tell the truth. He snorted and
told me to leave. I was extremely scared, feeling as
if he was about to kill me to silence me. Thinking
it over, I came up with a plan. At 18:50, I returned
to my room to get the key to the medicine cabinet,
but I couldn’t find it and had to go directly to the
medical room. There, I found the medicine cabi-
net open, with the key still in it. I checked for the
“instant death’ powder (usable in microdoses as a
drug) and found one bottle missing. I took two
bottles of medicine and two syringes with me. At
19:30, I went to Boatman Wang’s door, gathered
my emotions, and then knocked. When Boatman
Wang opened the door, I burst into tears, telling
him Boss Yang wanted to kill me and begging for
his help. Boatman Wang was puzzled, asking why
Boss Yang would target me. I lied, saying that the
junior worker Wang had been using drugs from
Boss Yang and owed a lot of money, and now that
he was dead, I couldn’t repay it, so Boss Yang
wanted to kill me. He comforted me, asking how
much I owed. I said I couldn’t remember, but it was
a large sum, impossible to repay. He said he could
talk to Boss Yang for me. I handed him a bottle
of medicine and a syringe, saying, ’Dad, this is a
deadly poison. If Boss Yang tries to harm you, or if
he insists on killing me, please help me by killing
him to save me.” After saying this, I cried again. He
took the medicine, saying it would be alright and
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that he would be back soon. At 19:40, Boatman
Wang returned, telling me Boss Yang had no inten-
tion of killing me and said I didn’t need to repay
the money. [ still felt uneasy, as Boss Yang himself
had never asked for repayment. I had planned to
confront Boatman Wang, hoping he would fight
with Boss Yang, but it turned out Boss Yang was
unexpectedly agreeable. To save myself, I had to
act on my own. I waited in my room, knowing I
couldn’t confront Boss Yang directly and planned
to act after he fell asleep. Boss Yang’s room had a
spacious ventilation shaft, which I could use to en-
ter and bypass security. Around 23:00, I felt it was
about time, I dissolved the drug in water, drew it
into a syringe, and then entered the ventilation duct
from my room, heading to Boss Yang’s room. But
just as I entered, I heard ’thud thud thud’ sounds,
as if someone was crawling inside. I hurriedly got
down and waited for the sound to stop before con-
tinuing. At about 23:20, I reached Boss Yang’s
room. The light was still on, but the vent cover
had fallen to the floor, seemingly already entered
by someone. I couldn’t see the bed from the vent,
only a pair of feet. I peeked and saw Boss Yang
lying in a strange, twisted position on the bed, mo-
tionless, appearing dead. I tried tapping the ceiling,
but Boss Yang didn’t respond. I bravely climbed
down, went over, and upon closer inspection, found
Boss Yang was already dead, his death matching
the description of death by the ’instant death’ drug
in the books. I didn’t stay, climbed back through
the vent and left. I threw the syringe and the drug
bottle into the sea, then returned to my room."

Boatman Wang said to Dr. Ling, "Dr. Ling, you
said Boss Yang didn’t intend to kill you and didn’t
need you to repay the money, so why did you still
decide to act on your own? Do you have any other
motives?"

Dr. Ling replied to Boatman Wang, "Boatman
Wang, the reason I decided to act on my own was
not because I thought Boss Yang wanted to kill
me or needed me to repay the money, but because
I couldn’t be sure of Boss Yang’s true intentions.
Although he claimed he didn’t want to kill me, I
couldn’t fully trust his words. In my dealings with
him, I found him to be a person full of ambition
and desire for power, unscrupulous in protecting
his interests. To protect my own safety and life, I
decided to take action myself."

Mate Zhang said to Dr. Ling, "Dr. Ling, why did
you doubt Boss Yang’s real intentions? Were there
any specific events or behaviors that made you feel
threatened by him?"

Dr. Ling replied to Mate Zhang, "Mate Zhang, 1
doubted Boss Yang’s real intentions because he
always gave me a feeling of being untrustworthy.
Although he claimed he didn’t want to kill me, his
actions and words made me feel he might be a
threat to me. He had once asked me to get close
to Boatman Wang and report information about
him, which itself was a threat. Moreover, as I
mentioned before, I had noticed some suspicious
dealings between Boss Yang and Boatman Wang.
All these things made me feel he might have ill
intentions towards me."

First Round of Open Questioning

Mate Zhang said to Dr. Ling, "Around 6 PM on
the day of the incident, when you went to see Boss
Yang, you were stopped by his bodyguards, and
they asked if you had been gathering information
for me behind his back. So, did you have any con-
tact or communication with me before that time?"

Dr. Ling replied to Mate Zhang, "Before the inci-
dent, I had no direct contact or communication with
Mate Zhang. My task was to track Mate Zhang and
report his daily actions and unusual behaviors to
Boss Yang. In my contact with Mate Zhang, he
showed no special interest in me, and I could only
secretly follow his movements. At 18:10, before
the incident, Secretary Wen came to me, asking for
the latest intelligence, and I gave her the report I
had prepared for Boss Yang. She then asked me to
see Boss Yang. Around 6 PM on the day of the inci-
dent, I went to Boss Yang’s room, and on the way, I
ran into Mate Zhang carrying a case, probably just
after a deal. We did not speak to each other, just
nodded in greeting. As I entered, I saw the room
was filled with bodyguards in black, and Boss Yang
was squinting at me, then asked if I had been hiding
the existence of Boatman Wang from him. I was
stunned and said that almost every report had men-
tioned Boatman Wang. He squinted at me, making
me feel cold all over. He then asked if I had been
gathering information for Mate Zhang behind his
back, and I could only tell the truth. He snorted
and let me go. I was extremely scared, feeling like
he was about to kill someone to silence them. I
thought about it and made a plan. At 18:50, I went
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back to my room to get the key to the medicine
cabinet, but couldn’t find it and had to go directly
to the medical room. There, I found the medicine
cabinet open, the key still in it. I checked for the
“instant death’ powder (usable in microdoses medic-
inally) and found one bottle missing. I took two
bottles of medicine and two syringes. At 19:30, I
went to Boatman Wang’s door, composed myself,
and then knocked. When Boatman Wang opened
the door, I burst into tears, telling him Boss Yang
wanted to kill me and asking for his help. Boat-
man Wang was puzzled, asking why Boss Yang
would target me. I lied, saying the junior worker
Wang had been using drugs from Boss Yang and
owed a lot of money, and now that he was dead, I
couldn’t repay it, so Boss Yang wanted to kill me.
He comforted me, asking how much I owed. I said
I couldn’t remember, but it was a large amount,
impossible to repay. He said he could talk to Boss
Yang for me. I handed him a bottle of medicine
and a syringe, saying, 'Dad, this is a deadly poi-
son. If Boss Yang tries to harm you, or if he insists
on killing me, please help me by killing him to
save me.” After saying this, I cried again. He took
the medicine, saying it would be alright, and left.
At 19:40, Boatman Wang came back, telling me
Boss Yang had no intention of killing me and said
I didn’t need to repay the money. I still felt uneasy,
as Boss Yang himself had never asked for repay-
ment. I had planned to expose Boatman Wang,
hoping he would fight with Boss Yang, but Boss
Yang turned out to be surprisingly agreeable. To
save myself, I had to take matters into my own
hands. I waited in my room, knowing I couldn’t
confront Boss Yang directly, and planned to act
after he fell asleep. Boss Yang’s room had a spa-
cious ventilation shaft that I could use to enter and
bypass security. Around 23:00, I felt it was about
time. I dissolved the drug in water, drew it into a
syringe, and then entered the ventilation duct from
my room, heading to Boss Yang’s room. But just
as I entered, I heard "thud thud thud’ sounds, as if
someone was crawling inside. I quickly got down
and waited for the sound to stop before continuing.
At about 23:20, I reached Boss Yang’s room. The
light was still on, but the vent cover had fallen to
the floor, seemingly already entered by someone. I
couldn’t see the bed from the vent, only a pair of
feet. I peeked and saw Boss Yang lying in a strange,
twisted position on the bed, motionless, appearing
dead. I tried tapping the ceiling, but Boss Yang

didn’t respond. I bravely climbed down, went over,
and upon closer inspection, found Boss Yang was
already dead, his death matching the description
of death by the ’instant death’ drug in the books. I
didn’t stay, climbed back through the vent, and left.
I threw the syringe and the drug bottle into the sea,
then returned to my room."

Dr. Ling asked Secretary Wen, "On the night of
the incident, did you see Boss Yang and Boatman
Wang together or notice any unusual behavior?"

Secretary Wen replied to Dr. Ling, "On the night of
the incident, I didn’t see Boss Yang and Boatman
Wang together or notice any unusual behavior. 1
stayed in my room the whole time and never left.
But in fact, at 18:30, I came back to the medical
room, opened the medicine cabinet, took a bottle
of medicine, and a syringe. I prepared the poison,
drew it into the syringe, and then crawled through
the ventilation duct from my room towards Boss
Yang’s cabin. At about 22:20, I reached the vent
of Boss Yang’s cabin and could faintly see Boss
Yang had just finished bathing and was walking
towards the bed, probably his time to take drugs.
However, the vent was small, and I couldn’t see the
bed, only a pair of feet. Initially lying still, they
suddenly began to twist violently, the whole bed
shaking and emitting muffled groans, the kind of
pain that’s so intense, there’s no strength left to
scream. Although I was very puzzled and unsure
what exactly happened to Boss Yang, it didn’t seem
like a good time to clarify the situation, so I decided
to hide at the vent and wait for the right moment.
At about 23:00, I re-entered the ventilation duct
and crawled towards my room. After returning to
my room, I handed the syringe and drug bottle to
my subordinates to dispose of without leaving a
trace."

Boatman Wang said to Secretary Wen, "After you
returned to Dr. Ling’s room, you told her Boss
Yang had no intention of killing her. So, why
did you then use the junior worker Wang to insti-
gate Boatman Wang and Mate Zhang’s relationship,
hoping Boatman Wang would side with you? This
contradicts your previous statement."

Secretary Wen replied to Boatman Wang, "I apolo-
gize, my previous statement might have been con-
fusing. My mention of using the junior worker
Wang to instigate the relationship between Boat-
man Wang and Mate Zhang was because I thought
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it might help me deal with one of the threats. I
didn’t really want Boatman Wang to side with me;
I just used that opportunity to achieve my goal.
Please forgive my inappropriate words."

Secretary Wen asked Dr. Ling, "On the night of
the incident, did you see Boss Yang and Boatman
Wang together or notice any unusual behavior?"

Dr. Ling replied to Secretary Wen, "On the night of
the incident, I didn’t see Boss Yang and Boatman
Wang together or notice any unusual behavior. 1
stayed in my room the whole time and never left.
But according to your description, my actions that
night indeed caught your attention. At 18:10, Secre-
tary Wen asked me for the latest intelligence, which
I gave to her. At 19:40, I waited in my room, plan-
ning to act after Boss Yang fell asleep. I decided to
enter Boss Yang’s room through the vent. At 23:00,
when I entered the ventilation duct, I heard some-
one crawling inside, so I stopped and waited. After
the sound stopped, I continued. At 23:20, I reached
Boss Yang’s cabin and found the vent cover had
fallen to the floor, indicating someone had already
entered. I peeked through the vent and saw Boss
Yang lying on the bed, tried tapping the ceiling, but
found Boss Yang didn’t respond. So, I climbed
down and discovered Boss Yang was already dead,
his death resembling that described in books about
the ’instant death’ drug. I threw the syringe and
drug bottle into the sea, then returned to my room."

Second Round of Open Questioning

Secretary Wen said to Mate Zhang, "Mate Zhang,
when you sneaked into Boss Yang’s room, did you
see anyone else or hear any unusual noises?"

Mate Zhang replied to Secretary Wen, "When 1
sneaked into Boss Yang’s room, I didn’t see anyone
else or hear any unusual noises. The whole process
was very smooth and quiet."

Mate Zhang said to Dr. Ling, "Did you participate
in the murder of Boss Yang?"

Dr. Ling replied to Mate Zhang, "I did not partic-
ipate in the murder of Boss Yang. In fact, I was
just following Boss Yang’s instructions to track and
monitor Mate Zhang and report his actions to Boss
Yang. I did not engage in any violent acts, nor
did I personally harm Boss Yang. My goal was
to gather intelligence to help Boss Yang resolve
his distrust of Mate Zhang and to protect my own

safety. Please believe me, I am not the real culprit
in this case."

Dr. Ling said to Boatman Wang, "Boatman Wang,
do you have any evidence to prove that Boss Yang
was poisoned? Who do you suspect?"

Boatman Wang replied to Dr. Ling, "Dr. Ling, I
don’t have concrete evidence to prove that Boss
Yang was poisoned. My suspicion of Boss Yang
mainly stems from his previous dealings with Mate
Zhang, involving drug trafficking. I know he is an
ambitious man who will stop at nothing to protect
his interests. Moreover, I overheard a conversation
between Boss Yang and Mate Zhang, in which Boss
Yang said, *That kid has already taken care of it for
you.” This made me think he might be involved in
the death of the junior worker Wang. Although I
don’t have solid evidence, these signs lead me to
suspect Boss Yang as one of the culprits."

Boatman Wang said to Secretary Wen, "On the
night of the incident, did you see Boatman Wang
or have any contact with him?"

Secretary Wen replied to Boatman Wang, "I apol-
ogize, I did have contact with Boatman Wang on
the night of the incident. At 18:10, I found Dr.
Ling and asked about information on Mate Zhang,
which Dr. Ling provided. I noticed a set of keys in
the medical room and, pretending that Boss Yang
was looking for Dr. Ling, stole the keys while
she was away. At 18:30, I returned to the medi-
cal room, opened the medicine cabinet, and took
a bottle of ’instant death’ drug and a syringe. At
22:20, I learned that the ship’s ventilation ducts
were interconnected and the exhaust ports were not
locked, pretending to be concerned about safety,
and prepared the poison. I injected the poison into
the syringe, then crawled through the ventilation
duct from my room towards Boss Yang’s cabin.
At 22:40, I reached the vent of Boss Yang’s cabin.
Through the vent, I saw Boss Yang had just finished
bathing, preparing to take drugs. However, the vent
was too small, and I could only see Boss Yang’s
feet on the bed. The bed began to twist violently,
emitting painful groans. Unsure of what happened,
I decided to hide at the vent and wait for the right
moment. At 23:00, I re-entered the ventilation duct
and returned to my room. After returning to my
room, I handed the syringe and drug bottle to my
subordinates for disposal, leaving no trace."

8280



Distribution of Clue Cards

Players will receive clue cards containing addi-
tional information about the victim and the players,
helping them deduce the storyline of the case.

===== Third Round of Open Questioning

Mate Zhang said to Secretary Wen, "Do any of your
subordinates harbor hostility towards Boss Yang or
have had conflicts with him?"

Secretary Wen replied to Mate Zhang, "Mate
Zhang, I’m sorry, I'm not aware if any of my sub-
ordinates hold any hostility towards Boss Yang or
have had conflicts with him. I am just responsible
for handling some affairs and am not aware of their
relationships."

Secretary Wen asked Dr. Ling, "On the night of
the incident, did you see Boss Yang and Boatman
Wang together or notice any unusual behavior?"

Dr. Ling replied to Secretary Wen, "On the night of
the incident, I did not see Boss Yang and Boatman
Wang together or notice any unusual behavior. I
stayed in my room the entire time and never left.
However, based on your description, my actions
that night indeed caught your attention. At 18:10,
I provided the latest intelligence to you and then
went to see Boss Yang. At 18:20, I encountered
Mate Zhang on the ship, and we nodded at each
other before parting ways. At 18:50, I returned to
my room to get the key to the medicine cabinet,
but couldn’t find it, so I had to go to the medical
room. There, I found the medicine cabinet open
and missing a bottle of ’instant death’ powder. At
19:30, I knocked on Boatman Wang’s door, pre-
tending to be chased by Boss Yang and asking for
Boatman Wang’s help. At 19:40, I waited in my
room, planning to act after Boss Yang fell asleep.
I decided to enter Boss Yang’s room through the
vent. At 23:00, when I entered the ventilation duct,
I heard someone crawling inside, so I stopped and
waited. After the sound stopped, I continued. At
23:20, I reached Boss Yang’s cabin and found the
vent cover had fallen to the floor, indicating some-
one had already entered. I peeked through the vent
and saw Boss Yang lying on the bed, tried tapping
the ceiling, but found Boss Yang didn’t respond.
So, I climbed down and discovered Boss Yang was
already dead, his death resembling that described
in books about the ’instant death’ drug. I threw the

syringe and drug bottle into the sea, then returned
to my room."

Boatman Wang asked Mate Zhang, "Were you in-
volved in the murder of Boss Yang?"

Mate Zhang replied to Boatman Wang, "I don’t
know why you would have such a suspicion, but I
was not involved in the murder of Boss Yang. I am
a responsible mate and have always worked for the
safety and smooth operation of the Sunshine. We
have always been in a partnership, and I have never
thought of harming you or Boss Yang. You must
believe me, I am innocent."

Dr. Ling asked Secretary Wen, "Do any of your
subordinates harbor hostility towards Boss Yang or
have had conflicts with him?"

Secretary Wen replied to Dr. Ling, "I’m sorry, 1
am not aware if any of my subordinates hold any
hostility towards Boss Yang or have had conflicts
with him. I am just responsible for handling some
affairs and do not know about their relationships."

Fourth Round of Open Questioning

Secretary Wen asked Mate Zhang, "Were you in-
volved in the murder of Boss Yang?"

Mate Zhang replied to Secretary Wen, "I did not
participate in the murder of Boss Yang. In fact,
I was only responsible for assisting in the drug
trafficking and ensuring the smooth conduct of the
trade. I did not directly engage in any violent acts,
nor did I harm Boss Yang. My sole purpose was to
protect myself and my brother, and to ensure our
survival in this life-and-death transaction. Please
believe me, I am not the real culprit of this case."

Boatman Wang asked Dr. Ling, "Why do you think
Boss Yang was killed by poison?"

Dr. Ling replied to Boatman Wang, "Boatman
Wang, I believe Boss Yang was killed by poison
based on the following reasons. First, I found that
his manner of death was very similar to that caused
by the ’instant death’ drug. Second, I found a
missing bottle of the ’instant death’ drug in Boss
Yang’s cabin. Although this is not direct evidence,
these signs lead me to believe he might have been
poisoned. I hope to find more evidence through
investigation and cooperation with other players to
confirm my suspicions."
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Dr. Ling asked Boatman Wang, "Did you have any
direct conflicts or disagreements with Boss Yang?"

Boatman Wang replied to Dr. Ling, "I had no direct
conflicts or disagreements with Boss Yang. We did
not have much interaction in our work on the ship,
so there were no conflicts."

Mate Zhang asked Secretary Wen, "On the ship,
did you notice anyone harboring hostility towards
Boss Yang or having conflicts with him?"

Secretary Wen replied to Mate Zhang, "Mate
Zhang, I’m sorry, but I am not aware if any of my
subordinates harbor hostility towards Boss Yang or
have had conflicts with him. I am just responsible
for handling some affairs and do not know about
their relationships. However, I can tell you that
my subordinates are all obedient to my commands
and arrangements, and they are very loyal to me. If
there were any problems or conflicts, I believe they
would report to me."

Fifth Round of Open Questioning

Secretary Wen asked Boatman Wang, "Do you have
any other clues or evidence that can prove Boss
Yang was poisoned? Besides the dealings and con-
versations between Boss Yang and Mate Zhang, is
there anyone else who might have had a motive to
harm Boss Yang?"

Boatman Wang replied to Secretary Wen, "I'm
sorry, but I don’t have any other clues or evidence
to prove that Boss Yang was poisoned. Apart from
the dealings and conversations between Boss Yang
and Mate Zhang, I don’t have any other leads point-
ing to someone else who might have had a motive
to harm Boss Yang. However, we cannot rule out
the possibility that other passengers or crew mem-
bers might be related to the case. We need to further
gather clues and evidence to uncover the truth."

Mate Zhang asked Secretary Wen, "Do any of your
subordinates harbor hostility towards Boss Yang or
have had conflicts with him?"

Secretary Wen replied to Mate Zhang, "I’m sorry,
but I am not aware if any of my subordinates harbor
hostility towards Boss Yang or have had conflicts
with him. I am just responsible for handling some
affairs and do not know about their relationships.
However, I can tell you that my subordinates are
all obedient to my commands and arrangements,

and they are very loyal to me. If there were any
problems or conflicts, I believe they would report
to me."

Boatman Wang asked Mate Zhang, "Mate Zhang,
what is your relationship with Hen Tianzhen? Why
do you have their photo together in your room on
the ship?"

Mate Zhang replied to Boatman Wang, "Boatman
Wang, Hen Tianzhen and I have a brotherly rela-
tionship; we share a deep blood bond. The photo
in my room on the ship is because we are biolog-
ical brothers and have a good relationship. This
photo is just a memento of our brotherhood and has
nothing to do with our cooperation."

Dr. Ling asked Secretary Wen, "Did Dr. Ling have
any contact with Secretary Wen on the day of the
incident?"

Secretary Wen replied to Dr. Ling, "Yes, I had
contact with Dr. Ling on the day of the incident.
As Boss Yang’s secretary, I needed to obtain infor-
mation about Mate Zhang through Dr. Ling and
report the useful information to Boss Yang. We
communicated through letters; I would screen and
process the intelligence, then hand it over to Boss
Yang. On the day of the incident, I first found
Dr. Ling at 18:10, inquiring about information on
Mate Zhang. Then at 18:30, I returned to the med-
ical room, opened the medicine cabinet, and took
a bottle of medicine and a syringe, as part of my
plan. Later, at 22:20, pretending to be concerned
about safety, I opened the ventilation duct and drew
the prepared poison into the syringe to carry with
me. Finally, at 22:40, I entered Boss Yang’s cabin
through the vent and found him lying on the bed in
a strange and twisted position, I suspected he might
have encountered misfortune while taking drugs. I
did not stay long, returning to the vent to wait for
the right moment. Around 23:00, I re-entered the
ventilation duct and crawled back toward my room.
Everything proceeded smoothly, and I handed the
syringe and drug bottle to my subordinates for dis-
posal, leaving no trace."

Vote

The host said to Mate Zhang, "The discussion phase
is now over, and we are entering the final voting
phase. Who is the murderer who killed Boss Yang
in this case? Please vote for the player whom you
believe to be the murderer among the following

8282



players: Mate Zhang, Boatman Wang, Dr. Ling,
Secretary Wen. In the process of choosing, aim
to win: even if the murderer knows they are the
culprit, they can still vote for a civilian player to
win; meanwhile, civilian players need to vote for
the player they think is the murderer. Please make
your choice and explain the reason."

Mate Zhang replied to the host, "I think the most
likely murderer in this case is Dr. Ling. On the
timeline of the day of the incident, she had multiple
contacts with Boss Yang, and a bottle of ’instant
death’ drug was found missing near Boss Yang’s
room. These clues all point to her as a possible
murderer."

The host said to Boatman Wang, "The discussion
phase is now over, and we are entering the final
voting phase. Who is the murderer who killed Boss
Yang in this case? Please vote for the player whom
you believe to be the murderer among the following
players: Mate Zhang, Boatman Wang, Dr. Ling,
Secretary Wen. In the process of choosing, aim
to win: even if the murderer knows they are the
culprit, they can still vote for a civilian player to
win; meanwhile, civilian players need to vote for
the player they think is the murderer. Please make
your choice and explain the reason."

Boatman Wang replied to the host, "I think the
most likely murderer in this case is Secretary Wen.
Although I don’t have concrete evidence, as Boss
Yang’s secretary, she had more knowledge and con-
tact with the case and might have known Boss
Yang’s secrets. Moreover, she prepared poison
on the day of the incident and attempted to kill
Boss Yang, showing that she had some motive
against Boss Yang. Even though she mentioned
self-preservation in the conversation, this does not
rule out the possibility that she could be the mur-
derer."

The host said to Dr. Ling, "The discussion phase
is now over, and we are entering the final voting
phase. Who is the murderer who killed Boss Yang
in this case? Please vote for the player whom you
believe to be the murderer among the following
players: Mate Zhang, Boatman Wang, Dr. Ling,
Secretary Wen. In the process of choosing, aim
to win: even if the murderer knows they are the
culprit, they can still vote for a civilian player to
win; meanwhile, civilian players need to vote for
the player they think is the murderer. Please make

your choice and explain the reason."

Dr. Ling replied to the host, "I vote for Secretary
Wen as the murderer in this case. In the previous
conversation, she mentioned wanting to get rid of
Boss Yang to achieve her own goals. She also
admitted to stealing a bottle of ’instant death’ drug
and a syringe, and on the timeline of the day of the
incident, she was waiting near Boss Yang’s room
for an opportunity. These actions and her words
indicate she had both the motive and the capability
to commit the crime."

The host said to Secretary Wen, "The discussion
phase is now over, and we are entering the final
voting phase. Who is the murderer who killed Boss
Yang in this case? Please vote for the player whom
you believe to be the murderer among the following
players: Mate Zhang, Boatman Wang, Dr. Ling,
Secretary Wen. In the process of choosing, aim
to win: even if the murderer knows they are the
culprit, they can still vote for a civilian player to
win; meanwhile, civilian players need to vote for
the player they think is the murderer. Please make
your choice and explain the reason."

Secretary Wen replied to the host, "I think the most
likely murderer in this case is Mate Zhang. Based
on the previous conversation and clues, I know that
Mate Zhang had dealings with Boss Yang, provid-
ing him with drugs. And on the timeline of the day
of the incident, he also admitted to entering Boss
Yang’s room and replacing the drugs after leaving.
These pieces of evidence all point to him as the
likely murderer who killed Boss Yang."

J Game Log Example in Chinese
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